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Abstract. The FKG inequalities are generalized to two probability distributions.
A theorem is proved which shows how one distribution dominates the other and makes
it clear why expectation values of increasing functions with respect to one distribution
are larger than with respect to the other.

Let Γ be a finite distributive lattice and let μί and μ2 be probability
distributions on Γ. One of the most common applications of the FKG
inequalities [3] is to find conditions which guarantee that for all functions
f on Γ such that x ^ y implies f(x) ^ f(y) one has

(1)
xeΓ xeΓ

The inequality (1) seems to be saying that somehow the distribution μx

is situated higher up on the lattice than μ2 is. We prove here a theorem
making this precise. The theorem is also strong enough to imply ine-
qualities such as (1) and the FKG inequalities [Corollary (12) below].

(2) Lemma. Let Γ be a finite distributive lattice. Then Γ is isomorphic
to a sublattice, f, of the lattice of subsets of a finite set A. Moreover,
A and Γ can be chosen in such a way that 0 and A are in Γ and for all
A,Bef there is a sequence A = Ao, Aί9 ...,An = B in Γ such that

| i4 i Δi4 i + 1 | = l for all i.

Here \A\ denotes the cardinality of A, and

AAB = {A\B)v(B\A).

Lemma (2) is essentially Corollary (2), Page 59 in [1]. Actually
Corollary (2) in [1] is not phrased this way; however, it is easily seen
from the proof to be equivalent to Lemma (2).

For the rest of this note A will be a fixed finite set and Γ will be a
sublattice of the lattice of subsets of A. It will also be assumed that Γ
has the properties of f mentioned in Lemma (2).

Let μ be a strictly positive probability distribution on Γ. That is,
μ(A) > 0 for all A e Γ and £ μ(A) = 1.

AeΓ
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For x e A and A e Γ define a function c(x, A) as follows:

JΊ if xφA and Au{x}eΓ

(3) c(x,A) = \μ(A\{x})/μ(A) if xeA and A\{x} eΓ

[ 0 otherwise.

If A, B e Γ and A + £ define

(4) Ω ( Λ , β ) { f u .
v ; {0 otherwise,

and define Ω(A, A) so that £ Ω(^, £) = 0. We think of Ω as a matrix

and let Ωn be the nth power of that matrix (β° is the identity matrix).
Now let oo „

Pt{A,B) = Σ —Ωn(A,B).

Since Ω(A,B)^0 if Aή=B and ^ Ω(,4,£) = 0, it follows that P f( , )
BeΓ

is the transition function of a Markov process on Γ (see [2], Chapter 6,
Paragraph 1). The matrix Ω is called the generator of the process.

(5) Lemma. The Markov process on Γ with generator Ω has μ as a
stationary distribution

(i.e. X
V AeΓ

Moreover•, ί/πs Markov process has only one stationary distribution.

Proof. One easily checks from the definition of Ω that

X μ(4)Ωμ,J?) = 0 for all BeΓ.
AeΓ

The stationarity of μ follows immediately from this. The Markov process
has only one stationary distribution if Pt(A,B)>0 for all A,BeΓ
and all t > 0 (see [2], Chapter 5, Paragraph 2). In order to prove that
Pt(A,B)>0 for all A,BeΓ and all ί > 0 it suffices to show that for all
A,BeΓ there is a sequence A = A0,Aί9 ...,An = B in Γ such that

ί = l

But again this follows from the definition of Ω and the assumed structure
off1.

(6) Theorem. Lei μ! and μ2 be two strictly positive probability
distributions on Γ satisfying

(7)
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Then there is a probability distribution, v, on the subsets of Γ xΓ such that

X v{A9B) = μί(A) for all AeΓ
BeΓ

(8) £ v(A,B) = μ2(B) for all BeΓ
AeΓ

and v(A9B) = 0 unless ADB.

Proof. Let ct(x, A) be defined as in (3) with μt in place of μ and let Ωt

be defined as in (4) with c-t in place of c. For Aί,A2,Bί,B2eΓ with
either A1+Bί or A2 φ B2 define

Ω{Al9A2;Bl9B2)

min^iίx, ^i), c2(x, A2)) if xe(^41Πy42)u(^4ίn742)

and i4i ΔJ5X = ̂ 2 Δ B 2 = {x}

2i^(x9Ai) — mm.(cι(x9Ai)9c2(x9A2)) if x e ^ i n ^ u ^ n i j )

and A1ABί={x},A2 = B2

and i4x = B l 5 .

Ω i ^ u B i ) if i4x ΔBA C^i Δ^42 and ̂ 2 = B2

Ω2(A2,B2) if A2AB2CA{ AA2 and A 1 = B 1

0 otherwise.

Define Ω(Aί9A2;Al9A2) so that

Bι,B2eΓ

We think of Ω(^4 l5i42;B l5B2) as a matrix with rows indexed by
(Aί9A2) and columns indexed by (Bl9B2). Then Ω" is just the matrix
Ω raised to the nth power. Similarly Ω" is the matrix Ωt raised to the
nίh power.

The following facts are easily checked by induction on n:

i) £ ΏH(A1,A2;Bl9B2) = Ωn

1(Ai9Bi)foτaΆAl9B1eΓ.
B2eΓ

ii) X Ω«μ i ,^ 2 ;β 1 ) J B 2 ) = ί2" 2 μ 2 ,β 2 ) foral l^ 2 , J B 2 eΓ.

iii) If Ax D A29 then Ώn(Al9A2 B l 9 B2) = 0 unless Bx D£ 2 .
In checking iii) one needs the lattice structure of Γ to guarantee for

example that if Ax D A2 and xφA1 but A2u{x} e Γ, then A1 u{x} e Γ.
Also the only place where the inequality (7) is used is in checking iii).



230 R. Holley

Now Ω is the generator of a Markov process on Γ xΓ. We take
(A, 0) as the initial state and apply the ergodic theorem (see Theorem (1.1)
in Chapter 6 of [2]) to this Markov process to conclude the existence of

(9) v(B 1 ,B 2 )=lim £ -^-Ω"{Λ9β;Bl9B2).
n-0 ft

The ergodic theorem together with Lemma (5) applied to the Markov
processes on Γ with generators Ωt imply that

μ1(B1)= Jim £ ^ΩUABJ
(10) " "" 0 n[

μ2(B2)= Jim I -~-fl5(0,B2).

Since A D 0, iii) applied to (9) implies that v(Bt, B2) = 0 unless B1DB2.
Finally by applying i), ii) and (10) we get

v(B1,B2)=Σ}im £ ^τΩ"{
B2 n = 0 n lB2eΓ B2

Similarly X v(B1,B2) = μ2(B2).

This completes the proof of the theorem.
We conclude with two corollaries. The second one is the FKG

inequality.

(11) Corollary. Let Γ,μί9 and μ2 be as in Theorem (6). Let f be an
increasing function on Γ. Then

AeΓ BeΓ

Proof. Let v be as in the conclusion of Theorem (6). Then

Σf(A)μί(A)= Σ f(A)v(A,B)= Σf(A)v(A,B)
AeΓ A,BeΓ ADB

> Σf(B)v(A,B)= Σ f(B)v(A,B)= £
A,BeΓ BeΓ

(12) Corollary (FKG). Let Γ be a finite distributive lattice and let μ be
a probability distribution on Γ satisfying

(13) μ{AκjB) μ(AnB)^ μ(A) μ(B).
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Then if f and g are two increasing functions on Γ,

(14) Σ f(A)g(A)μ(A)^ £ f{A)μ{A) £ θ(B) μ(B).
AeΓ AeΓ BeΓ

Proof. (13) implies that the A e Γ for which μ{A) > 0 form a sublattice.
By restricting our attention to this sublattice we may assume, without
loss of generality, that μ is strictly positive. Also, by adding a constant
if necessary, we may assume that g > 0. Now let

θ(B) μ(B) 9

BeΓ

and let μ2(A) = μ{A).
Using (13) and the monotonicity of g one easily checks that μ1 and μ2

satisfy (7). Thus applying Corollary (11) to μl9 μ2 and/ we conclude that

Σ f(A)g(A)μ(A)/Σ ΰ(B)μ{B)> £ f(A)μ(A),
AeΓ BeΓ AeΓ

which is the same as (14) since g is positive.
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