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Abstract. The automation of recurrent tasks and force feedback are complex problems in medical robotics. We present a novel

approach that extends human-machine skill-transfer by a scaffolding framework. It assumes a consolidated working environment

for both, the trainee and the trainer. The trainer provides hints and cues in a basic structure which is already understood by the

learner. In this work, the scaffolding is constituted by abstract patterns, which facilitate the structuring and segmentation of

information during “Learning by Demonstration” (LbD). With this concept, the concrete example of knot-tying for suturing is

exemplified and evaluated. During the evaluation, most problems and failures arose due to intrinsic system imprecisions of the

medical robot system. These inaccuracies were then improved by the visual guidance of the surgical instruments. While the

benefits of force feedback in telesurgery has already been demonstrated and measured forces are also used during task learning,

the transmission of signals between the operator console and the robot system over long-distances or across-network remote

connections is still a challenge due to time-delay. Especially during incision processes with a scalpel into tissue, a delayed force

feedback yields to an unpredictable force perception at the operator-side and can harm the tissue which the robot is interacting

with. We propose a XFEM-based incision force prediction algorithm that simulates the incision contact-forces in real-time and

compensates the delayed force sensor readings. A realistic 4-arm system for minimally invasive robotic heart surgery is used as

a platform for the research.
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1. Introduction

Since its introduction in the early 1980s mini-

mally invasive surgery (MIS) has become a promising

option for an ever-growing number of procedures. On

one hand, significantly reduced hospitalization time

through the quicker recovery of patients, less pain and

collateral trauma as well as lower infection rates [20]

∗Corresponding author. E-mail: staub@in.tum.de.

are the most important benefits to patients. On the other

hand, surgeons have to cope with increasingly complex

working conditions. Long instruments, unfamiliar and

sometimes awkward to operate for the surgeon, are

used through small incisions or ports in the body of the

patient to perform the intervention. In contrast to the

conventional open surgery, visual access to the inter-

nal operating scenery is not feasible. This constrains

the visual perception to an endoscopic view without

an intuitive depth perception or hand-eye coordina-
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tion. Reduced degrees of freedom (DoF) introduced by

the instruments and the trocar poses serious navigation

coordination problems inside the limited workspace.

An important step in developing MIS and to over-

come the drawbacks are telemanipulation systems,

which have attracted the research community in recent

years [31]. The systems are especially designed to

enable delicate maneuvers with high surgical preci-

sion. The surgeon no longer controls the instruments

directly, but they are controlled by special input

devices with a Cartesian user interface without any

chopstick effect (inversion of the moving direction).

However, long-distance interventions suffer still from

time-delays in communication channels which may

cause synchronization between operator movements

and contact force perception to be lost.

Although medical robots are well on their way to

become as important to the surgical process as indus-

trial robots have become to manufacturing within the

last 30 years, most researchers and surgeons agree that

the lack of haptic feedback [19] and the fact that recent

medical robots are still “unintelligent” machines [13]

prevent them from being in major applications in hos-

pitals. More intelligent systems and adaptivity on the

part of the robot will allow surgeons to move up in the

“hierarchy of controllers”. This development would

free them from performing tiring, tedious, low-level

manual operations (e.g. knot-tying).

In this work, we focus on the automation of recur-

ring tasks in minimally invasive surgery and on surgical

teleoperation over delayed networks. We have cho-

sen robotic knot-tying as a reference application for

human-machine skill transfer, since it combines many

difficulties occurring in automation such as the han-

dling of limp objects. So far, only a few research

projects have been devoted on this particular task of

automating a surgical knot. Kang has proposed a gen-

eralized version of a taught knot in his PhD thesis [11].

In his project the task is performed with special knot-

tying instruments, while we are using multi-purpose

instruments. Hynes et al. [9] and Wakamatsu et al.

[33] proposed robotic setups for knot-tying, but did

not evaluate the task under realistic circumstances, yet

(i.e. small-scale knot performed under the restrictions

of trocar kinematics and with original suture mate-

rial). There exist also some works on analyzing the

knot-tying task itself, with focus rather on surgical

evaluation instead of automation [4, 12]. Problems that

arise from intrinsic system imprecisions are compen-

sated by visual instrument guidance.

Surgical teleoperation involves with many different

types of tissue interactions such as tissue cutting with a

scalpel or needle piercing. A natural display of forces is

important for the skill transfer, since forces are utilized

in the learning process during user demonstrations. For

this reason, time-delays in the communication channel

are highly critical to the learning rate of the system and

also for the manipulation quality in general. Therefore,

we interest in enabling a stable and realistic perception

rendering to the operators when data communication

is imperfect or delayed. The synchronization between

hand movements of the operator and the force percep-

tion is then lost if a large time-delay is present [6].

In terms of control theory, this matter can be solved

using a state-estimator in order to predict the behav-

ior of the process with less actual feedback signals

from physical sensors [28]. For a telepresence system,

the state-estimator is comparable to a contact model

which calculates the contact force between a tool at

the end-effector and an interacted object in real-time

and substitutes it from the delayed force signal. The

contact model can be derived depending on the type of

contact, using the principle of multi-body mechanics

for solid objects [8] or with finite elements for a contact

with deformable objects [26].

2. Robotic system

In strong collaboration with the German Heart

Center Munich, a telemanipulation system for robotic

heart surgery was developed. The system went through

several phases of successive refinement, whereas the

robotic hardware as well as the usability of the master

console was improved (see [15]). In the current version,

it consists of four small industrial robots (Mitsubishi

6SLTM) with 6 DoF each, which are mounted on a

aluminum gantry (cf. Fig. 1(a)). The ceiling mounted

arrangement was chosen after an extensive evaluation

with surgeons [3] while permits good access to the

operating table, although all four robots are used. The

robots can either be equipped with minimally inva-

sive instruments or an endoscopic camera. Through the

aid of a magnetic clutch the instruments can be inter-

changed quickly for better handling. The mechanism

will also disengage the instruments if forces beyond a

certain level are exerted and prevents damage in case

of a severe collision. The surgical instruments itself are

based on the commercial “EndoWristTM” instruments

by Intuitive Surgical, Inc. and offer 3 DoF. A micro-
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(a) (b)

Fig. 1. Hardware setup: Four ceiling mounted robots with surgical instruments, either a stereoscopic endoscope or different surgical micro-

grippers. The minimally invasive instruments are augmented with force sensors. In-/output is accomplished at a master console, comprising two

force feedback devices. Visual feedback is accomplished by a 3D-display with polarization technique.

gripper at the distal end of the shaft can be rotated,

and adaption of pitch and yaw angles is possible. All

movable parts of the gripper are driven by steel wires,

connected to small servo motors by an Oldham cou-

pling. Since the z-axis of the instrument and the robot

flange align, we obtain 8 DoF. The master console of

the system (the workstation of the surgeon) comprises

two haptic devices (“PHANToMTMPremium 1.5” by

Sensable Devices) which are mounted upside down

on a quickly reconfigurable aluminum frame. This

arrangement yields to less constricted flexibility of

the stylus pen. The position and orientation of each

manipulator are controlled by moving the stylus pen

that simulates the hand posture and feel of conven-

tional surgical tools (cf. Fig. 1(b)). A switch is used

to open and close the micro-gripper at the distal end

of the instrument shaft. Forces exerting on the instru-

ments are measured by strain gauge sensors and fed

back by means of the haptic devices. The system is

equipped with a 3D endoscope providing two sepa-

rate optical (fiberglass) channels and two synchronized

CCD cameras. The stereo information of the camera

system is visualized at the operators side by a 3D-

display. The display is based on two polarized LCD

screens and a semi-reflective mirror. Therefore, the

surgeon has to wear polarized lenses in order to get

a 3D impression. As an additional input modality, foot

switches are placed at the footwell of the console. The

switches allow for the hand-over of the control to dif-

ferent robotic arms or can be programmed freely with

several system functions. The control software of the

system implements so-called trocar kinematics, i.e. all

instruments will move about a fixed fulcrum after inser-

tion into the body or a ribcage mockup by geometrical

calculations [17].

3. Selective automation

For recent surgical robotic systems, the surgeon

mainly performs the visual servoing by himself to

establish hand-eye coordination and executes tasks

as he observes the scene and reacts by controlling

the instruments movements. Using this classical 1 : 1

master-slave control forces the surgeon to make every

decision on his own. To move him up in the hierar-

chy of controllers, the system has to be highly flexible

to autonomously offer or complete different actions in

an unknown and changing environment. The key con-

cept of selective automation is to divide a complex

task into a sequence of smaller tasks that can be per-

formed by robots − either under classical master-slave

control, partly autonomously or fully autonomously.

While fully autonomy revokes the detailed control of

a given high level command, partial autonomy involves

the surgeon in every aspect of the task execution. In this

scenario, interference and re-instruction of the robot

are possible at any time. Clearly, this kind of situated

behavior intelligence can only be achieved when the

robot system has access to all of the relevant param-
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eters and background information. This is true both

for (i) the kinematic relation between the situs and

the robot (e.g. movement sequences and forces to be

applied) and (ii) the relation between the surgeon and

the robot (e.g. what are the intentions of the surgeons,

scene understanding).

3.1. Skill transfer extended by a scaffolding

framework

Recurrent tasks in the context of medical procedures

include pushing, holding, cutting or suturing. The most

complex of these operations is the task of knot-tying

during the suturing process, which is the reason why

we chose it to be our reference task. Before discussing

the method we have developed for the transfer of skills

from a human operator to a robot system, we illus-

trate the principle of surgical knot-tying (see depiction

of Fig. 2). Like the approaches of other authors (e.g.

[25]), the presented skill transfer framework is based

on the well-known technological paradigm of splitting

up complex tasks into smaller parts. Transferring this

paradigm to robotic learning means means to assemble

task-specific skills from a set of sensorimotor primi-

tives [14]. We observed that the illustration depicted in

Fig. 2 is optimized for two effectors (i.e., the surgeon’s

hands), but is not necessarily the best decomposition

of the task in order to transfer it to a technical system.

Therefore, we started the skill transfer with the record-

ing of trajectories (left and right hand, also cp. section

3.1.1.) commanded by a human operator, including

the force sensor readings after an initial situation as

depicted in Fig. 2(1) was reached. Then, a certain skill

demonstration by the user must be broken down into

individual elementary actions to derive primitives that

can be reassemble by the system to an autonomously

executable task. At this point, we define the following

terms that are used in the next sections:

A task � is a certain, well-defined description of

how to solve a problem and can be decomposed into

so-called tasklets φ (the plus sign in φ+ indicates that

a task consists of at least one tasklet). Given this tem-

plate, the demonstration of the user is decomposed

into a sequence of primitives, which corresponds to

the decomposition of the task into tasklets as it is pro-

vided by the scaffolding framework. While a skill (the

user’s demonstration) is the instantiation of a certain

task performed by a human user and primitives are

instantiations of tasklets. Like every task, a tasklet

is a transformation between pre- and post-conditions

of an environment. Here, an environment is a set of

objects Ŵ and a set of properties � of these objects.

The properties are defined quite generally and can refer

to geometric quantities (like rigid translations or dis-

tances) as well as forces or torques exerted to the object.

A task is a transformation of an environment at t0 into

an altered environment at tn, which will be expressed

by (Ŵ0, �0)
�

�−→ (Ŵn, �n). The transition
�

�−→ consti-

tutes the task �. In many cases Ŵ0 will be equal to Ŵn

as long as the set of objects remains unchanged. The set

will be changed, for example, if objects are destroyed

or new objects are generated out of existing ones.

For clarification, refer to the following description

of the well known peg-in-a-hole task: The environ-

ment is defined by the set of objects Ŵph = {peg, hole}

with �0 comprising the rigid transform Tph, which

denotes the position of the peg relative to the hole.

Therefore, the peg-in-a-hole task can be expressed as

(Ŵph, {Tph})
�

�−→ (Ŵph, {I}), i.e. the goal is to align the

peg with the hole until their centers are matched, and

Fig. 2. Knot-tying procedure: After piercing, the needle with the thread is pulled out of the tissue with the left gripper (1) and wound about the

right gripper (2). During this procedure, the loose end of the thread is retained by an assistant. This facilitates grasping of the end by the right

gripper (3). Finally, the end of the thread is pulled through the loop around the right gripper in order to finalize the knot (4).
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thus, the transformation between peg and hole finally

constitutes a unit matrix I. Task definitions provide the

system with abstract information about a task, which

is going to be demonstrated by the user. Providing this

kind of hints is the very essence of scaffolding as it is

used in our skill-transfer architecture.

Given by the definitions introduced above, a task-

let will be denoted by a corresponding transition:

(Ŵa, �a)
φ

�−→ (Ŵb, �b), where
φ

�−→ is the transition of

tasklet φ. Therefore, a task is a set of tasklets, which

met the following requirements:

∃ tb ≤ tn : (Ŵ0, �0)
φ

�−→ (Ŵb, �b)

∃ ta ≥ t0 : (Ŵa, �a)
φ

�−→ (Ŵn, �n)

{
�

�−→

}

∈

{
φ

�−→

}+

(1)

The first requirement determines the pre-condition

of task � being also a pre-condition of at least one

tasklet (the same accounts to the post-condition in the

second requirement). The last statement refers to the

transitive hull of the tasklet transitions: The transi-

tion of task � has to be included in the transitive hull

in order to let these tasklets be a valid dissection of

the task. For a complete description of the task, the

transitions of the tasklets have to be ordered appropri-

ately. Therefore, we need to extend our definition of

a task by three different relations. Those are irreflex-

ive, transitive relations defined on the set of tasklets

φ0 . . . φm. The most important is the precedence rela-

tion “<”, i.e. φ0 < φ1 self-evidently means tasklet φ0

has to be completed before tasklet φ1 starts. In addition,

we need a synchronization relation “=”. Accordingly,

φ0 = φ1 indicates that the tasklets have to be carried

out at exactly the same starting time, and also implies

that execution times of both tasklets are equal. For

integrity reasons we also define an exclusion relation

“ /= ”, which prevents tasklets from being executed at

the same time. An application example for this type

of relation would be a situation where two manipula-

tors cannot move to the same place at the same time,

but the corresponding tasklets are not ordered by any

precedence. Putting it all together we get the following

extended definition of a task:

� =
{
φ∗, <, =, /=

}
(2)

While the transition of a task� is determined in quite

an abstract manner (transform environment (Ŵ0, �0)

into environment (Ŵn, �n)), we will define four con-

crete types of tasklets: Linear motion, 2D motion, force

controlled motion and synchronized motion. Those

four will suffice to construct our application example

of surgical knot tying. A linear motion is constituted

by the following tasklet:

(Ŵa, {Ta})
φlin

�−→ (Ŵb, {Tb}) (3)

Ŵa contains at least the manipulator, which is going

to carry out the movement. In the pre-condition, the

manipulator is placed at posture Ta and should finally

reach Tb in the post-condition. Both postures are

interconnected by a linear movement regarding the

translational part. Rotations are calculated by a spher-

ical linear interpolation based on quaternions [27].

A more general version of this tasklet is the 2D motion:

(Ŵa, {Ta})
φ2D
�−→ (Ŵb, {Tb}) (4)

where both postures are interpolated by an arbitrary 2D

spline, which interconnects the 3D coordinates of Tb

and Tb. Again, rotations are handled by spherical linear

interpolation. Note that this definition poses no further

restrictions on the spline, except for embedding into a

plane. The next tasklet, the force restricted motion is

basically a linear motion:

(Ŵa, {Ta, Fa})
φF

�−→ (Ŵb, {Tb, Fb}) (5)

The difference is that the motion will be stopped

before Tb is reached, if a certain force Fb is exceeded.

In this case, the rest of the rotational motion will be car-

ried out in place. The last tasklet we want to introduce

here is the synchronized motion. This one is special,

because, as a pre-condition, it requires another tasklet

φs to exist, which is not a synchronized motion tasklet:

(Ŵa, {Ta, φs})
φsyn

�−→ (Ŵ, �) (6)

The post-condition is arbitrary since the purpose of

this tasklet is not directed towards a certain state of the

environment, but it is correlated with the trajectory of

another tasklet φs. This correlation can be realized by

an affine bijection.

Different combinations of these tasklets can be used

to form a task. In the upper left corner of Fig. 3(b) the

task of surgical knot-tying is depicted (performed by

three arms ⇒ three tracks). Each tasklet is displayed

by a colored rectangle. “2D” stands for a 2D primitive,

“lin” for a linear motion, “F” for a force controlled
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(a) Terminology (b) Knowledge base of the system

lin

2D 2D

Sync

F

lin

lin

lin

lin

linF

F

Fig. 3. (a) Summarizes the methodology of our scaffolding framework, while (b) depicts the system knowledge base.

primitive and “Sync” for a synchronized motion. The

vertical red lines denote synchronization points. After

all, it is possible to construct a broad variety of different

tasks out of only four tasklets as they are defined above.

3.1.1. Feature extraction

In order to extract the relevant features from user

demonstrations, the corresponding trajectories are

pre-processed by an unsupervised event detection

algorithm, which identifies certain states of the envi-

ronment as they are defined in the�-part of the tasklets.

Those states are used to match tasklets against the

actual demonstration in order to derive corresponding

primitives. Since the recorded data suffers from human

tremor and is quiet noisy, the first step will be smooth-

ing input data. Simple low pass filtering will typically

also delete information which is relevant in a given situ-

ation. For instance, the “edge”of the trajectory reaching

out far to the left in Fig. 4(a) represents the correct

picking up of the thread. If this edge is smoothed out

even just for millimeters, the thread will be missed.

Therefore, we have to be sure which parts of the tra-

jectory are necessary for further processing and which

parts can be neglected without consequences. We have

implemented this feature by means of spline approx-

imation, where important parts of the trajectory (like

the pickup edge) are chosen as breakpoints. Therefore,

we mainly rely on the temporal dependencies within

the trajectory and the state of the gripper. The former is

used to identify points where the subject moves rather

slowly, which indicates a need for increased precision.

The latter provides important information about those

points in space where the subject was interacting with

the environment by grasping objects (e.g. the thread).

On the left side of Fig. 4(a), all locations where the

subject remained within a radius of 1.5 mm for more

than 0.2 sec are marked with a cone. This cone has the

same orientation as the gripper which produced the

trajectory. The closure of the gripper is indicated by

the color of the trajectory, which changes from green

(a) Spline Approximation (b) Knot-Tying Trajectory

Fig. 4. (a) Significant events are selected from the recorded trajectory (cones on left image). These points serve as breakpoints for a spline

approximation of the trajectory (right image). Note that human tremor is suppressed, while all significant edges are preserved. Fig. 3(a)

summarizes the methodology of our scaffolding framework.(b) Visualizes a typical trajectory recorded from the left gripper during knot-tying,

as commanded by a human surgeon.
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to red. An important observation is, that there are no

cones on the way to the pick up position and back. This

indicates that the corresponding part of the trajectory

is not important and therefore a distinct smoothing can

be applied.

The extraction algorithm itself can be seen as a finite

state machine, whose states are defined by the tasklets.

This finite automaton processes the user input (demon-

stration) and checks whether it was an instance of the

task definition or not. After each state change (each

recognition of a tasklet), the automaton separates a

primitive from the input and produces a correspond-

ing output. For example, if an instantiation of a force

controlled movement tasklet was detected in the input,

the algorithm will extract the maximum force from

the demonstration. This information is saved in order

to instantiate the tasklets in a new environment. For

example, once all primitives are derived from the

demonstration, the relevant information is stored in

the knowledge base of the system. The structure of

the knowledge base and the procedure of inserting

information is depicted in Fig. 3(b).

The knowledge base consists of a general and a spe-

cific part. The general part contains information about

the execution of primitives, which can be utilized in

every task. For example, the general knowledge base

comprises a trajectory generator in order to implement

the straight line movements of linear motion primi-

tives. Another example is a fluid simulation for the

instantiation of 2D primitives [16]. This part of the

knowledge base is hard-wired and will not be changed

by user interactions. The only situation, which requires

an alteration of the general knowledge base is the

extension of the system by new tasklets. This has to

be effected by adjusting the source code of the sys-

tem. During normal operation, the user can only change

the task-specific part of the knowledge base. This con-

tains the definition of the task (in our case, surgical

knot-tying with three robotic arms) and extracted infor-

mation from the demonstrations, which is necessary

to actually instantiate the task in real world environ-

ments. The corresponding task-dependent information

is extracted by selective data reduction of the primi-

tives. There is a special method of data extraction for

each type of tasklet:

(1) 2D movement: After the pre-processing men-

tioned above, the points constituting the

primitives are interpolation points of a spline

representation of the trajectory. The central

part of feature extraction for 2D movements is

an optimization algorithm, which calculates an

optimal plane for a given set of 3D points (i.e. the

primitive). Optimality is defined by means of the

minimum least squares method. The regression

problem is stated as follows:

2Dzi=axi +byi +c; di=zi−
2Dzi; Min

(
n∑

i=0

d2
i

)

(7)

where (xi, yi, zi) is the ith point of the cor-

responding primitive. The minimization is

actually performed by linear regression. If the

mean squared error exceeds a certain threshold

(i.e. the points does not fit well to a 2D plane)

the whole demonstration will be rejected for not

being an instance of the predefined task.

(2) Linear movement: If a linear motion primitive

was detected in the demonstration, it suffices to

store the start and end point of the underlying

trajectory. All other points in between can be

omitted.

(3) Force controlled movement: As for the linear

motion, the start and end point of the primitive

is stored in the task-specific knowledge base. In

addition, the maximum force vector during the

movement is extracted. This will be used later

to control the execution of the instantiation of

this tasklet.

(4) Synchronized movement: The synchronized

movement tasklet can only exist in connection

with a 2D tasklet. The points of the correspond-

ing 2D primitive are mapped onto the points of

the synchronized movement primitive. We have

applied an affine transformation to describe this

mapping:

⎛

⎜
⎜
⎜
⎜
⎝

x1 · · · xn

y1 · · · yn

z1 · · · zn

1 · · · 1

⎞

⎟
⎟
⎟
⎟
⎠

= A

⎛

⎜
⎜
⎜
⎜
⎝

2Dx1 · · · 2Dxn

2Dy1 · · · 2Dyn

2Dz1 · · · 2Dzn

1 · · · 1

⎞

⎟
⎟
⎟
⎟
⎠

(8)

In order to calculate transformation A, each

point in the trajectory of the referenced 2D

primitive has to correspond to a point in the

synchronized movement primitive. Therefore,

the number of points n used for this procedure

has to match for both primitives. Finding the
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affine transformation is formulated as the fol-

lowing singular value decomposition problem

(cf. [32]):

C=
1

n

n∑

i=1

[
−→pi −p

][−→
2Dpi − 2Dp

]T svd
−→ C=USV T

where p =
1

n

n∑

i=1

−→pi ; 2Dp =
1

n

n∑

i=1

−→
2Dpi (9)

Variable −→pi is the i-th point of the currently

processed primitive, while
−→
2Dpi is the i-th point

of the 2D primitive the former is synchronized

with. Note that both primitives are stored as

splines, and therefore, both can be resampled

with an equal number of n points. The diagonal

of S contains the eigenvalues s1, s2 of matrix

CT C. Matrices U and V contain the eigenvec-

tors of CCT and CT C, respectively. By means

of these results, we can determine the scaling

factor f , the 2D rotation matrix R and the trans-

lation vector −→
t , which can be used to map 2Dpi

onto pi:

f =
s1 + s2

σP

where σP =
1

n

n∑

j=1

(
−→
2Dpi − 2Dp

)

(10)

R = f · UV (11)

−→
t = pi − f · R2Dpi (12)

3.1.2. Experiments

The knot-tying task was demonstrated with the sys-

tem depicted in Fig. 1(a). Three grippers are employed

to perform the knot. During the data acquisition phase,

two of them are controlled by the input instruments,

one is autonomously controlled and keeps the loose

end of the surgical thread under tension (in order

to preserve a well-defined position). Afterwards, the

matching algorithm of the scaffolding framework is

employed to derive primitives from the demonstrated

trajectory. On the left side of Fig. 5 the originally

recorded trajectories of the grippers are depicted. On

the right side of the figure the state of detection after

all primitives have been detected is shown. Once the

relevant information of a valid demonstration is stored

in the knowledge base, the corresponding task can be

instantiated in a new environment.

However, skill application did not produce a knot

in all cases (success rate was 67% for twelve trials).

The main difficulties were encountered in the appli-

cation phase of the learned knot-tying procedure, and

they were mainly due to imperfections in our hardware

setup, which essentially has a very low repeatability

(due to the compliance of the robot gantry and the

flexible instrument shafts) and a low overall absolute

accuracy. A crucial issue is that the absolute accu-

racy of the robot arms is limited to 2 mm (depending

on the individual robot). Also the mechanical fit of

the carbon-fiber shafts is quite large of about 15 mm.

Even a carefully calibrated system cannot compensate

the elasticity during operation and makes it virtually

impossible to move the tip of an instrument to a desired

position in space with a sufficient high precision.

A major issue for successfully transferring human

skills to a technical system and automatically instan-

tiate those tasks is a detailed understanding about the

scene that is shared by the trainer and the trainee. This

involves knowledge about the geometrical location and

orientation of objects (e.g., the involved surgical instru-

ments), as well as realistic contact forces between

tissue and instruments with a minimum time-delay

in communication. Both aspects are considered in the

next sections.

Fig. 5. Extracted primitives with original trajectory (left) and by themselves (right).
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3.2. Visual guidance

Although we calibrated the system introduced in

Section 2 carefully, the above mentioned inherent

imprecisions cannot be determined with an satisfying

accuracy. In particular, the transformation F2
I

T that fol-

lows from the aberration of the carbon fiber shaft of

the instrument (cp. Fig. 6(a)) cannot be minimized to a

satisfying level. Visual servoing is a popular approach

to guide a robotic appendage (i.e. a surgical instru-

ment) using visual feedback from a camera system. In

general, visual servoing can roughly be divided into

two categories: Position-based visual servoing control

(PBVS), in which a Cartesian coordinate is estimated

from image measurements and image-based visual

servoing (IBVS) approaches, which seek to extract fea-

tures directly from a series of images. The tracking of

image features is not considered in this work, but is

treated separately in [30]. For this work, a simple color

segmentation was used to identify the surgical tool

and a needle. The accuracy of image-based methods

for static positioning tasks is less sensitive to calibra-

tion than PBVS [7], as the positioning error is directly

reduced in image space. However, a practical difficulty

during the alignment of surgical instruments with a

desired position in space lies in the fact that the instru-

ment is not necessarily in the field of view of the camera

and therewith no image-features can be extracted. In

order to command surgical instruments with a high

precision to a desired position, we propose a switch-

ing servoing scheme. First, the instrument is driven

to a Cartesian coordinate (reconstructed using stere-

opsis of the 3D endoscope) which is in sight of the

camera, employing position-based servoing. Since the

3D reconstruction suffers from a certain error (caused

by the mentioned intrinsic system errors) we subse-

quently switch to image-based servoing to overcome

the remaining distance.

Given a target pose or position that the robot is to

reach, visual servoing aims to minimize an error e(t),

typically defined by

e(t) = s(m(t), a) − s∗ (13)

where s∗ represents the target pose, s(m(t), a) the mea-

sured pose, m(t) the measured image feature points and

a any potential additional knowledge about the system.

This includes calibration information of the camera as

well as intrinsic parameters of 3D models of objects.

The function s(m(t), a) characterizes the end point of

the tool tip of an instrument carried by the robot. In

(a) System Calibration (b) Visual Servoing

Fig. 6. Illustration (a) exemplifies the intrinsic system aberrations that yield to a comparable bad overall system accuracy, i.e. the error of the

flexible carbon fiber shaft of the instruments cannot be calibrated perfectly. The top left image in (b) shows the initial position of a needle that

is to be driven to the marked dot. The final posture is reached in the bottom right picture.
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PBVS the position of the tracked features is extracted

from the camera image coordinates and projected to

the world frame by the mapping a, determined during

camera calibration. The target position can be extracted

from image features in a similar way. While PBVS

minimizes the error e(t) in world coordinates and the

camera is treated as a 3D positioning sensor, IBVS

directly tries to find a mapping from the error function

to a commanded robot motion.

3.2.1. Instrument control

As mentioned above, PBVS is used to drive the

instrument to a reconstructed point which is located

within the view of the camera. As soon as this point

is reached, the remaining distance to the target goal is

minimized in image coordinates. In many IBVS sce-

narios the camera is directly attached to the robot which

is to be commanded (eye-in-hand configuration) and

therewith the velocity of the camera ξ is calculated.

In our setup, the instrument and the endoscope is car-

ried by two different robots and the calculated velocity

ξ has to be transformed to the robot that carries the

instrument.

A single image feature, for instance the tip of an

instrument or a carried needle is tracked in both left

and right camera coordinates. The feature vector s =

(xL, xR)T = (uL, vL, uR, vR)T comprises these coor-

dinates:

s(t) =

[

u(t)

v(t)

]

(14)

Its derivative ṡ(t) is referred to as image feature

velocity. It is linearly related to the camera velocity

ξ = [ υ ω ]T , which is composed of linear velocity υ

and angular velocity ω. The relationship between the

time variation of the feature vector s and the velocity

in Cartesian coordinates ξ is then established by

ṡ = Lsξ (15)

where L is the interaction matrix or image Jacobian

[5]. The interaction matrix Lx related to an image

point x = (u, v)T reads as follows:

Lx =

[

− 1
z

0 u
z

uv −(1 + u2) v

0 − 1
z

v
z

1 + v2 −uv −u

]

(16)

Variable z represents the depth of a point relative to

the camera frame. There exist different ways to approx-

imate the value of z, for example via triangulation

in a stereo setup or via pose estimation. Most of the

existing methods assume an calibrated camera, even

the quality of the calibration has few effects on the

achieved precision. Some approaches even assume a

constant depth of the tracked features. Though a stereo

camera system is on hand, it is not used for depth

estimation. In fact, variable z is estimated via the kine-

matic chain of the system. Using this method, L can

be updated on-line and the method can easily be trans-

fered to miscellaneous camera system. For instance, we

equipped another robot arm with a second monocular

FujinonTMendoscope that provides a different viewing

angle for the scene. Using equations (13) and (15) we

obtain ė = Leξ and our final control law

ξ = λL+
e e (17)

where λ is a positive gain factor and L+
e the Moore-

Penrose pseudo-inverse of Le.

As mentioned above, a single visual feature s is

tracked in the left and right image. Equation (15) is

then rewritten as
[

ẋL

ẋR

]

=

[

LL

LR
R
L
V

]

︸ ︷︷ ︸

=Ls

ξL (18)

The spatial motion transform V to transform

velocities expressed in the right camera frame R

to the left camera frame L is given by R
L
V =

[
R
L
R S(t)R

L
R, 0 R

L
R

]T
· ξL, where S(t) is the skew

symmetric matrix associated with the linear transla-

tion vector t and where (R, t) is the transform from the

left to the right camera frame. During the alignment

with a desired target point I five degrees of freedom

have to be controlled: the linear velocities υx, υy, υz

are derived from the visual servoing process and the

angular velocities ωx, ωy are determined by the trocar

constraint (movements perpendicular to the incision

direction are prohibited at the fulcrum). The calculated

velocities correspond to the camera robot, but have to

be transformed to the robot that is holding the surgical

tool as depicted in Fig. 6(a).

The precision of the proposed control scheme was

verified in several experiments, whereas the image-

based part and the position-based servoing were

considered separately. To measure the positioning

error, the instrument was holding a needle in its jaws

that had to be aligned with the target. Different target

points were marked on a countertop and placed freely

within the working space.
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With regards to position-based servoing the absolute

distance between the desired and the reached position

was measured. The found aberration was (as expected)

not satisfying and ranged between 3 and 7 mm, depend-

ing on the location in the working area (and also in

the image, since the camera suffers from radial distor-

tions). The image-based part was verified in a similar

way, with the instruments being visible for the cam-

era at the beginning of the procedure. Chosen images

from the positioning process are depicted in Fig. 6(b).

The tracking of the pinpoint was performed with a

frame-by-frame color segmentation in HSV space. The

achieved error did not exceed 1.3 mm and was evenly

distributed over the entire image, since image-based

servoing is marginally susceptible to camera param-

eters. The method was applied to automated tissue

piercing with circular needles [30]. Therefore, a laser-

pointer was mounted on one of the instruments and

used as pointing device. The projected light dot indi-

cates the favored incision point of the needle on the

tissue and serves as desired position for the visual

servoing. As the point is reached, the instrument is

commanded in a way that the pinpoint of the nee-

dle performs a circular movement and pierces the

tissue. In combination with the presented knot-tying

autonomous suturing could be made possible.

4. Force prediction based time-delay

compensation in surgical telepresence

systems for incision processes

The transfer of surgical skills from a human operator

to a technical system cannot be achieved if the unrealis-

tic force-display is presented. It arbitrates the interpre-

tation of the executed tasks and shall lead to the intro-

duction of the increasing failure rate of the selective

automation. One important variable which cause a dis-

tortion to the force feedback perception is time-delay.

Given that time-delay is referred as a characteristic

of network infrastructures, the delay cannot be altered

physically [18]. The synchronization of master and

slave can be lost and causes instabilities in the control

loop for large time-delays. For diminutive time-delays,

a low-pass filter may be applied and stabilize the con-

trol loop by eliminating high-frequency movements

of the operator and of feedback forces. However, the

application of low-pass filters results in an unrealistic

perception which renders objects softer than they are in

reality [26]. For surgical telepresence, this matter may

produce fatal errors to tissue since operators make their

movement decisions exceedingly relying on informa-

tion fed back by the haptic device. Considering this

problem, the control scheme is extended by integrating

a force prediction algorithm [6, 8] as depicted in Fig.

7(a). The algorithm predicts the state or event occur-

ring between the tool of the teleoperator and its remote

environment in real time. The simulated perception of

the tool position and the contact force are constantly

fed back to the operator and enables a compensation

of time-delays by eliminating the need of a delayed

measured contact force from the actual force sensor

at the end-effector of the teleoperator. For the interac-

tion between a scalpel and a soft-body (such as tissue),

a contact model is required to represent geometrical

deformation as well as to precisely render the incision

force.

(a) Telepresence system (b) Force prediction

Fig. 7. (a) Depicts the telepresence system with time-delay compensation using real-time force prediction. (b) shows the diagram for the force

prediction algorithm utilizing XFEM simulation and the incision force model.
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Fig. 8. Empirical modeling of the incision force: (1) 6 DoF modular robot, (2) force sensor & scalpel: Measuring incision forces,

(3) force-torque sensor: Measuring tension forces, (4) laser distance sensor: Measuring the total displacement, (5) test object.

To efficiently represent constant geometry

changes, we utilize a real-time linear XFEM

(eXtended Finite Element Method, cp. 4.1.2.). XFEM

is well known for its computing efficiency compared

to the conventional FEM with remeshing technique

[10, 23]. The haptic rendering of the incision force is

done employing the incision force model referred in

One et al. [23] (cp. 4.1.2.). The proposed incision force

prediction algorithm is depicted as a flow-diagram in

Fig. 7(b).

4.1. Modeling of force model for haptic rendering

in incision process

We divide the incision mechanics in a soft-body with

a scalpel into two stages. In first stage, the scalpel

pierces the surface of the soft-body and forms a cut.

Before the incision is made, the force can be calculated

as the nodal external contact force fext using XFEM

(Equation (21)). In second stage, as the scalpel has

entered the surface, the incision force is composed of

the material resistance during piercing and the friction

between scalpel and the soft-body, hence the incision

force fscalpel is employed instead (Equation (23)). The

key element to the precise rendering of the incision

force model is the correct identification of the material

parameters (Equation (23)).

For this purpose, the entire incision process is per-

formed with the aid of a robot (cp. Fig. 9). It is

programmed to cut a test object by slowly pierce the

scalpel into the object (“first stage”). Thereafter the

robot draws the scalpel to form a cut in the test object

(“second stage”). The incision forces are measured by

a force sensor (Fig. 8, no. 2), mounted at the robot

end-effector. Deformations of the test object can be

constantly monitored via a laser distance sensor (no. 4),

while the second force sensor measures (no. 3) the axial

tension force. Silicon is chosen for its elastic similarity

to represent an artificial skin (no. 5). The parameters

of unknown material properties are determined empir-

ically in offline experiments.

4.1.1. Dynamic deformation in incision process

with XFEM

To simulate the dynamic geometry deformation dur-

ing the incision process, the material discontinuities

caused by the cut have to be modeled efficiently. The

classical FEM approach remeshes all elements of the

body in order to defy the edge of the incision and

rebuilds the system matrices for the next simulation

step according to the actual geometry after the cut [22].

Unfortunately, this procedure generates new DoFs and

enlarges the system matrices. In general, conventional

FEM with remeshing technique requires more com-

putational expense as the system matrices becomes

larger. In contrast, the XFEM approach does not alter

the initial system matrices, but enriches the cut element

locally [2]. The computational expense is dramatically

reduced, compared to conventional FEM [10].

To calculate the deformation, XFEM approximates

a static displacement in the incised body u(x) as a result

of the interpolation of the standard finite element part

and the additional global discontinuous enrichment

function multiplied by a shape function with the locally

added DoF aj (cp. 19). The shape functions for the

added DoF can be assumed to be identical to the stan-

dard ones, hence �∗k
j = �i(x). Index i = 1, . . . , nnode

corresponds to the number of standard nodes in an

element and j = 1, ..., nnode refers to the number of

enriched nodes. Variables k = 1, ..., ncut represent the
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(a) Vertical incision force (b) Horizontal incision force in incision direction

Fig. 9. Precision of force model versus the actual measurement.

set of discontinuities in the element (the number of

cuts found in the element). The discontinuity func-

tion is chosen to avoid the complication regarding

the treatment of boundary conditions. Hence, shifted

enrichment functions are used, which are zero at all

nodes [10].

u(x) =

nnode∑

i=1

�i(x)ui +

ncut∑

k=1

nnode∑

j=1

�∗k
j (x)
k

j (x) ak
j (19)

fexti =

nnode∑

j=1

KUU
ij ui +

nnode∑

j=1

KUA
ij aj (20)

fext = Menrü + (αMenr + βKenr)u̇ + Kenru, (21)

and

Kenr =

[
KUU KUA

KAU KAA

]

, KUU
ij = Kij,

KUA
ij =

(
Va

V

aj +

Vb

V

bj

)

Kij,

(22)

KAU
ij =

(
Va

V

ai +

Vb

V

bi

)

Kij,

KAA
ij =

(
Va

V

ai
aj +

Vb

V

bi
bj

)

Kij

The term fexti in Equation (20) is the nodal external

contact force that acts on a node and is not identical

to the incision force. Variable fexti denotes the con-

tact force that causes the deformation of a soft-body

after incision. The force fexti is used in the incision

process during the first stage. The formulation of the

dynamic deformation equation of XFEM is a direct

approach of a conventional FEM [1]. The mass Menr,

damping Denr and stiffness Kenr matrices are formu-

late with the enrichment terms included in Equation

(21). As mentioned earlier, the original system matrix

from the conventional FEM will not be altered, hence

KUU
ij will be equal to Kij . In [10], the original stiff-

ness matrix Kij is extended by the enrichment stiffness

terms. Therefore, Kenr (cp. Equation (22)) is referred,

whereas indices a and b represent two divided volumes

in the incised element. The value of the enrichment

stiffness terms (KUA
ij , KAU

ij and KAA
ij ) depends on how

the element is cut which accords to the divided vol-

ume (Va, Vb) and the volume of the element before

the cut (V ). The same approach is also applied to the

mass matrix Menr. The damping matrix relies on the

Reyleigh formula.

4.1.2. Incision force model

As proposed earlier, the prediction of the incision

during “second two” of the process cannot be real-

ized using Equation (20) or Equation (21). Equation

(23) refers to the second stage of the incision mechan-

ics based on [23]. The variable ǫ is interpreted as

the material stiffness constraint that represents the

Hookean spring behavior of the resisting force between

the scalpel and the cut object. Variable τ denotes the

strength of the viscous friction-force and mg is the
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weight of the scalpel. Variable r determines the posi-

tion of the scalpel, where r0 refers to the starting

position of the incision.

fscalpel = ǫ(r − r0) + τ
∂r

∂t
(r − r0) + mg (23)

4.2. Evaluation of incision force prediction

algorithm

The precision of the proposed incision force mod-

eling method is presented in Fig. 9. The algorithm

effectively and automatically reproduces the incision

force throughout the process. The experiments do not

only help to identify the unknown material parameters

in the model, but also demonstrate the essential force

difference in both stages during the incision process.

Since the scalpel can be assumed to be sharp, it will

pass though the test object immediately after the first

contact with barely noticeable changes in the incision

force (transition between “first” and “second” stages).

This can be interpreted as error or as a loss of the force

feedback signal. The output of the algorithm is suf-

ficient enough to compensate delayed force feedback

signals in the real surgical teleoperation over-delayed

network.

5. Conclusions and outlook

We presented a skill transfer framework in the con-

text of minimally invasive robot-assisted surgery. The

presented approach is based on a scaffolding frame-

work. The basic idea of scaffolding is to utilize the

superior knowledge of the trainer about the task to pro-

vide a framework of hints in order to assist the trainee.

We have realized situated learning and scaffolding by

means of a skill transfer architecture, which is based on

abstract descriptions of tasks. Those are provided by

the user and become an intrinsic part of the knowledge

base of the system. The actual skill transfer is carried

out via learning by demonstration. User demonstra-

tions are decomposed into meaningful primitives with

a finite automation, which are constructed from the

definitions in the scaffolding framework.

In order to further improve the success rate of task

instantiation we proposed the use of visually guided

instruments that can overcome intrinsic system errors.

First experiments have successfully been performed

and showed an improvement in accuracy. Nevertheless

these experiments are “point-and-pick” tasks, whereas

a desired position has to be defined once and is to

be reached. Admittedly, an autonomous generation of

visually followed paths is desirable and under ongo-

ing work. Also the image processing and tracking

part is under improvement and extension (see [29]

for first results). In a next step, we will combine

the visual servoing with the thread detection of our

system [21] in order to handle surgical suture mate-

rial automatically during knot-tying. To handle limp

suture material that changes its geometrical shape in

an unpredictable way and to include it into a task

description need further context information. How this

can be done (e.g. by visual cues) is, however, a com-

pletely open question. Furthermore, interesting links

exist between our scaffolding approach and the devel-

opments in the field of surgical process modeling and

surgical “language” [24]. For example, it would be

highly interesting to explore how scaffolds could be

constructed automatically from such process models

and, conversely, how our methodology might serve as a

representation for fine-grained descriptions of surgical

interventions.

The optimal transfer of a surgical skill depends

strongly on the correct perception of the operator.

A synchronized and precise perception between the

visual display and force feedback is required for a

transparent surgical teleopertion. Time-delay in com-

munication channels is one of the certain interferences

which postpone the force feedback signal to arrive

at the operator and therefore causes an unrealistic

telesurgery experience. To overcome this problem,

we introduced an incision force prediction algorithm

based-on XFEM to compensate the time-delays and to

provide a correct force perception. In doing so, XFEM

was used to simulate the geometry deformation of

an object during the incision process. In combination

with the empirical parameter identification, the inci-

sion force prediction algorithm correctly reproduced

the contact forces that act on the scalpel. The promis-

ing results from the incision force prediction algorithm

encourages us to integrate it into the control loop of our

system in the future.
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