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Abstract—High-quality virtual audio scene rendering is re-
quired for emerging virtual and augmented reality applications,
perceptual user interfaces, and sonification of data. We describe al-
gorithms for creation of virtual auditory spaces by rendering cues
that arise from anatomical scattering, environmental scattering,
and dynamical effects. We use a novel way of personalizing the
head related transfer functions (HRTFs) from a database, based
on anatomical measurements. Details of algorithms for HRTF
interpolation, room impulse response creation, HRTF selection
from a database, and audio scene presentation are presented. Our
system runs in real time on an office PC without specialized DSP
hardware.

Index Terms—Audio user interfaces, head-related transfer func-
tion, spatial audio, 3-D audio processing, user interfaces, virtual
auditory spaces, virtual environments, virtual reality.

I. INTRODUCTION AND PREVIOUS WORK

M
ANY emerging applications require the ability to render

audio scenes that are consistent with reality. In multi-

modal virtual and augmented reality systems using personal vi-

sual and auditory displays, the rendered audio and video must be

kept consistent with each other and with the user’s movements

to create a virtual scene [1]. A goal of our work is to create rich

auditory environments that can be used as user-interfaces for

both the visually-impaired and the sighted. These applications

require the ability to render acoustical sources at their correct

spatial location. Several studies (e.g., [2]) have demonstrated

the feasibility of spatial audio for data display. Real-time spa-

tial displays using specialized hardware have been created [3]

and virtual auditory displays have been used as user-interfaces

for the visually impaired [4], in mobile applications [5], or in

the field of sonification (“the use of nonspeech audio to convey

information” [6], [7]).

To develop a consistent way to render auditory scenes one

must rely on an understanding of how humans segregate the

streams of sound they receive into objects and scenes [8]–[10].

A key element of this ability, and that which is the main focus

of this article, is the human ability to localize sound sources.

To successfully render the spatial position of a source we must

reintroduce the cues that lead to the perception of that location.
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This, in turn, demands an understanding of how the cues are gen-

erated and their relative importance [11]. Previous work in the

area of localization and spatial sound rendering can be tracked

back to 1907 [12]. Since then, understanding of spatial local-

ization [13], [14], modeling of the involved transfer functions

[15]–[17], fast synthesis methods [18], environment modeling

[19]–[21], and implementation of the rendering software [22],

[23] have made significant progress.

Our goal is the creation of an auditory display capable of

spatial consistency. Achievement of spatial consistency re-

quires rendering static, dynamic, and environmental cues in the

stream; otherwise the sound is perceived as being inside the

head. The static cues are both the binaural difference-based

cues, and the monaural and binaural cues that arise from the

scattering process from the user’s body, head, and ears. These

localization cues are encoded in the head-related transfer

function (HRTF) that varies significantly between people. It is

known [24]–[26] that differences in ear shape and geometry

strongly distort perception and that the high-quality synthesis

of a virtual audio scene requires personalization of the HRTF

for the particular individual for good virtual source localiza-

tion. Furthermore, once the HRTF-based cues are added back

into the rendered audio stream, the sound is still perceived as

nonexternalized, because reverberation cues that arise from

environmental reflections are missing. Finally, for proper ex-

ternalization and localization of the rendered source, dynamic

cues must be added back to make the rendering consistent with

the user’s motion. Thus, dynamic and reverberation cues must

be recreated for maximum fidelity of the virtual audio scene.

In this paper, we present a set of fast algorithms for head-

phones-based spatial audio rendering that are able to recreate all

these mentioned cues in near real time. Our rendering system

has a rendering latency that is within the acceptable limits re-

ported in [27]. It is implemented on a commercial off-the-shelf

PC, and needs no additional hardware other than a head tracker.

This is achieved by using optimized algorithms so that only nec-

essary parts of the spatial audio processing filters are recom-

puted in each rendering cycle and by utilizing optimizations

available on Intel Xeon processors. We also partially address the

problem of personalization of the HRTF by selecting the HRTF

that corresponds to the closest one from a database of 43 pairs of

HRTFs. This selection is performed by matching a person’s an-

thropometric ear parameters with those in the database. We also

present a preliminary investigation of how this personalization

can improve the perception of the virtual audio scene.

The rest of the paper is organized as follows. In Section II,

we consider the scattering related cues arising from interaction

of the sound wave with the anatomy, and the environment. We

1520-9210/04$20.00 © 2004 IEEE



554 IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 6, NO. 4, AUGUST 2004

introduce the head-related transfer function, the knowledge of

which is crucial for accurate spatial audio. We also describe the

environmental model that provides important cues for percep-

tion (in particular, cues that lead to “out-of-the-head” external-

ization) and its characterization via the room impulse response.

In Section III, the importance of dynamic cues for perception

is outlined. In Section IV, we describe the fast audio-rendering

algorithms. Section V deals with partial HRTF customization

using visual matching of ear features. In Section VI, our experi-

mental setup and experimental results are presented. Section VII

concludes the paper.

II. SCATTERING BASED CUES

Using just two receivers (ears), humans are able to localize

sound with amazing accuracy [28]. Although differences in the

time of arrival or level between the signals reaching the two ears

(known respectively as interaural time delay, ITD, and inter-

aural level difference, ILD) [12] can partially explain this fa-

cility, interaural differences do not account for the ability to lo-

cate a source within the median plane, where both ITD and ILD

are essentially zero. In fact, there are many locations in space

that give rise to nearly identical interaural differences, yet under

most conditions listeners can determine which of these is the

“true” source position. This localization is possible because of

the other localization cues arising from sound scattering.

The wavelength of audible sound (2 cm–20 m) is comparable

to the dimensions of the environment, the dimensions of the

human body, and for high frequencies, the dimensions of the ex-

ternal ear (pinna). As a result, the circularly-asymmetric pinna

forms a specially-shaped “antenna” that causes a location-de-

pendent and frequency-dependent “filtering” of the sound

reaching the eardrums, especially at higher frequencies. Thus,

scattering of sound by the human body and by the external ears

provides additional monaural (and, to a lesser extent, binaural)

cues to source position. Scattering off the environment (room

walls, etc.) provides additional cues for the source position.

The effect of both the anatomical scattering and the time and

level differences can be described by a head-related impulse re-

sponse (HRIR), or alternatively its Fourier transform, which is

called the head-related transfer function (HRTF). Similarly, en-

vironmental scattering can be characterized by a room impulse

response (RIR). Knowing the HRIR and the RIR, one can, in

principle, reconstruct the exact pressure waveforms that would

reach a listener’s ears for any arbitrary source waveform arising

from the particular location. Although the way in which the au-

ditory system extracts information from the stimuli at the ears is

only partially understood, the pressure at the eardrums is a suf-

ficient stimulus: if the sound pressure signals that are identical

to the stimulus in the real scene are presented at the listener’s

ears, and they change the same way with his motion, he will get

the same perception as he would have had in the real scene, in-

cluding the perception of the presence of a sound source at the

correct location in exocentric space, the environmental charac-

teristics, and other scene aspects. Thus knowledge of the RIR

and the HRTF is the key to rendering virtual spatial audio.

Fig. 1. HRTF magnitude slices for the contralateral and ipsilateral ears for a
fixed azimuth of 45 and varying elevation for a subject from the CIPIC HRTF
database [48].

A. Head Related Transfer Function

For relatively distant sources, the HRTF is a function of

source direction and frequency, with a weaker dependence on

the distance to the sound source [30]–[32], which we neglect.

If the sound source is located at azimuth and elevation in

a spherical coordinate system, then the (left and right) HRTFs

and are defined as the frequency-dependent ratio of the

sound pressure level (SPL) at the corresponding eardrum

to the free-field SPL at the center of the head as if the listener

were absent

(1)

In the following, we will suppress the dependence on the fre-

quency . A typical slice of an HRTF is shown in Fig. 1. In

the plot, the elevation rises from to for an azimuth

of 45 . The plot contains several peaks and valleys, which shift

as the elevation changes. The effects of the different body parts

are visible in different frequency ranges. Shadowing by the head

explains the overall level difference in the two pictures; torso re-

flections create wide arches in the low frequency area of the plot,

and pinna notches appear as dark streaks in the high-frequency

regions. The locations of these features change with frequency

and with elevation. These cues are thought to be very important

to our ability to distinguish elevations [33]–[35].

Typically the HRTF is measured by presenting sound

stimuli from different locations to a listener whose ears are

instrumented with microphones, and then using (1). The

measurements can only be made at a finite set of locations,

and when a sound source at an intermediate location must be

rendered, the HRTF must be interpolated. If a nearest neighbor

approach is used instead of interpolation, the user hears audible

sudden changes in the sound spectrum when the source position

changes. The spectrum changes manifest themselves as clicks

and noise, and perception of position can be adversely affected.

Some of the features of the HRTF arise due to coherent ad-

dition or cancellation of waves after reflection or diffraction.

Simple interpolation does not preserve these features, but would

rather result in a broad peaks of nulls. Other HRTF features

arise due to resonance effects, which are poorly understood. A

simple additive interpolation scheme may thus have difficulty in

producing perceptually valid interpolations. The phases of the

transfer function can be defined only within a multiple of ,

which introduces further phase unwrapping errors on the inter-

polated value of the phase. The phases of the measured HRTFs
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encode the time delays, and often are in error. Finally, to capture

fine details of the HRTF the sampling must be fine enough, i.e.,

satisfy a Nyquist criterion.

The paper [36] suggests geometric interpolation as a way to

properly interpolate complex valued frequency response func-

tions. Separate arithmetic interpolation of the amplitude and the

phase gives the same result for the interpolated phase as the

geometric interpolation. More complex interpolation methods

aimed specifically at HRTF interpolation are interpolation using

pole-zero approximation models [37], [38] and spherical spline-

based methods [39]. It is also known that it is not really neces-

sary to preserve phase information in the interpolated HRTF, as

humans are sensitive mostly to the magnitude spectrum for the

localization purposes [40] and the measured phase is likely to

be contaminated anyway due to difficulties of measuring it ac-

curately because of sampling and other problems. It is safe to

say that the subject of HRTF interpolation is an area likely to

see further research.

B. Environmental Modeling

Using the HRTF alone to render the sound scene results

in perception of a “flat” or “dry” auditory space where the

sounds are not well externalized. Users usually report correct

perception of azimuth and elevation, but the sound is felt to be

excessively close to the head surface. To achieve good external-

ization and distance perception, environmental scattering cues

must be incorporated in to the simulation of auditory space [21].

Environmental scattering is characterized by a room transfer

function, or alternatively a room impulse response (RIR). The

RIR includes effects due to reflection at the boundaries, sound

absorption, diffraction around edges and obstacles, and low

frequency resonance effects. The RIR depends on the locations

of both the source and the receiver. For computing the RIR, a

simple image model has been proposed for rectangular rooms

[41] and has been extended to the case of piecewise-planar

rooms [42]. For computing the IR at multiple room points in

a rectangular room we presented a fast algorithm based on the

multipole method in [43]. These models capture some of the

features of the RIR and are adopted in our system.

Multiple reflections create an infinite lattice of image sources

in these image models. The positions of these image sources

can be found by simple geometric computations and visibility

testing. Absorption is accounted for by multiplying image

source strengths by a heuristic coefficient for every reflection

occurred. (We use for walls and 0.7 for carpeted

floors and false ceilings). Summing the peaks at time instants

, where is the distance from the th image source,

with amplitudes determined by the distance and the source

strength, we can compute the room impulse response.

III. DYNAMICS

In addition to static localization cues (ITD, ILD, and

anatomical scattering) and environmental scattering, humans

use dynamic cues to reinforce localization. Studies on the im-

portance of these cues date back to 1940 [44]. They arise from

active, sometimes unconscious, motions of the listener, which

change the relative position of the source [45]. It is reported

that front/back confusions that are common in static listening

tests disappear when listeners are allowed to slightly turn their

heads to help them in localizing sound [46].

When the sound scene is presented through headphones

without compensation for head and body motion, the scene

does not change with the user’s motion, and dynamic cues

are absent. The virtual scene essentially rotates with the user,

creating discomfort and preventing externalization. The effect

of the source staying at the same place irrespective of the

listener’s motion causes it to be perceived at the one location

that stays fixed in the moving coordinate system—the origin

of that coordinate system, inside the head. Low latency head

position and orientation tracking is necessary so that dynamic

cues are recreated, and delay between head motion and the

resulting changes in audio stream are not distracting.

IV. AUDIO SCENE RENDERING ALGORITHMS

As described above, the synthesis of the virtual audio scene

must include both HRTF-based and environmental cues to

achieve accurate simulation. We use a set of real-time sound

rendering algorithms described below. The level of detail in the

simulation (interpolation quality and number of room reflec-

tions traced) is automatically adjusted to match the processing

power available.

To synthesize the audio scene given the source location(s),

, one needs to filter the signal with the appropriate

HRTF(s), , and render the result binaurally through

headphones. To compensate for head motion head tracking is

employed to stabilize the virtual audio scene. Additionally,

the HRTF must be interpolated between discrete measurement

positions to avoid audible jumps in sound, and appropriate

reverberation must be mixed into the rendered signal to create

good externalization.

When rendering the environmental model, one is faced with

competing requirements of low latency rendering and the neces-

sity for convolution with long filters. Convolution in the Fourier

domain is efficient, but requires delays of at least one frame.

Convolution in the time-domain is inefficient, but capable of low

latency. In our system we take the approach that some latency

is unavoidable in the rendering, and use this latency, decompo-

sition of the filtering, and the linearity of the convolution oper-

ation to achieve better system performance. The output audio

stream is synthesized block-by-block by performing frequency

domain convolution of the input stream with a short rendering

filter. The length of this filter is a parameter, and we typically

set it at 100 ms.

In addition to the virtual source, image sources created

by reflections off the room walls that simulate reverberation

must be rendered. In several existing systems (for example,

in [20]), the input data stream is convolved separately in the

time domain with the HRIR of each image source, often using

specialized hardware, and the results are summed up. The

length of each HRIR is a few milliseconds (we use a 256-tap

HRIR corresponding to 5.8 ms at a sampling rate of 44.1 kHz).

As the number of image sources increases with the number

of reflections simulated, this approach becomes infeasible. In

our system, we first pack all HRIRs into a rendering filter that
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consists of the sum of the appropriately delayed head-related

impulse responses for the virtual source and for the image

sources. Then, the frequency-domain convolution with the

rendering filter is performed using the extremely efficient fast

Fourier transform software library, FFTW, which is freely

available on the Web [47].

Frequency-domain convolution introduces latency due to the

blocky nature of convolution. This latency is inevitable, along

with the latency of the tracking subsystem, and the challenge

is to use it wisely. Essentially, during the time of playback of

one data block the next block should be computed (which in-

cludes updating of the rendering filter to accommodate new po-

sitions of the source and the receiver and convolving the next

data block with the freshly computed filter), and maximum fi-

delity should be achieved in this time. Increasing block size will

obviously increase the available processing time and the amount

of processing that can be done, but the system latency will also

increase. We use a block size of 4096 samples and use the re-

sulting latency as a time frame to update the rendering filter as

much as possible. It turns out that on our desktop system the

processing power available is sufficient to simulate as many as

five orders of reflections in real time. We report our estimations

of the latency of the system and compare them to the published

studies of acceptable latency later in the section devoted to ex-

perimental results.

A. Head Tracking

We use a Polhemus system for head tracking. The tracker pro-

vides the position (Cartesian coordinates) and the orientation

(Euler angles) of up to four receivers with respect to a trans-

mitter. In our system a receiver is mounted on headphones. The

transmitter might be fixed, creating a reference frame, or be used

to simulate a virtual sound source that can be moved by the user.

The positions of the virtual sources in the listener’s frame of

reference are computed by simple geometry, and these virtual

sources are rendered at their appropriate locations. The tracking

latency is limited by the operating system and the serial port

operation speed, and is approximately 40 ms (we found that the

data becomes corrupted if smaller delays are used). Multiple re-

ceivers are used to enable multiple participants. The Polhemus

transmitter has a tracking range of only about 1.5 m, limiting

the system’s spatial extent. Because the tracker provides the po-

sition and orientation data of the receiver with respect to the

transmitter, simple geometric inversion of coordinates must be

performed for virtual scene stabilization if the scene is to stay

stable with respect to a fixed transmitter. Once the direction of

arrival is computed, the corresponding HRTF is retrieved or in-

terpolation between closest measured HRTFs is performed.

B. HRTF Interpolation

Currently, we use premeasured sets of HRTFs from the HRTF

database recently released by the CIPIC laboratory at UC Davis.

The database and measurement procedure are described in detail

in [48]. As measured, the HRTF corresponds to sounds gener-

ated 1 m away and sampled on a sphere at a given angular res-

olution. For rendering the virtual sound source at an arbitrary

spatial location, the HRTF for the corresponding direction is re-

quired. Since HRTFs are measured only at a number of fixed

directions, given an arbitrary source position, the HRTF must

be interpolated.

As discussed previously, the phase of the measured HRTFs

is prone to noise and other errors and is difficult to interpolate.

We replace the phase of the HRTFs with a value that gives the

correct interaural time difference for a sphere (Woodworth’s for-

mula [50])

(2)

where is the sound speed. The only unknown value here is

the head radius, , that can be customized for the particular user

using video, as described below.

As far as the magnitude is concerned, we interpolate the

values from the three closest available measurements of the

HRTF. The database we use has the directional transfer func-

tions on a lattice with 5 step in azimuth and elevation for

different people. We interpolate the associated HRIRs by

finding the three closest lattice points ,

with corresponding distances between and .1 Then, if

the HRTF at point is represented by ,

the interpolated HRTF magnitude is taken as

with weights To prevent numerical instability,

is bounded from above by some constant . Using the

value from (2), the phase of the interpolated HRTF cor-

responding to the leading and lagging ears are respectively set

to

Time shifts are performed in the frequency domain because

humans are sensitive to ITD variations as small as 7 s [51],

which is of a sampling period at a rendering rate of 44.1

kHz. The resulting HRTF is the desired

interpolation. The inverse Fourier transform of provides

the desired interpolated head-related impulse response (HRIR),

which can be directly used for convolution with the sound

source waveform.

It is also desirable to find the closest interpolation points

quickly (as opposed to finding the distances from to all lat-

tice points). A fast search for the three nearest points in a

lattice is performed using a lookup table. The lookup table is a

360 180 table covering all possible integer values of azimuth

and elevation. The cell in the table stores the identifiers

of the lattice points that are closest to the point with azimuth

and elevation To find the closest points to ,

only the points referred to by a cell corresponding to the in-

teger parts of ’s azimuth and elevation are checked. It is clear

that for a regular lattice some small value of is sufficient to

always obtain the correct closest points. We use , which

is practically errorless (in over 99.95% cases the closest three

points are found correctly in random trials). This significantly

improves the performance of the online renderer compared to a

brute-force search.

1The distance between lattice points is defined as a Euclidean distance be-
tween the points with corresponding azimuth and elevation placed on the unit
sphere.
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C. Incorporation of the Room Model

The room impulse response (RIR) can be analytically approx-

imated for rectangular rooms using a simple image model [41].

A more complex image model with visibility criteria [42] can

be applied for the case of more general rooms. The RIR is a

function of both the source and receiver locations, and as their

positions change so does the RIR.

The RIR from the image model has a small number of rela-

tively strong image sources from the early reflections, and very

large numbers (tens of thousands) of later weaker sources. These

reflections will in turn be scattered by the listener’s anatomy.

Thus they must be convolved with the appropriate HRIR for the

direction of an image source. (For example, the first reflection is

usually the one from the floor, and should be perceived as such).

The large number of image sources presents a problem for eval-

uating the RIR, and the length of the RIR presents a problem for

low-latency rendering. Time-domain convolution with long fil-

ters is computationally inefficient and frequency-domain convo-

lution introduces significant processing delays due to block seg-

mentation. We present below a solution to this problem, based

on a decomposition of the RIR.

The reverberation time of a room (formally defined as the

time it takes for the sound level to drop by 60 dB) and the

decay rate of the reverberation tail changes with room geom-

etry—the reverberation decays slower in bigger room. Obvi-

ously, the decay rate depends also on the reflective properties

of the room walls. However, the behavior of the tail does not

appear to depend on the position of the source and the receiver

within a room, which can be expected because the reverbera-

tion tail consists of a mixture of weak late reflections and is es-

sentially directionless. We performed Monte-Carlo experiments

with random positions of the source and the receiver and found

that for a given room size, the variance in the reverberation time

is less that 20%. This observation suggests that the tail may be

approximated by a generic tail model for a room of similar size,

thereby avoiding expensive recomputation of the tail for every

source and receiver position.

However, the positions of early reflections do change signif-

icantly when the source or the receiver is moved. It is believed

([53], [54]) that at least the first few reflections provide addi-

tional information that help in sound localization. Full recom-

putation of the IR is not feasible in real-time; still, some initial

part of the room response must be reconstructed on the fly to

accommodate changes in the positions of the early reflections.

Similarly to numerous existing solutions [55], [56], we break the

impulse response into first few spatialized echoes and a decor-

related reverberant tail. The direct path arrival and the first few

reflection components of IR are recomputed in real time and the

rest of the filter is computed once for a given room geometry

and boundary. However, due to the fact that the early reflection

filter is performed in the frequency domain, we are able to in-

clude many more reflection components.

D. Rendering Filter Computation

As described before, we construct in real-time the finite-im-

pulse-response (FIR) filter that consists of a mix of appro-

priately delayed individual impulse responses corresponding to

the signal arrivals from the image source and its images cre-

ated by reflections. The substantial length of the filter (which

contains the direct arrival and room reverberation tail) results in

delays due to convolution. For accurate simulation of the room

response, the length of must be not less than the room rever-

beration time, which ranges from 400 ms (typical office envi-

ronment) to 2 s and more (concert halls). If the convolution is

carried out in the time domain, the processing lag is essentially

zero, but due to high computational complexity of time-domain

convolution only a very short filter can be used if the processing

is to be done in real-time. Frequency-domain processing using

fast Fourier transform is much faster, but the blocky nature of the

convolution causes latency of at least one block. A nonuniform

block partitioned convolution algorithm was proposed in [57],

but this algorithm is claimed to be proprietary, and is somewhat

inefficient and difficult to optimize on regular hardware. We in-

stead use frequency-domain convolution with short data blocks

( or samples) which results in tolerable delays

of 50 to 100 ms (at a sampling rate of 44.1 kHz). We split the

filter into two pieces and has length (same

as data block length) and is recomputed in real-time. However,

processing only with this filter will limit the reverberation time

to the filter length. The second part of the filter, , is much

longer ( samples) and is used for the simulation of

reverberation. This filter contains only the constant reverberant

tail of the room response, and the part from zero to in it is

zeroed out.

By splitting the convolution into two parts and exploiting the

fact that the filter is constant in our approximation, we are

able to convolve the incoming data block of the length

with the combined filter of length with delays

only of order (as opposed to having an unacceptable delay

of order if a full convolution is used). This is due to the lin-

earity of convolution with allows us to split the filter impulse

response into blocks of different sizes, compute the convolu-

tion of each block with the input signal, and sum appropriately

delayed results to obtain the output signal. In our example, the

combined filter is (because the samples from

zero to in is zeroed out) and no delays are necessary.

Mathematically, the (continuous) input data stream

is convolved with the

filter to produce the output data

stream . The convolution is

defined as

and we break the sum into two parts of lengths and

as

The second sum can be also taken from zero to with

set to zero. The filter is resynthe-

sized in real-time to account for the source and receiver relative

motion. The filter contains the fixed reverberant tail of the

room response. The first part of the sum is computed in real time
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Fig. 2. Synthesis of a rendering FIR filter in real time. (a) Precomputed tail of the filter (reflections of order 4 and above). (b)–(e) Addition of reflections of order
0, 1, 2, and 3, respectively. (f) Same as (a) but for different position and orientation of the receiver. (g)–(j) Same as (b)–(e).

using fast Fourier transform routines with appropriate padding

of the input block and the FIR filter to prevent wrap-around and

ensure continuity of the output data. The delay introduced by

the inherent buffering of the frequency-domain convolution is

limited to at worst, which is acceptable. The second part

of the sum (which is essentially the late reverberation part of

a given signal) operates with a fixed filter and for a given

source signal is simply precomputed offline.

In case the source signal is only available online, it must be

delayed sufficiently to allow the reverberant precomputation to

be done before the actual output starts, but once this is done, the

reaction of the system to the user’s head motion is fast because

only the frequency-domain convolution with a short filter

(which changes on-the-fly to accommodate changes in user po-

sition) is done online. In this way, both the low-latency real-time

execution constraint and the long reverberation time constraint

are met without resorting to the slow time-domain convolution.

The algorithm for real-time recomputation of proceeds

as follows. The filter is again separated into two parts. The

first part contains the direct path arrival and first reflections (up

to reflections of order —where is chosen by the constraint

of real time execution). This part is recomputed in real time to

respond to the user or source motion. The second part consists

of all the reflections from order to the end of the filter. This

second part is precomputed at the start of the program for a given

room geometry and some fixed locations of source and receiver.

Once the new coordinates of the source and the receiver are

known, the algorithm recomputes the first part of the FIR filter

and places it on top of the second part. Fig. 2 shows the process

of composition for two different arrangements of the source and

the receiver and . The composition starts with the pre-

computed tail of IR that stays constant independent of the source

and receiver positions. In the four steps shown, it adds the di-

rect arrival component and reflections of order 1, 2, and 3 to

the IR. It is interesting to note that some reflections of smaller

order may come later than some reflections of larger order be-

cause of the room geometry, so the fixed part overlaps with the

part that is recomputed on the fly. When a new is available,

it is used to filter the new incoming blocks of input data, and

the precomputed result of convolution with is added to the

result of convolution with to form the playback stream.

E. Playback Synthesis

The computations described above can be performed in par-

allel for multiple virtual sound sources at different positions. In

a rendering cycle, the source signals are convolved with their ap-

propriate FIR filters. The convolution is done in the frequency

domain. The convolved streams are mixed together for play-

back. A separate thread computes the reverberation tail, which

is easier because all streams share the same precomputed re-

verberation FIR filter. The streams are first mixed together and

then the reverberation filter is applied, also in the frequency do-

main. The result of this convolution is mixed into the playback.

The playback is performed via the PC soundcard using standard

operating system calls. Due to the internal buffering of the op-

erating system, it is necessary to have at least one full buffer

in the output queue of the PC sound interface. Therefore, the

sound output subroutine initially outputs two buffers of data

and upon receiving a buffer completion event for the first of

these two computes the next buffer using the currently available
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source positions to synthesize the system IR and performing fre-

quency-domain convolution of the computed IR with the data.

These computations take place within the allowed time frame,

which is determined by the time of playback of the single data

buffer that is currently playing. The freshly computed buffer is

then placed in the queue, and the process repeats. Thus, the max-

imum latency of the playback subsystem from the availability of

new source position to the corresponding change in the rendered

sound is limited by the length of the playback buffer.

F. Headphone Equalization

Equalizing the sound to account for the headphones is rela-

tively simple to do, and is well described in [71]. While signif-

icant effects are seen, they do not change with the location of

the rendered source, and it is still an open issue whether head-

phone compensation and missing ear-canal response reintroduc-

tion [71] are necessary for proper perception of the rendered

source in exocentric space. A recent study [71] suggests that

only the variations of sound spectrum across source locations

provide the localization cues that the listener uses to determine

source position, and static features (even of comparable magni-

tude) do not influence localization. In our system we do not per-

form headphone or ear-canal compensation. Preliminary testing

with addition of such equalization suggests that while the per-

ceived sound is different, perception of externalization and lo-

calization is not affected.

V. CUSTOMIZING THE HRTF

The biggest and still-open problem in the synthesis of the

virtual auditory spaces is the customization of the HRTF for

a particular individual. The HRTF complexity is due to the

complex shapes of the pinna, which lead to several resonances

and antiresonances. Each person presumably learns his/her own

HRTF using feedback about the source position through life-

long experience, but the HRTFs of different people look very

different and, not surprisingly, are not interchangeable. In order

to accurately simulate the pressure waveforms that a listener

would hear in the real world, HRTFs must be separately deter-

mined for each individual (e.g., see [26], [58]). The problem

of HRTF customization is currently an open question that is

the subject of much research. The usual customization method

is by direct measurement of the HRTF for the particular user.

This method is accurate but highly time-consuming, and there

are different measurement issues complicating the procedure

[60]. Alternative approaches such as allowing the participant

to manipulate different characteristics of the HRTF set used

for rendering until she achieves satisfactory experience have

been proposed (see, e.g., [61]), although it is not clear if the

correct HRTF is achieved. A novel and promising approach is

the direct computation of the HRTF using a three-dimensional

ear mesh obtained via computer vision and solving the physical

wave propagation equation in the presence of the boundary

by fast numerical methods [49]. However, this work is still

under development, and current virtual auditory systems do

not yet have any methods for customization of the HRTF. In

this paper we seek to customize the HRTF using a database

containing the measured HRTFs for 43 subjects along with

some anthropometric measurements [48], [59].

A. Approaches to Customization

The HRTF is the representation of the physical process of the

interaction between the oncoming sound wave and the listener’s

pinnae, head and torso; therefore, it is natural to make the hy-

pothesis that the structure of the HRTF is related to scattering

body part dimensions and orientation. Some studies, such as

HRTF clustering and selection of a few most representative ones

[62], functional representation of HRTFs using spatial feature

extraction and regularization model [63], a structural model for

composition and decomposition of HRTF [64], and especially

experiments with development of a functional model relating

morphological measurements to HRTFs [65] and with HRTF

scaling [66]–[68] already suggested that the hypothesis is some-

what valid, although a perfect localization (equivalent to the lo-

calization with the person’s own HRTF) was not achieved with

other people’s HRTFs modified accordingly. For example, the

work of Middlebrooks [66], [67] is based on the idea of fre-

quency scaling: observe that if the ear is scaled up the HRTF

will maintain the shape but will be shifted toward the lower fre-

quencies on the frequency axis. Because the listener presumably

deduces the source elevation from the positions of peaks and

notches in the oncoming sound spectrum, usage of the HRTF

from the scaled-up ear will result in systematic bias in the el-

evation estimation. However, the ears of different persons are

different in more ways than can be captured by just a simple

scaling, and a seemingly insignificant small change in ear struc-

ture can cause dramatic changes in the HRTF.

B. Database Matching

An intermediate approach that we use in our system is an at-

tempt to select the best-matching HRTF from an existing data-

base of HRTFs and use it for the synthesis of the virtual audio

scene, thus making the HRTF semi-personalized.

Thus, the problem is to select the most appropriate HRTF

from a database of HRTFs indexed in some way. The database

we used [48] contains the measurement of the HRTFs of 43

persons, along with some anthropometric information about the

subjects. The HRTFs are measured on a spherical lattice using

a speaker positioned 1 m away from the subject. The subject’s

ear canals were blocked, and the measurement results were free-

field compensated. HRTF measurements below of ele-

vation are not available (the speaker cannot be placed below

the person). The anthropometric information in the database

consists of 27 measurements per subject—17 for the head and

the torso and 10 for the pinna. Pinna parameters are summa-

rized in Fig. 3 and are as follows: are cavum concha

height, cymba concha height, cavum concha width, fossa height,

pinna height, pinna width, intertragal incisure width, and cavum

concha depth, and the and are pinna rotation and flare an-

gles, respectively. For the HRTF matching procedure, we use

seven of these ten pinna parameters that can be easily measured

from a frontal ear picture.

We performed an exploratory study on the hypothesis that

the HRTF structure is related to the ear parameters. Specifically,

given the database of the HRTFs of 43 persons along with their
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Fig. 3. Set of measurements provided with the HRTF database.

ear measurements we select the closest match to the new person

by taking the picture of her ear, measuring the parameters

from the image, and finding the best match in the database. If

the measured value of the parameter is , the database value is

and the variance of the parameter in the database is ,

then the error for this parameter , the

total error and the subject that minimizes the total

error is selected as the closest match. Matching is performed

separately for the left and the right ears, which sometimes leads

to the selection of left and right HRTFs belonging to two dif-

ferent database subjects; these cases are rare though.

We have developed a simple interface that allows us to per-

form quick selection of the best-matching HRTF from the data-

base. The pictures of the left and the right ears of the new vir-

tual audio system user are taken with two cameras, with the user

holding a ruler in the frame to provide a scale of reference. A

sample picture used in one of the sessions of HRTF matching

is shown in Fig. 4. An operator identifies key points on the ear

picture and measures the parameters described above. The user

interface enforces certain constraints on the measurements (for

example, , and should lie on the same straight line

that is the ear axis, and should be perpendicular to the

ear axis, and the bounding rectangle formed by and is

axis-aligned). The parameters and are not measured be-

cause they cannot be reliably estimated from pictures and

is not used for the matching, but is used to compensate for the

difference between pinna rotation angles of the system user and

the selected best-matching subject. The matching is done in less

than a minute, and no extended listening tests have to be per-

formed for customization—only the ear picture is required.

VI. EXPERIMENTAL RESULTS

A number of volunteers were subjects of some

informal listening experiments, in which a image source was

generated at the location of the transmitter of the Polhemus

tracker (a small cube of side 4 cm). Generally, people reported

achieving very good externalization. Reported experience

varies from “I can truly believe that this box is making sound”

to “Sound is definitely outside my head, but my elevation per-

ception is distorted” (probably due to nonpersonalized HRTFs).

Fig. 4. Sample picture of the ear with the measurement control points marked.

Thus, the system was capable of making people think that the

sound was coming from the external source, even though it

was being rendered at the headphones. Presumably, correct

ITD cues, reverberation cues and highly natural changes of

the audio scene with head motion and rotation, along with

the nonpersonal HRTF cues, are responsible for these reports.

The perceived sound motion is quite smooth, and no jumps or

clicks are noticeable. The stability of the synthesized virtual

audio scene is also remarkable and latency is noticeable only

if the user rotates her head or moves the source in a very fast,

jerky motion. Even better results should be achievable with

personalized HRTFs.

A. System Setup and Performance

The current setup used for experiments is based on a dual

Xeon P4-1.7 GHz Dell Precision 530 PC with Windows 2000,

with the tracker connected to the serial port. One receiver is

fixed providing a reference frame, and another is mounted on the

headphones. The setup also includes a Sony LDI-D100B stereo

head-mounted display, which is used for creating an immer-

sive virtual environment. The programming is done in Microsoft

Visual C++ 6.0, using OpenGL for video. Computations are
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TABLE I
LOCALIZATION ERROR FOR GENERIC AND PERSONALIZED HRTF SETS

parallelized for multiple sources and for left and right play-

back channels, which results in good efficiency. The number of

recomputed reflections is adjusted on the fly to be completed

within the system latency period. For one source, up to five

levels of reflection can be recomputed in real time. The algo-

rithm can easily handle up to 16 sources with two levels of re-

flections, doing video rendering in parallel.

We estimate total system latency (TSL) similar to [69] by

adding the individual latencies for the different processing steps.

The Polhemus tracker is operating over the serial link with a

baud rate of 57 600. There is an artificial delay of 40 ms be-

tween sending a command to the tracker and reading back the re-

sponse. This delay is introduced into the tracking thread to avoid

data corruption. The length of the tracker response message is

47 bytes in ASCII format and it takes approximately 9 ms to

transmit it over the serial link. As described in the Section IV-E,

the latency of the playback synthesis is limited by the playback

buffer length which is 4096 samples, corresponding to a time

of 93 ms. Then the TSL is bounded from above by the sum of

these numbers, which is 142 ms. It was reported in [70] that the

minimum detectable delay in case of audio–video asynchrony

is 187.5 ms, and in [27] the latency of the dynamic virtual audio

system was not obvious to the subjects until it reached 250 ms;

and even with a latency of 500 ms, the localization performance

was comparable to the no latency case, suggesting that the lis-

teners are able to ignore latency for localization purposes. We

conclude that the latency of our system falls within the limits of

perceptually unnoticeable latency.

B. Nonpersonalized HRTF Set

While most people reported very consistent sound external-

ization and localized a source when given a visual cue to its loca-

tion, we wished to test the ability of the noncustomized system

to render virtual sources accurately. We performed small-scale

formal tests of the system on six people. The test sounds were

presented through headphones. The head tracker was used to

obtain the head position when the subject “points” to a rendered

virtual sound source. The pointing mechanism is calibrated by

having subjects look at a source placed at a known spatial lo-

cation. The sounds used for the tests were three 75 ms bursts

of white noise with 75 ms pauses between them, repeated every

second. The sound stayed on for 3 s. As a “generic” HRTF set,

we used HRTFs that were measured from a real person in an

anechoic chamber. This person was not a test subject.

The test sessions were fairly short and involved calibration,

training and measurement. For calibration, subjects were asked

to look at the source placed at a known spatial location (co-

inciding with the tracker transmitter) and the position of the

sensor on the subject’s head was adjusted to read 0 of azimuth

and elevation. Then, the sound was presented at a random po-

sition, with . Subjects were

asked to “look” at the image source in the same way that they

looked at the source during calibration. For training feedback,

the program constantly outputs the current bearing of the vir-

tual source; perfect pointing would correspond to .

During test sessions, 20 random positions are presented. The

subject points at the perceived sound location and on localiza-

tion hits a button. The localization error is recorded and the next

source is presented. Results are summarized in the first two lines

of Table I. For clarity, we present the average localization error

and average localization bias only for elevation measurement

of the virtual source, the perception of which is believed to be

hampered most by use of a nonindividualized HRTF. The errors

in azimuth are much lesser.

The results for the “generic” HRTF set are interesting. Some

subjects perform better than the others in the elevational local-

ization; subject 3 performs quite well, while the performance of

subjects 1, 2, and 6 is close to the average and subjects 4 and

5 perform poorly. Errors are probably due to nonindividualized

HRTFs. The results show that, as can be reasonably expected,

the localization with nonindividualized HRTFs tends to intro-

duce significant errors in elevation, either by “shifting” the per-

ceptual source position up or down or by disrupting the vertical

spatialization more dramatically. Still, the elevation perception

is consistent and the source can be perceived as being “above” or

“below”. Overall, the system is shown to be able to create con-

vincing and accurate virtual auditory displays, and the accuracy

can be improved significantly by personalization as follows.

C. Personalized HRTF Set

We performed a second set of tests to verify whether the cus-

tomization has a significant effect on the localization perfor-

mance and the subjective experience of the virtual audio system

user. For this set, the best-matching HRTF was selected from the

database and used for virtual audio scene rendering. The tests

were conducted in the same manner as above. The two last lines

of Table I are the results for the case where the sound is ren-

dered with the best-matching HRTF from the HRTF database. It

is clear that the elevation localization performance is improved

consistently by 20–30% for four out of the six subjects, although

it would take a larger number of trials to be sure that a reduc-

tion in elevation error is statistically significant. We are currently

working on fullscale set of experiments to confirm the statistical

significance of these results. Improvement for the subject 5 is

marginal and subject 6 performs worse with the “customized”

HRTF.
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Fig. 5. Sample screenshots from the developed audio–video game with spatialized audio user interaface.

To test if the personalization resulted in a better subjective

experience for the participants, we asked them which rendering

they liked better. Subjects 1–4 reported that they are able to

better feel the sound source motion in the median plane and that

the virtual auditory scene synthesized with personalized HRTF

sounds better (the externalization and the perception of DOA

and source distance is better, and front-back confusions occur

much less often). Subject 5 reported that motion can not be per-

ceived reliably both with generic and customized HRTF, which

agrees with experimental data (It was later discovered that the

subject 5 has tinnitus—“ringing” in the ears). Subject 6 reports

that the generic HRTF “just sounds better”.

Overall, it can be said that the customization based on visual

matching of ear parameters can provide significant enhance-

ment for the users of the virtual auditory space. This is con-

firmed both by objective measures, where the localization per-

formance increases by 30% for some of the subjects (the average

gain is about 15%), and by subjective reports, where the listener

is able to distinguish between HRTFs that “fit” better or worse.

These two measures correlate well, and if the customized HRTF

does not “sound” good for a user, a switch back to the generic

HRTF can be made easily. The performed customization is a

coarse “nearest-neighbor” approach, and the HRTF certainly de-

pends on much more than the seven parameters measured. Still,

even with such a limited parameter space the approach is shown

to achieve good performance gain, and combined with the audio

algorithms presented, should allow for creation of realistic vir-

tual auditory spaces.

D. Application Example

An alternative way to evaluate the benefits of the auditory dis-

play is by looking at informal reports of users’ experience with

an application. To do this we developed a simple game with spa-

tialized sound, personalized stereoscopic visual display, head

tracking and multiplayer capabilities all combined together. In

the game, the participant wears stereo glasses and headphones

with an attached head-tracker. Participants are immersed in the

virtual world and are free to move. The head position and ori-

entation of the players are tracked, and appropriate panning of

the video scene takes place. The rendered world stays stable in

both video and audio modalities. The video stream is rendered

using standard OpenGL.

In the game, the participant is piloting a small ship and can

fly in a simulated room. The participant learns an intuitive set

of commands, which are given by his head motion like in an

airplane simulator game. Multiplayer capability is implemented

using a client-server model, in which the state of the game is

maintained on one computer in a game server program that

keeps and updates the game state (object positions, ship po-

sitions, collision detection, etc.) periodically. Information re-

quired for game scene rendering (positions and video/audio at-

tributes of objects) is sent by the server after each update to

the video and audio client programs that do corresponding ren-

dering. Clients in turn send back to the server any input received

from the keyboard or the tracking unit so that the server can

process the input (e.g., spawn a missile object in response to

a fire key pressed on the client). Several PCs linked together

via Ethernet participate in the rendering of the audio and video

streams for the players.

Four sample screenshots from the game are shown in

Fig. 5. Three cylindrical objects that can be seen in the

field of view are the game targets; they are playing different

sounds—music, speech, and noise bursts, respectively, and

their intensities and spatial positions agree with current posi-

tion of the player in the world. On the fourth screenshot, one

of them gets destroyed and the corresponding sound ceases.

The cone in one of the screenshots corresponds to the ship

of the second participant.
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An alternative implementation of the game is an interactive

news reader installation when three cubes that simulate the TV

screens are floating around, and each cube is broadcasting some

randomly selected audio stream from various news sites on the

World Wide Web. The listener can listen to some or all of them,

and select their favorite one by getting into its proximity for

selective listening, or shoot and break some cubes if they do not

like the news being broadcast, in which case new cubes emerge

later on connected to new live audio streams.

VII. CONCLUSIONS AND FUTURE WORK

We have presented a set of algorithms for creating virtual

auditory space rendering systems. These algorithms were used

to create a prototype system that runs in real-time on a typ-

ical office PC. Static, dynamic, and environmental sound lo-

calization cues are accurately reconstructed with perceptually

unnoticeable latency, creating a highly convincing experience

for participants.
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