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with General Measure Data
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Abstract. We study the nonlinear monotone elliptic problem

when S2 c R~, it is a Radon measure with bounded total variation on Q, 1  p 
N, and u 1-+ -div (a (x, V)) is a monotone operator acting on Wo ’ p ( S2 ) . We
introduce a new definition of solution (the renormalized solution) in four equivalent
ways. We prove the existence of a renormalized solution by an approximation
procedure, where the key point is a stability result (the strong convergence in

of the truncates). We also prove partial uniqueness results.
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1. - Introduction

In this paper we introduce and study a new notion of solution (the renor-
malized solution) for the elliptic problem

where Q is a bounded open subset of RN, N &#x3E; 2, u « --div (a (x, V u)) is

a monotone operator defined on I p with values in (S2), p &#x3E; 1,
1 / p + 1 / p’ = 1, and it is a Radon measure with bounded variation on Q.

If p is greater than the dimension N of the ambient space, then it is easily
seen, by Sobolev embedding and duality arguments, that the space of measures
with bounded variation on Q is a subset of (S2), so that existence and

uniqueness of solutions in is a direct consequence of the theory of
monotone operators (see, e.g., [21] ] and [22]). This framework is, however, not
applicable if p  N, since in this case simple examples (the Laplace equation
in a ball, with it the Dirac mass at the center) show that the solution cannot be

expected to belong to the energy space (that is, Thus, it is necessary
to change the functional setting in order to prove existence results.

In the linear case, i.e., if p = 2 and a(x, Vu) = A(x) Vu, where A is
a uniformly elliptic matrix with L~(~) coefficients, this problem was studied
by G. Stampacchia, who introduced and studied in [29] a notion of solution
defined by duality. This allowed him to prove both existence and uniqueness
results. The solution introduced in [29] satisfies in particular

i.e., it is a solution of (1.1) which belongs to for every q  N 1, and
satisfies the equation in the distributional sense (note that, in contrast with ( 1.1 ),
the space and the sense of the equation are now specified in (1.2)). Let us
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emphasize that (1.2) is not enough to characterize the (unique) solution in the
sense of [29] when the coefficients of the matrix A are discontinuous (see [28]).

Unfortunately, Stampacchia’s framework, which heavily relies on a duality
argument, cannot be extended to the general nonlinear case, except in the case
p = 2, where Stampacchia’s ideas continue to work if the operator is strongly
monotone and Lipschitz continuous with respect to Vu (see [26] and [2]).

If the operator is nonlinear, the first attempt to solve problem (1.1) was
done by L. Boccardo and T. Gallouet, who proved in [3] and [4], under the
hypothesis p &#x3E; 2 - §, the existence of a solution of (1.1) which satisfies

. Note that this framework coincides with the framework given by (1.2) if p = 2.
The hypothesis on p is motivated by the fact that, if p  2- ~, then 1;
in (1.3), the exponent is sharp (see Example 2.16, below). This implies
that, in order to obtain the existence of a solution for p close to 1, it is necessary
to go out of the framework of classical Sobolev spaces.

Let us now turn to uniqueness. While Meyers’ type estimates allow one
to prove that the solution of (1.2) is unique in the case N = 2 (see [15]), a
counterexample by J. Serrin shows (see [28] and [27]) that the solution of (1.2)
(and hence of (1.3)) is not unique whenever N &#x3E; 3.

Thus, the definition (1.3) is not enough in order to ensure uniqueness. In-

deed, Stampacchia’s definition, given in [29], which implies uniqueness, requires
stronger conditions on the solution, namely that the equation is satisfied for a
larger space of test functions. The next step thus consisted in finding some extra
conditions on the distributional solutions of (1.1) in order to ensure both exis-
tence and uniqueness. This was done independently by P. Benilan, L. Boccardo,
T. Gallouet, R. Gariepy, M. Pierre and J.L. Vazquez, by A. Dall’ Aglio, and by
P.-L. Lions and F. Murat, who introduced, respectively, the notions of entropy
solution in [ 1 ], of SOLA (Solution Obtained as Limit of Approximations) in [9],
and of renormalized solution in [23] and [25]. These settings were, however,
limited to the case of a measure in (or in -f- W - " p (Q), see [5]
and [23]), and did not cover the case of a general measure JL.

These three frameworks, which are actually equivalent, are successful since
they allow one to prove existence, uniqueness and continuity of the solutions
with respect to the datum JL (for this latter result in the case of entropy solutions,
see [20]).

The main tool of the uniqueness proof was, in the case of entropy and
renormalized solutions, the fact that the truncates of the solutions actually belong
to the energy space I as well as an estimate on the decay of the energy
of the solution on the sets where the solution is large (see (2.26), below), which
is true only if the datum JL belongs to + (Q) (see Remark 2.24,
below).
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In the present paper we extend the notion of renormalized solution to the
case of general measures with bounded total variation on Q, and we prove the
existence of such a solution. For these solutions, we prove a stability result,
namely the strong convergence of truncates in We also introduce
other definitions, which we prove to be equivalent. We finally make some
attempts towards uniqueness, proving in particular in the linear case that the
renormalized solution is unique, and in the nonlinear case that if the difference
of two renormalized solutions of the same equation satisfies an extra property
(which is not enjoyed by each of the solutions themselves), then these two
solutions coincide. But uniqueness sensu proprio still remains an open problem,
except in the case p = 2 and p = N (see [26] and [2] for p - 2, and [16],
[13], [12], and Remark 10.8 below for p = N).

The outline of the paper is as follows. After giving the definition and
some preliminary results on p-capacity, we recall in Section 2 a decomposition
result for measures /t which will be crucial in our treatment of the problem:
every Radon measure JL with bounded total variation on Q can be written as

JL = Jho+JLs, where ito does not charge the sets of zero p-capacity (a fact which
can be proved to be equivalent to be a measure in L 1 (Q) ~- W _ 1’p (S2)), and its
is concentrated on a subset E of Q with zero p-capacity. In Section 2 we also

give the definition of renormalized solution, and then three other definitions,
which will be proved to be equivalent. In Section 3 we state the existence
result for renormalized solutions, as well as a stability theorem for renormalized
solutions. Section 4 is devoted to the proof of the equivalence between the four
definitions of renormalized solution. In Section 5 we begin the proof of the
stability theorem, and we introduce a family of cut-off functions, built after the
set E where the singular part /ts of the measure it is concentrated. We use
these cut-off functions to study the behaviour of the sequence of solutions both
"near to" and "far from" the set E in Section 6 and in Section 7 respectively.
In Section 8 we conclude the proof of the stability theorem, and also of the
existence result. In Section 9 we prove some results concerning the difference
of two renormalized solutions. In the final Section 10 we state and prove the

uniqueness of the renormalized solution in the linear case and some partial
uniqueness results in the nonlinear case.

The results of the present paper have been annouced in [11].
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2. - Assumptions and definitions

2.1. - Preliminaries about capacities

Let Q be a bounded, open subset of RN, N &#x3E; 2; no smoothness is assumed
on Let p and p’ be real numbers, with

and p’ the Holder conjugate exponent of p, i.e., 1 / p + 1 / p’ = 1.
The p-capacity capp (B, Q) of any set B C Q with respect to Q is defined

in the following classical way. The p-capacity of any compact set K C S2 is
first defined as

where X x is the characteristic function of K ; we will use the convention
that inf0 = +00. The p-capacity of any open subset U C Q is then defined by

Finally, the p-capacity of any subset B c Q is defined by

A function u defined on Q is said to be capp-quasi continuous if for

every 8 &#x3E; 0 there exists B C Q with capp (B, S2)  s such that the restriction
of u to QBB is continuous. It is well known that every function in 

has a capp-quasi continuous representative, whose values are defined capp-quasi
everywhere in Q, that is, up to a subset of Q of zero p-capacity. When we
are dealing with the pointwise values of a function u E we always
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identify u with its capp-quasi continuous representative. With this convention
for every subset B of Q we have

where the infimum is taken over all functions v in such that v = 1

capp-quasi everywhere on B, and v &#x3E; 0 capp-quasi everywhere on Q.
It is well known that, if u is a capp-quasi continuous function defined on Q

such that u = 0 almost everywhere on an open set U c Q, then u = 0 capp-quasi
everywhere on U (see, e.g., [17], Theorem 4.12). The following proposition
extends this results to more general sets U, and will be used several times

throughout the paper.

PROPOSITION 2.1. Let u and v be cap p -quasi continuous functions defined on Q.
Suppose that u = 0 almost everywhere on the set {v &#x3E; OJ. Then u = 0 capp-quasi
everywhere on { v &#x3E; OJ.

PROOF. Under our assumptions we have u v+ = 0 almost everywhere on Q,
where v+ = max{v, 0} is the positive part of v. As the function u v+ is capp-
quasi continuous, we deduce that u v+ = 0 capp-quasi everywhere on Q, which
implies that u = 0 capp-quasi everywhere on the set {v &#x3E; 0}. D

2.2. - Preliminaries about measures

We define as the space of all Radon measures on Q with bounded
total variation, and as the space of all bounded, continuous functions
on Q, so that is defined for cp E cg(Q) and JL E Mb(Q). The positive
part, the negative part, and the total variation of a measure it in are

denoted by A+, /t-, and I JL I, respectively.
DEFINITION 2.2. We say that a sequence fit,l of measures in 

converges in the narrow topology to a measure it in Mb(Q) if

for every w E 

REMARK 2.3. It is well known that, if is nonnegative, then I con-
verges to JL in the narrow topology of measures if and only if JLn (Q) converges
to and (2.3) holds for every w E In particular, if JLn :::: 0, 
converges to It in the narrow topology of measures if and only if (2.3) holds
for every cp E 

We recall that for a measure &#x3E; in and a Borel set the

measure JL LEis defined by for any Borel set B c Q.
If a measure JL in is such that &#x3E; for a certain Borel set E,
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the measure JL is said to be concentrated on E. Recall that one cannot in

general define a smallest set (in the sense of inclusion) where a given measure
is concentrated.

We define as the set of all measures A in which are "abso-

lutely continuous" with respect to the p-capacity, i.e., which satisfy JL(B) = 0
for every Borel set B c S2 such that capp(B, Q) = 0. We define as

the set of all measures JL in which are "singular" with respect to the
p-capacity, i.e., the measures for which there exists a Borel set E c Q, with

capp ( E , S2 ) = 0, such that &#x3E; = JLLE.
The following result is the analogue of the Lebesgue decomposition theo-

rem, and can be proved in the same way.

PROPOSITION 2.4. For every measure it in Mb(Q) there exists a unique pair of
measures (Ito, JLs), with /to in and As in Ms(Q), such that JL = fto + /is.
If JL is nonnegative, so are JLo and As.

PROOF. See [14], Lemma 2.1. D

The measures Ao and its will be called the absolutely continuous and the
singular part of JL with respect to the p-capacity. To deal with Ao we need a
further decomposition result.

PROPOSITION 2.5. Let Ao be a measure in Then Ao belongs to 

if and only if it belongs to L 1 (Q) + W _ 1’p (S2). Thus, if JLo belongs there

exist f in and g in (L P’ (Q))N, such that

/ in the sense of distributions; moreover one has

Note that the decomposition (2.4) is not unique since

PROOF. See [5], Theorem 2.1. D

Putting together the results of Propositions 2.4 and 2.5, and the Hahn

decomposition theorem, we obtain the following result.

PROPOSITION 2.6. Every measure It in Mb(r2) can be decomposed as follows

where ito is a measure in and so can be written as f - div (g), with f in
L1 1 (Q) and g in (LP’ (Q))N, while (the positive and negative part o,f’i,cs)
are two nonnegative measures in Mb(Q) which are concentrated on two disjoint
subsets E+ and E- of zero p-capacity. We set E = E+ U E-.
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The following technical propositions will be used several times in what

follows; the second one is a well known consequence of the Egorov theorem.

PROPOSITION 2.7. Let be a measure in and let v be a function
in (Q). Then (the capp-quasi continuous representative of) v is measurable
with respect to If v , further belongs to L °° (S2), then (the cap p -quasi continuous
representative ofi v belongs to L°’°(S2, /to), hence to L1 (S2, 

PROOF. Every capp-quasi continuous function coincides capp-quasi every-
where with a Borel function and is therefore measurable for any measure /to
in since these measures do not charge sets of zero p-capacity. If v

belongs to n L°° (S2), then there exists a constant k such that I v I  k
almost everywhere on Q. Consequently the capp-quasi continuous representative
of v satisfies Iv I  k capp-quasi everywhere on Q (see [17], Theorem 4.12),
and thus Ito-almost everywhere on Q. 0

PROPOSITION 2. 8. Let SZ be a bounded, open subset of RN; let Pc be a sequence
of L 1 (Q) functions that converges to p weakly in L 1 (Q), and let ac be a sequence of
functions in L°’° (SZ) that is bounded in L 00 (S2) and converges to a almost everywhere
in Q. Then 

~ _

2.3. - Assumptions on the operator

Let a : Q x R~ 2013~ RN be a Caratheodory function (that is, a(~, ~) is
measurable on Q for every ~ in RN, and a (x, .) is continuous on RN for

almost every x in S2) which satisfies the following hypotheses:

for almost every x in Q and for every ~ in RN, where a &#x3E; 0 is a constant;

for almost every x in Q and for every $ in RN, where y &#x3E; 0 is a constant

and b ~ is a nonnegative function in LP(Q);

for almost every x in Q and for every ~ , ~’ in RN , ~ ~ ~l.
A consequence of (2.6), and of the continuity of a with respect to ~, is

that, for almost every x in Q,

Thanks to hypotheses (2.6)-(2.8), the map u h-~ -div (a (x, Vu)) is a co-

ercive, continuous, bounded, and monotone operator defined on W~’ (Q) with
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values in its dual space / (S2); moreover, by the standard theory of mono-
tone operators (see, e.g., [21] and [22]), for every T in (Q) there exists
one and only one solution v of the problem

in the sense that

where (~ , ~ ~ denotes the duality between and If p &#x3E; N,

then is a subset of W 1’p (S2), so that this classical result implies both
existence and uniqueness of a solution of (1.1) for every measure it in Mb(Q).
This explains the restrictions p  N and N &#x3E; 2 that we have imposed.

2.4. - Definition of renormalized solution

We begin by introducing some of the tools which will be used to define
renormalized solutions.

For k &#x3E; 0 and for s E R we define as usual Tk(s) = max(-k, min(k, s))
(see if necessary the figure after (4.2) in Section 4.1).

We begin (following [1]) with the definition of the gradient of a function
whose truncatures belong to 

DEFINITION 2.9. Let u be a measurable function defined on Q which is
finite almost everywhere, and satisfies Tk (u) E W6’ (Q) for every k &#x3E; 0. Then
there exists (see [ 1 ], Lemma 2.1) a measurable function v : Q -+ RN such that

(2.10) VTk(u) = almost everywhere in Q, for every k &#x3E; 0 ,

which is unique up to almost everywhere equivalence. We defines the gradient
Vu of u as this function v, and denote Vu = v.

REMARK 2.10. We explicitly remark that the gradient defined in this way
is not, in general, the gradient used in the definition of Sobolev spaces, since
it is possible that u does not belong to (and thus the gradient of u in
distributional sense in not defined) or that v does not belong to (see
Example 2.16 below). However, if v belongs to (Lloc(Q))N, then u belongs to

(Q) and v is the distributional gradient of u. Indeed, let w be a ball such
that 0-) C Q. By (2.10), VTk(u) is bounded in independently of k,
and by Poincare-Wirtinger inequality, the function zk defined by
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is bounded in independently of k. Therefore, up to a subsequence
still denoted by converges almost everywhere to some z belonging to

wI, 1 (ev- ). Since both z and u are finite almost everywhere, then

converges to some finite constant. This implies that Tk (u) is bounded in

By Fatou lemma we then conclude that u belongs to Since

VTk(u) converges to v strongly in (2.10) and by Lebesgue dom-
inated convergence theorem, u belongs to and v is the usual distri-
butional gradient of u. If v is moreover assumed to belong to (L~’ (S2))N for

some 1 y q y p, then a similar proof implies that u belongs to 
On the other hand, if u belongs to the function v defined by (2.10)

(which does not in general belong to does not in general coincide
with the distributional gradient of u. Consider indeed the case where Q is the
unit ball of RN and where u(x) = The function u belongs to for

IXIN
every q  N 1, and one has

so that

does not belong to which implies that v is not in On the
other hand, we have in distributional sense

where pv denotes the principal value, 1 the (N - I)-dimensional measure
of the surface of the unit sphere of RN, and 80 is the Dirac mass at the origin.

REMARK 2.11. Under the assumptions made on u in the Definition 2.9, u
has a cap p -quasi continuous representative, which we still denote by u. Let us
observe explicitly that this capp-quasi continuous representative can be infinite
on a set of positive p-capacity, as shown for example by the function

which satisfies the requirements of Definition 2.9 in the unit ball of RN.
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If, in addition to these requirements, the function u is assumed to satisfy
the estimate

where c is independent of k, then the capp-quasi continuous representative is

capp-quasi everywhere finite. Indeed from (2.11 ) and (2.2) we deduce, using
v = that

for every k &#x3E; 0, which implies

As observed in [ 1 ], the set of functions u such that Tk (u ) belongs to

for every k &#x3E; 0 is not a linear space. That is, if u and v are such

that both Tk (u ) and belong to for every k &#x3E; 0 (so that Vu and
~ v can be defined as in Definition 2.9), this may not be the case for (as an
example) u + v, and so V(u -f- v) may not be defined. The following lemma
proves that if u, v and have truncates in then we have the
usual formula V (u + h v) _ Vu + À 

LEMMA 2.12. Let À E R and let u and û be two measurable functions defined
on S2 which are finite almost everywhere, and which are such that Tk (u), Tk (u) and
Tk(u + ~,u) belong to every k &#x3E; 0. Then

almost everywhere on Q,

where Vu, ~u and V (u + ÀÛ) are the gradients ofu, û and u + Àû introduced in
De, finition 2.9.

so that for every

and therefore, since both functions belong to

Since Tn (u) and Tn (u) belong to we have, using a classical

property of the truncates in and then the definition of Vu and VM,
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almost everywhere in Q. Therefore

On the other hand, by definition of

Putting together (2.13), (2.14) and (2.15), we obtain

Since UnEN En at most differs from Q by a set of zero Lebesgue measure
(since u and u are almost everywhere finite), (2.16) also holds almost everywhere
in Q. Since most differs from Q by a set of zero Lebesgue
measure, we have proved (2.12). 0

We are now in a position to define the notion of renormalized solution.
Other (equivalent) definitions will be given in Section 2.5. We recall that by
Proposition 2.4 every measure tt in can be written in a unique way as
JL = /to + JLs, with JLo in and in 

DEFINITION 2.13. Assume that a satisfies (2.6)-(2.8), and let JL be a

measure in A function u is a renormalized solution of problem ( 1.1 )
if the following conditions hold:

(a) the function u is measurable and finite almost everywhere, and Tk (u) be-

longs to for every k &#x3E; 0;
(b) the gradient Vu, introduced in Definition 2.9, satisfies

belongs to L q (Q), for every

(c) if w belongs to and if there exist k &#x3E; 0, and w+° and
with r &#x3E; N, such that

almost everywhere on the set fu &#x3E; k} ,
almost everywhere on the set ju  -k} ,

then

REMARK 2.14. Every term in (2.19) is well defined. Indeed, the integral
on the left hand side can be written as
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where all three terms are well defined: actually, since belongs to

for every q  £, hypothesis (2.7) implies that a(x, Vu) belongs
to for every q  on the other almost

everywhere on ju  -k}, so that Vw belongs to  -k}))N (with r &#x3E; N)
and, consequently, a(x, VM) ’ ~ w is integrable on { u  -k } ; in the same way
we prove that a (x , Vu) - Vw is integrable on ju &#x3E; k). Finally, as Vu = VTk(u)
almost everywhere on k }, we have a (x , Vu) . Vw = a (x , VTk(u)) . Vw
almost everywhere on k }, which implies that a(x, Vu) . ~ w is integrable
on k}, since w belongs to and Tk (u) belongs to and,

consequently, a(x, VTk(u)) belongs to by (2.7).
As for the right hand side, the terms

are obviously well defined, as both w+°° and w- °° are continuous and bounded
on Q, while the term

I

is well defined since w belongs to and so to L 1 (Q, /to) (see
Proposition 2.7).

REMARK 2.15. The first condition in (2.18) can be written as w - w+° = 0
almost everywhere on ju &#x3E; k}. By Proposition 2.1 this implies that w-w+oo = 0

capp-quasi everywhere on ju &#x3E; k}, hence w = w+° capp-quasi everywhere on
ju &#x3E; k}. Similarly the second condition in (2.18) implies that w = capp-
quasi everywhere on ju  

EXAMPLE 2.16. Observe that we did not assume that the function u belongs
to some Lebesgue space with r &#x3E; 1, but only that u is Lebesgue
measurable, and finite almost everywhere. Indeed it is possible that the function
u does not belong to as it is shown in the following example.

{x E RN : Ixl [  1}, let be the (N - I)-dimensional
measure of and let y = N-E Consider the function defined by

Note that u belongs to if and only if y  N, i.e., if and only if
Let us show that u is a renormalized solution of the equation
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where 60 is the Dirac mass concentrated at the origin. Indeed, Tk (u) belongs to

Wo’p (Q) (and is actually Lipschitz continuous and zero on the boundary of Q).
Thus, (a) is satisfied. Defining Vu by Definition 2.9, we have

for every

which implies that is equal to and belongs to for every

q  Thus (b) is satisfied. Note that if p &#x3E; 2 - N , then &#x3E; 1,

so that u belongs to the Sobolev space (see Remark 2.10), for every
q  but not for q = 

°

For what concerns (c), consider a function w in which

belongs to with r &#x3E; N, in a neighbourhood cv of the origin.
Using the fact that

belongs to L 1 (Q) since ~w belongs to (Lr (c~))N, integrating by parts on Bl I (0)B
Be (o), using the fact that xN is a smooth function with div (j) = 0, and1 I,IN
finally using the continuity of w+°° at the origin and the fact that w = w+°

we obtain

In this example u does not belong to if 1  p  and in

this case Vu is not the distributional gradient of u. Note that the function u
defined by (2.20) is the unique solution in the sense of distributions of (2.21)
which belongs to for every 8 &#x3E; 0, and has the behaviour
described by (2.20) near the origin (see [19] and [18]).

REMARK 2.17. Every function w in is an admissible test function
in (c) of Definition 2.13. Thus, if u is a renormalized solution of (1.1) in the
sense of Definition 2.13, and if p &#x3E; 2 - N , then it is also a solution of (1.3).

But there are more admissible functions, built after u, such as Tk (u) (choos-
ing and w- °° == -k).

If cp belongs to n and k &#x3E; 0, then it is possible to

choose in (2.19) the function w = indeed, setting M = 
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then w = Tk (Tk+M (u) - cp), so that w belongs to n L°° (S2), and
we can choose and u;’~ == -k on the sets ju &#x3E; k + M} and
{u  -k - M}, respectively. Thus, a renormalized solution of ( 1.1 ) turns out to
be an entropy solution of ( 1.1 ) (with equality sign) in the sense defined in [ 1 ] .
Hence, if the measure JL does not charge the sets of zero p-capacity, i.e., is
a measure in there exists at most one renormalized solution of (1.1),
due to the uniqueness result of [5]. Furthermore, note that the definition of
entropy solution with datum a Dirac mass given in [5], Remark 3.4, does not
imply that an entropy solution is a distributional solution. In contrast, we have
seen above that a renormalized solution in the sense of Definition 2.13 is also
a distributional solution, and this rules out the counterexample to uniqueness
given in [5], Remark 3.4.

REMARK 2.18. Using w = Tk (u) in (2.19) (with w+°° = k and = -k),
we obtain

from which we deduce, with the help of (2.6), the estimate

for every

By Remark 2.11 this implies that (the capp-quasi continuous representative of) u
is finite capp-quasi everywhere.

REMARK 2.19. Let s+ - max(s, 0), and choose in (2.19) w = Tk(u+)
(which is an admissible test function with w+°° = k and w- °° = 0); in this

case, we have

If we formally write

(which is the idea of the formulation, since w+°° and w- °° represent the values
of w = Tk(u+), but is not correct since Tk(u+), which belongs to 
may not be measurable for the measure JLt, which belongs to we

obtain that

formally, almost everywhere.

Since k is arbitrary we‘ formally have u+ = -f-oo &#x3E;)-almost everywhere; analo-
gously we have u- = - 00 its -almost everywhere. This expresses the fact that
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the function u is infinite on the points where the measure /-ts is "living", even
if JLs is concentrated on a set of p-capacity zero, and if u is defined pointwise
except on a set of p-capacity zero.

REMARK 2.20. A measure in is not the most general possible datum
for (1.1). Indeed, there exist elements in ~ (S2) which are not measures,
and data of the form

with it in and F in can be considered. However, the new
term -div (F), due to its "regularity", does not give any additional difficulty
as far as the existence result is concerned. For the sake of simplicity, we will
restrict ourselves to the case of a datum it belonging to Mb(Q), but let us

explicitly state that the existence result for renormalized solutions of the present
paper holds if JL in is replaced by

Let us however stress that, in this case, the three definitions of renormalized
solutions given in Section 2.5 below are no longer equivalent to Definition 2.13,
and thus have to be modified. The main difficulty lies in the fact that in such
a case the "energy tail" which appears in (2.23) below (similar considerations
apply to (2.24)) has to be replaced by

and that it is only possible to prove that a subsequence E (tn , sn ) (for some
conveniently chosen tn and sn ) converges to

See [10] for a detailed proof of this fact.

2.5. - Other definitions

Besides Definition 2.13, other definitions of renormalized solutions can be

given. We give here three different formulations of renormalized solution, which
will turn out to be equivalent to Definition 2.13 (see Theorem 2.33, proved in
Section 4.3).

We recall that Wl,’(R) is the space of all bounded Lipschitz continuous
functions on R.

DEFINITION 2.21. Assume that a satisfies (2.6)-(2.8), and let JL be a measure
in A function u is a renormalized solution of (1.1) if u satisfies (a)
and (b) of Definition 2.13, and if the following conditions hold:
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(d) for every (p in we have

and

(e) for every h in with compact support in R we have

for every cp in such that belongs to 

REMARK 2.22. Observe that every term in (2.25) has a meaning: indeed, in
the right hand side belongs to and hence to JLo)
by Proposition 2.7. On the other hand, since supp (h) c [-M, M] for some
M &#x3E; 0, the left hand side can be written as

where both integrals are well defined in view of (2.7), since both cp and TM (u)
belong to f1 Note also that the composite function h’(u) is
not defined on the set B of points x of Q such that h is not differentiable
at u(x); but one = 0 almost everywhere on B, and the product

is well defined almost everywhere on Q and coincides with the
gradient of the composite function h (u) = h(TM(u)) (see [24] and [6]).

REMARK 2.23. In Definition 2.21 we assume that (b) holds, but this re-

quirement is not used to give a meaning to the various terms which enter in
Definition 2.21 (confront this with (2.19) in Definition 2.13). Actually (b) is
a consequence of (a), (d) and (e) (and therefore could be omitted in Defini-
tion 2.21). We however decided to put (b) among the requirements of Defini-
tion 2.21 in order to make simpler the proof of the equivalence between the
various definitions.

REMARK 2.24. Definition 2.21 extends to the case of a general measure of
the definition of renormalized solution given in [23] (see [25] and [26])

when /t belongs to Ll(Q) --~ (i.e, to Mo(Q), by Proposition 2.4).
Indeed in these papers, the definition of renormalized solution included (e) as
well as
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which coincides with (2.23) and (2.24) in the case = = 0. In the present
paper (2.23) and (2.24) replace (2.26), and specify the behaviour of the energy
of u on the set where u is very large; furthermore, they say that the sequence

converges to in the narrow topology, as well as the sequence

,

converges to in the narrow topology. Thus the measures JLt and ,uS can
be, in some sense, "reconstructed" starting from the energy of the solution
where it is infinite. This fact explains the link between the singular part of the
measure /t and the set where u is infinite; see also Remark 2.19.

Conditions (2.23) and (2.24) can be removed if we enlarge the class of
admissible test functions.

DEFINITION 2.25. Assume that a satisfies (2.6)-(2.8), and let JL be a measure
in A function u is a renormalized solution of (1.1) if u satisfies (a)
and (b) of Definition 2.13, and if the following condition holds:

(f) for every h in W1.00(R) such that h’ has compact support in R, we have

for every w in n L°° (S2), with r &#x3E; N, such that belongs
to Here h(+oo) and h (- oo) are the limits of h (s) at +o and
- oo respectively (note that h is constant for I large).

REMARK 2.26. As in (2.25), every term in (2.27) is well defined: this is
clear for the right hand side since h(u) cp belongs to L°°(S2, JLo) (see Propo-
sition 2.7), and thus to Since [-M, M], for some M,
the left hand side can be written as

where both terms are finite: the first one in view of (2.7) since belongs
to W¿,p(Q), and the second one since a(x, Vu) belongs to for every

q  due to the hypothesis (b) on IVuIP-1 and to (2.7). For the definition
of the product we refer to the final part of Remark 2.22.
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REMARK 2.27. Definitions 2.21 and 2.25 state that any renormalized so-
lution u is in some sense equal to on the sets charged by JLt, and to
- o0 on the sets charged by in the case of Definition 2.25 this is clearly
expressed by the presence of the two terms h(+o) and h(- (0) in (2.27).

REMARK 2.28. By Theorem 1.2 (and Remark 3.6) of [10], every renor-
malized solution u of ( 1.1 ) in the sense of Definition 2.25 is a reachable
solution of (1.1) in the sense of [10], i.e., there exists a sequence &#x3E;n in

Mb(Q) n (Q) which converges to &#x3E; weakly in such that the
solution un of (2.9) with T = converges to u almost everywhere in Q.

The following definition selects a particular approximating sequence which
will turn out to be useful.

DEFINITION 2.29. Assume that a satisfies (2.6)-(2.8), and let JL be a measure
in A function u is a renormalized solution of (1.1) if u satisfies (a)
and (b) of Definition 2.13, and if the following conditions hold:

(g) for every k &#x3E; 0 there exist two nonnegative measures in k+ and
Xk concentrated on the sets [u = kl and lu = -k}, respectively, such that
h) - JLt and hj - in the narrow topology of measures;

(h) for every k &#x3E; 0,

for every ~p in

As above, every term in (2.28) is well defined due to the regularity of
Tk (u) and ~p.

REMARK 2.30. Similarly to the observation made in Remark 2.23, require-
ment (b) can be omitted in Definition 2.29.

REMARK 2.31. If we use ~p = Tk (u) as test function in (2.28), arguing as in
Remark 2.18 we obtain (2.22), so that (the capp-quasi continuous representative
of) u is finite capp-quasi everywhere by Remark 2.11.

REMARK 2.32. Definition 2.29 makes explicit the equation solved by Tk(u).
Indeed, (2.28) is equivalent to

belongs to (due to the hypotheses on
Tk(u) and to (2.7)), the measure 1-tk = I  kl + ~ 2013 ~ belongs to

(Q). Since lul  capp-quasi everywhere (see Remark 2.31), and
hence ito-almost everywhere, the sequence I  k } converges to JLo in

the narrow topology of measures as k - -I-oo. This implies that ttk converges
to &#x3E; in the narrow topology of measures. Thus u is a reachable solution in the
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sense of [10]. Note however that u is not a SOLA in the sense of [9], since
a stronger convergence of 1-tk (in the weak topology of Z~(~)) is required by
that definition.

The following theorem will be proved in Section 4.3.

THEOREM 2.33. Definitions 2.13, 2.21, 2.25, and 2.29 are equivalent.

3. - Statement of the existence and stability results

The main result of the paper is the following existence theorem.

THEOREM 3.1. Assume that a satisfies (2.6)-(2.8), and let A be a measure in
Mb(Q). Then there exists a renormalized solution of (1. 1).

We will obtain this existence result by an approximation process: let JL be
a measure in which is decomposed (see (2.5)) as

with f in L 1 (Q), g in (Lpl (S2))N, and ,us and nonnegative measures
concentrated on two disjoint sets of zero p-capacity. We will approximate the
measure tt by a sequence defined as

where 8 belongs to a sequence of positive numbers that converges to zero, and

f, is a sequence of functions in 

that converges to f’ weakly in L 1 (Q) ;

gs is a sequence of functions in (Lp’ 
that converges to g strongly in 
and such that div (g£) is bounded in 

is a sequence of nonnegative functions in that

converges to pj in the narrow topology of measures;

is a sequence of nonnegative functions in that

converges to in the narrow topology of measures.

Such an approximation exists, as it is easily seen by separately approximating
f, JLt, and tt- by convolution and by taking gE = g. Note that belongs to

W ’ (S2) for every 8 &#x3E; 0.



761

Given such an approximation of /,t, let us be the unique solution of the
following problem

We then have the following result.

THEOREM 3.2. Suppose that a satisfies hypotheses (2.6)-(2.8), and let Uc be
the solution of (3.5), where f,, g,, ~,® and ~,e are sequences of functions that
satisfy (3.1 )-(3.4). Then there exists a subsequence of uE, still denoted by u,, which
converges almost everywhere to a renormalized solution u of ( 1.1 ) with datum it, in
the sense o, f Definition 2.13. Moreover,

for every k &#x3E; 0.

REMARK 3.3. We explicitly remark that we require that the two se-

quences h§f and ~,e are sequences of nonnegative functions which converge
to two measures which are mutually singular, and singular with respect to the
p-capacity. If we do not make these requirements, the result (3.6) of Theo-
rem 3.2 may fail, see Examples 8.2 and 8.3 in Section 8.

If /i belongs to W 1’p(SZ), then &#x3E; e so that &#x3E; = 
and JLs = 0. Consequently the (unique) solution of (1.1) in the sense of (2.9) is
a renormalized solution in the sense of Definition 2.13. Therefore Theorem 3.2
is a consequence of Theorem 3.4 below, which deals with the stability of
renormalized solutions with respect to the convergence of the right hand side.

We will indeed prove below that a sequence of renormalized solutions,
whose right hand sides converge in the same way as that considered in the
statement of the existence result, always has a subsequence which converges to
a renormalized solution corresponding to the limit data.

More precisely, let It, and /t be measures in which can be de-

composed as

where e belongs to a sequence of positive numbers that converges to zero, and

is a measure in with positive and

negative parts it+ and /~ , respectively;
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f, is a sequence of functions

that converges to f weakly in L 1 (S2) ;

g c is a sequence of functions in (S2))N
that converges to g strongly in (LP’ 
and such that div (gc) is bounded in 

h§f is a sequence of nonnegative measures in that

converges to JLt in the narrow topology of measures;

hi is a sequence of nonnegative measures in that

converges to in the narrow topology of measures.

Then the following theorem holds.

THEOREM 3.4. Assume that (3.9)-(3.13) hold, and let Uc be a sequence of renor-
malized solutions of ( 1.1 ) with data in the sense of Definition 2.13. Then there
exists a subsequence of u,, still denoted by u,, which converges almost everywhere
to a renormalized solution u of ( 1.1 ) with datum JL, in the sense of Definition 2.13.
Moreover

for every k &#x3E; 0.

REMARK 3.5. We emphasize that we do not assume that À~ and ~,9 belong
to but only that they belong to and that we do not assume

that and hi are the positive and negative part of a given measure, but only
that they are nonnegative. This is the reason why we use the unconventional
notation À~ and ~,9. Let us also note that in the approximations (3.3) and (3.4),
À~ and hi are functions in LP’ (S2), and so, regarded as measures, they belong
to 

In the general case of approximations satisfying (3.12) and (3.13), we have
by Proposition 2.4

Note that

are nonnegative .

Using Propositions 2.4 and 2.5 we obtain
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where

with and JLc,s s the absolutely continuous and the singular part of with

respect to the p-capacity. In particular we have

4. - Proof of the equivalence of the definitions

In this section we prove that all definitions of renormalized solution given
in Sections 2.4 and 2.5 are equivalent. We begin by fixing some notation that
will be used throughout the rest of the paper.

4.1. - Notation

We will use the following functions of one real variable s, which may
depend on one or more nonnegative real parameters such as k and n.
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We will also use the function k - Tk(s) (and its companion k + Tk(s)):

Throughout the paper c will denote a generic constant, which may change
from line to line. These constants c will depend on Q, on the constants N, p,
a, y and on the function b which appear in Section 2.3, but will always be
independent of other parameters (such as 8, 8, 17, n, k).

Moreover, if q, 3 and E are positive real numbers, and n is a positive
integer, we will denote by c~ (r~, ~, n, ~) any quantity such that

If the order in which the limits are taken will be different, we will change the
order of appearance of the parameters, from the last limit to be taken, to the
first: for is any quantity whose absolute value converges
to zero after taking the limits in E, 3, n and q successively. If the quantity we
consider does not depend on one parameter among q, 8, n and E, we will omit
the dependence on the corresponding parameter: as an example, 8) is any

quantity such that 
-- --
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Finally, we will denote (for example) by 8) a quantity that depends on q,
8, n, 8 and is such that

for any fixed values of q and 3. As an example,

4.2. - Estimates on level sets

We prove now an estimate of the measure of the level sets of a renormalized
solution of ( 1.1 ) and of its gradient.

THEOREM 4. l. Let JL be a measure in Mb(Q) and let u be a renormalized
solution of ( 1.1 ) according to Definition 2.13. Then the following inequality holds:

If p  N we have, for every k &#x3E; 0,

for some positive constant c independent of u and JL. If p = N we have, for every
k &#x3E; 0,

for every r &#x3E; 1, for some positive constant Cr independent of u and JL, and

for every s  N, for some positive constant cs independent of u and it.
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PROOF. Once we have proved (4.5), inequalities (4.6), (4.7), (4.8) and (4.9)
follow as in [ 1 ], Lemma 4.1 and Lemma 4.2. In order to prove (4.5) we choose
w = B,,,k(U+) as test function in (2.19), where Bn,k (s) is defined (4.4). We
thus have

Since 1 /.to-almost everywhere on Q and 0 /,to-almost
everywhere on (u s 0), we have

Choosing w - as test function in (2.19) and repeating the same

argument, we get

By adding (4.10) and (4.11 ) we obtain (4.5). D

4.3. - Proof of the equivalence

This section is devoted to the proof of the equivalence of the four definitions
of renormalized solution.

PROOF OF THEOREM 2.33. We will prove the following facts:

STEP 1: Definition 2.13 implies Definition 2.21.
If u is a renormalized solution according to Definition 2.13, and h and w are

as in condition (e) of Definition 2.21, then it is possible to choose w = h(u) cp
as test function in (2.19), with w+°° = = 0 and k = M, where M is
such that supp (h) c [-M, M]. Using the final part of Remark 2.22 about the
definition of VTM(u) h’(u), we thus obtain (2.25).

In order to prove that (2.23) holds true, we choose w = where

Bn,n is defined by (4.4), and cp belongs to Cl (Q). We obtain, since w+° = cp,
= 0, and k = 2n,



767

Since Bn n (s+) decreases to zero in R as n 2013~ +00, it is easy to see that

and that (recall that Bn,n (u+) cp belongs to L 1 (S2 , by Proposition 2.7)

so that

which is (2.23) for w E Cl (Q). Since the functions

are nonnegative by (2.6), (4.12) holds for every cp E (see Remark 2.3)
and (2.23) is then proved. Analogous calculations yield (2.24).

STEP 2: Definition 2.21 implies Definition 2.25.
Assume that u is a renormalized solution of ( 1.1 ) according to Defini-

tion 2.21.
If h is as in Definition 2.25, let M be such that supp (h’) c [-M, M].

Let n be greater than M, and let hn (s) be the Lipschitz continuous function
defined by

Let cp be a function in (SZ) f1 L°(Q), with r &#x3E; N, such that h (u) cp belongs
to As E W"P(Q) and Ihn(u)cpl  Ih(u)cpl almost everywhere
in Q, we have E Choosing as test function in (2.25),
we get
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Since converges to h(s) as n tends to infinity, and a(x, Vu) belongs
to for every q  it is easy to prove that

and that (observe that lh(u)l [ and use Proposition 2.7)

On the other hand, by (2.23) and (2.24) we have

Putting together the results, we have proved that (2.27) holds true.

STEP 3: Definition 2.25 implies Definition 2.29.
Let u be a renormalized solution of (1.1) according to Definition 2.25. Fix

k &#x3E; 0 and 6 &#x3E; 0, and choose h(s) = Hk_s.s (s) and cp in in (2.27),
where Hk-s,s is defined in (4.3). Observe that belongs to so

that this test function is admissible. We get

By Theorem 1.2 and Lemma 4.5 of [10] there exist two nonnegative measures
in and À¡, concentrated on ju = kl and lu = -k} respectively,
such that
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for every ~p E C 1 (-Q), and hence for every cp E Cbo (0) (see Remark 2.3). Since

converges to both in the weak* topology of L°° (S2) and

capp-quasi everywhere (hence go almost everywhere) as tends to zero, we
have

and

Putting together (4.13)-(4.16), we have for every (p in C1(Q)

An easy approximation argument (recall that Àt and hj belong to Mo(Q)) then
shows that (4.17) holds for every (~ which gives (2.28).

It remains to prove the narrow convergence of X+ to JLt. We fix k &#x3E; 0

and we write (2.28) with k replaced by 2k. Then we choose Bk,_k (u+) cp as test
function, where Bk,k(s) is defined in (4.4) and cp belongs to We obtain

Since Àik is concentrated on the set fu = 2k}, and 1 on this set,
we have

On the other hand, since À2k is concentrated on the set f u = -2k}, and Bk,k (u+)
= 0 on this set, we have
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Since Bk,k (u+) converges to 0 as k tends to infinity, both in the weak* topology
of and capp-quasi everywhere (hence Ao almost everywhere), we have

and

Choosing h(s) = Bk,k(S+) and cp in in (2.27), we obtain as in (4.12)
(see Step 1) that

Putting together this latter fact and (4.18)-(4.21), we have

for every w in C 1 (-Q), and by Remark 2.3 we conclude that I converges
to JLt in the narrow topology of measures.

Reasoning in the same way, we prove that hj converges to tts- in the
narrow topology of measures.

STEP 4: Definition 2.29 implies Definition 2.13.
Let u be a renormalized solution of (1.1) according to Definition 2.29. We

choose w satisfying the hypotheses of Definition 2.13 as test function in (2.28)
and we obtain

for every k &#x3E; 0. Let ko be such that w = w+°° almost everywhere on the
set f u &#x3E; and u) = M~’~ almost everywhere on the set u  -ko } ; then we
have, for every k &#x3E; ko,

Passing to the limit in k, which is possible for the terms of the right hand side
due to the regularity of u and w, we have
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Since (the capp-quasi continuous representative of) u is finite cap-quasi ev-
erywhere (see Remark 2.31), the sequence converges to 1 capp-quasi
everywhere as k tends to infinity, and so tto almost everywhere. Therefore we
have 

I I

Finally, recalling that k+ belongs to and is concentrated on tu = k},
and that w = w+°° capp-quasi everywhere on ju &#x3E; ~0} (see Proposition 2.1),
we have for k &#x3E; ko,

since w+°° is continuous and bounded. The term can be treated in

the same way. Putting together the results, we obtain (2.19). D

5. - Proof of the stability result: first steps

In this section we begin the proof of the stability theorem (Theorem 3.4):
we will perform Step 1 to Step 4. The remaining steps will be done in Section 8,
after some additional results have been obtained.

5.1. - Proof of Theorem 3.4: beginning

In this section we will obtain some a priori estimates and convergence

properties of the sequence us. We remark that, if the us are "classical" weak

solutions of (3.5), with data belonging to (S2) and bounded in as

in the statement of Theorem 3.2, the results of the present section have already
been obtained in the literature (see [3], [4], [7], [1]). We derive here these

properties using only the fact that the u, are renormalized solutions (hence,
solutions which may not belong to the energy space W6’ (Q)) corresponding
to measure data, and adapting the previous techniques to our case. We also

explicitly remark that (for the results of this section only) we will not use the
fact that &#x3E;s converges in the sense specified by (3.9)-(3.13), but only that A,
is bounded in 

STEP 1: a priori estimates.
By the assumptions on it,, there exists a positive constant c such that

c for every 8 &#x3E; 0. If 1  p  N we thus have, from (4.5), (4.6),
and (4.7) (see Theorem 4.1),
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for every k &#x3E; 0 and for every n &#x3E; 0. The first inequality implies that

where c is independent of k, n, and s. Using (2.6), we obtain from (5.3)

where Bn~k is the function defined in (4.4). Taking n = 0, we get

with c independent of k and E.
To obtain the boundedness of in Lq(r2), for every q  we

observe that, by the second inequality of (5.2), we have

since for every Thus

is bounded in Lq (S2), for every , I

If p = N we obtain again (5.1), (5.2) (even if with different exponents and
constants as in (4.8) and (4.9)), and (5.3), while (5.6) is obtained using (4.9)
instead of (4.7); to derive it we proceed as before: the only change consists
in observing that, once q  is fixed, it is then possible to choose s  N
such that s &#x3E; q (N - 1), so that

STEP 2: up to a subsequence, u, is a Cauchy sequence in measure.
Let on &#x3E; 0 and 77 &#x3E; 0 be fixed. For every k &#x3E; 0, and every E and 6 we

have
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Let 17 &#x3E; 0 be fixed. By the first inequality of (5.2), there exists k &#x3E; 0 such

that, for every 8 and 8,

Once k is chosen, we deduce from (5.5) that Tk (u£) is bounded in W6’ (Q), and
so, up to a subsequence still denoted by u,, Tk (u,) is (strongly convergent in
LP(Q) and hence) a Cauchy sequence in measure. Consequently, there exists So
such that, for every E and 3 smaller than Eo, we have

We have thus proved the claim: up to a subsequence, u, is a Cauchy
sequence in measure. Therefore, there exist a further subsequence, still denoted

by u,, and a measurable function u, which is finite almost everywhere, such
that

(5.7) u, converges to u almost everywhere in S2.

From now on, we will consider this particular subsequence and the limit func-
tion u.

STEP 3: weak convergence of truncates.

Since from (5.5) we obtain that Tk (u£) is bounded in W¿,p (Q), I for every
fixed k there exists a subsequence (which may depend on k), and a function
vk in such that Tk (u£) converges to Vk weakly in Since

Tk(s) is continuous, the result of Step 2 implies that converges to Tk (u )
almost everywhere. Thus we have, for every k, vk = Tk(u); moreover, since
the limit is independent of the subsequence chosen, we have that for the whole
sequence u, defined at the end of Step 2,

(5.8) Tk (u£) converges to Tk(u) weakly in for every k &#x3E; 0 ;

this implies, in particular, that

(5.9) Tk (u ) belongs to W6’ (Q) for every k &#x3E; 0,

so that the approximate gradient of u is defined according to Definition 2.9.
Using (5.4) and the weak convergence of B,,k(U,), we obtain by weak

lower semicontinuity that u satisfies
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for every k &#x3E; 0, n &#x3E; 0, which implies, choosing n = 0,

for some positive constant c independent of n and k.

STEP 4: Vu, is a Cauchy sequence in measure.
We first observe that u,, being a renormalized solution in the sense of

Definition 2.13, is also a renormalized solution in the sense of Definition 2.29

(see Theorem 2.33). Thus, for every k &#x3E; 0, there exist two nonnegative measures
in and A.~, concentrated on the sets {u£ - kl and lu, = -k}
respectively, such that

for every cp in where JL8,O is the absolutely continuous part of
JLE with respect to the p-capacity as defined in (3.16). If we choose w = Tk. (u8)
as test function, we have

since is concentrated on the set {u~ = k} (where = k) and À;k is

concentrated on the set {u£ _ -k} (where Tae(U8) = -k). Thus we have, since
I p s, o-almost everywhere,

so that from (5.5) it follows

for every k and every E. Thus the measures

are bounded in 

From (5.12) we deduce that Tk (u£) is a solution in

where the measures are bounded in and where Tk(u8) is bounded

in independently of E for every fixed k. Thus, by a result of [4]
and [7], we have that VTk (u8) is a Cauchy sequence in measure. We can now
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repeat the same proof of Step 2: if o~ &#x3E; 0 is fixed, we have, for every k &#x3E; 0
and for every E and 8,

Thus, using the first inequality of (5.2) as in Step 2, we obtain that Vu, is a

Cauchy sequence in measure. Passing to a subsequence, we may assume that

almost everywhere in Q.

Thus, by the boundedness of 1 in Lq (Q), for every
from Fatou lemma, (2.7) and Vitali theorem that,

it follows

STEP 5: strong convergence of the truncates in 
Since this result requires many preliminary estimates, which will be obtained

in Sections 6 and 7, we prefer to interrupt the proof of Theorem 3.4 and to
continue it in Section 8. D

5.2. - Definition of the cut-off functions

In order to prove the strong convergence of the truncates, we consider
the set E where the measure &#x3E;s is concentrated and study the behaviour of
the solutions U8 near E (Section 6) and far from E (Section 7). The precise
meaning of "near E" and "far from E" is specified by means of two families
of cut-off functions, l/J -: and l/J ¡, that we now introduce.

LEMMA 5.1. Let measure in decomposed as ,us = ,us ,
with and concentrated on two disjoint subsets E+ and E- ofzero p-capacity.
Then, for every 8 &#x3E; 0, there exist two compact sets and Ks c E-, such
that .

and two functions 0/: and Vf- in C’ (0), such that



776

Moreover, and ~,e satisfy (3.12) and (3.13) respectively, we have

PROOF. Let 3 be a fixed positive number. Due to the regularity of the
measures JLt and it-, there exist two compact subsets of Q, K: and Ki, with

such that (5.16) holds. Moreover, since (because
there exist two open subsets of Q, Us and such that

Let us explicitly remark that it may happen that and

Finally, since capp (E+, Q) = 0, and S2) = 0, we have

which implies in particular (see for example [17], Lemma 2.9),

Thus, by definition of the p-capacity of a compact set, there exist two functions
1/1: and 1/18- such that (5.18) holds true and

From now on, we will consider 1fr: and 1fr¡ as functions in C°° (S2), setting
1fr: == 0 and 0 on QBU8+ and QBU8- respectively, so that we have (5.17),
(5.19) and (5.20).
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If h§f is as in the statement, we have, for every 6 &#x3E; 0,

while recalling (5.16) we have

Therefore (5.21) is proved. The proof of (5.22) is analogous.
Let now 6 and q be two fixed positive real numbers; we have

on the other hand, since 1 -1/1: 1/1; belongs to and is identically zero
on K+ n K:, with 0  1 - 1/1: 1/1; :S 1 on Q, we have, recalling (5.16),

This proves (5.23). The proof of (5.24) is analogous. D

6. - Near E

In this section we study the behaviour of the approximate solutions u, near
the set E where the measure is concentrated. We consider a renormalized
solution u, of the equation

where f,, g8, À~ and ht satisfy (3.9)-(3.13), and we prove that, in some sense,
the sequence U8 tends to on a neighbourhood of E+, and to - o0 on a
neighbourhood of E- ; this reflects on the behaviour of the gradients of 
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According to Definition 2.13 and to (3.16) and (3.17) in Remark 3.5 U8
satisfies

for every w in n L °’° ( S2) for which there exist k &#x3E; 0 and w+° and
in with r &#x3E; N, such that w = w+Oc almost everywhere

on the set &#x3E; k }, and w = w-’ almost everywhere on the set { u £  -k } .
We suppose that we have already extracted a subsequence, still denoted

by u8, such that U8 converges almost everywhere to a function u, and which
satisfies (5.7), (5.8), (5.13), (5.15).

Our first result is the following.

LEMMA 6.1. Let f8, g8, and ~,e be sequences which satisfy (3.9)-(3.13),
and let U8 be a sequence of renormalized solutions of (6.1) which satisfies (5.7),
(5.8), (5.13), (5.15). Let 1] be a positive real number, and let and 0’9 be functions
in W I’oc (Q) such that

We then have

REMARK 6.2. Let us make some comments on the results of this lemma.

We will discuss only (6.4), since the same comments can be made for (6.5).
Note that the only hypothesis on q~) is to be "close to 0" (in the sense of the
first assertion of (6.3)) on the set where JLt is concentrated, and that there is

no requirement on q~) with respect to JL-; and Similar considerations hold

for ~® .
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The first inequality of (6.4) says, in some sense, that the energy of U8 on
the set u,  2n }, once divided by n (which is the "width" of the strip

us  2~}), vanishes as 8 tends to zero, and then n tends to infinity, on the
set where JLt is not concentrated (and where 0’9 can be close (or even equal)
to 1). In contrast, note that using (5.1 ) with k = n, we have that

is bounded for every n and E, but does not converge to zero as - tends to zero
and then n tends to infinity, since its limit is (see (2.23)).

The second part of (6.4) describes a similar fact, for what concerns v

even if q~) can be close (or even equal) to 1 on the set where concentrated,
the fact that we restrict our attention to the set where U8 is larger than 2n (that
is, where u, is positive and very large) yields a quantity that converges to zero;
see also Remarks 2.19 and 2.24.

PROOF OF LEMMA 6. l. Let f3n (s) = Bn,n (S+), where Bn,n is defined by (4.4).
By (5.4) we have

Fix now n and let 8 tend to zero. As ,8n (o) - 0, the sequence is

bounded in Wo ’ p ( SZ ) . Furthermore, since us converges to u almost everywhere,
and since f3n (s) is continuous and bounded by 1, we have

almost everywhere and weakly* in . "

This fact, together with (6.6), implies, as E tends to 0+,

weakly in

Using the weak lower semicontinuity in (6.6), as in the proof of (5.10),
we obtain

Since ,8n (o) - 0, and since is bounded by 1, (6.9) implies that, as n
tends to infinity,

almost everywhere and weakly* in

strongly in
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We now choose w = f3n(u8) Oe as test function in (6.2) (setting w+oo = q5el
and w- °° = 0, this choice is admissible since w = 0’9 almost everywhere on
{Mg &#x3E; 2n } and w = 0 almost everywhere on  20132~}). We obtain

Recalling that converges to a (x, Vu) strongly in ev-

ery q  ~ by (5.15), that 0’9 belongs to that (6.7) holds, and
using (6.10), we obtain

Moreover, using Proposition 2.8, (6.7), the weak L 1 (S2) convergence of f8 to f,
and (6.10), we have

Furthermore,

due to the strong convergence (3.11) of to -div (g) in 

and to (6.8) and (6.11). Finally, since 0  1 and 0  JLts :S ),ED
(see (3.18)), and since Oe is continuous, we have 

"

where we have used (6.3) in the last inequality. Thus, observing that
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we obtain, putting together (6.12)-(6.16),

which gives (6.4) since both terms are nonnegative.
Estimate (6.5) can be obtained exactly in the same way, using Bn,n (s-)

and ~®, as well as the second part of (6.3). 0

LEMMA 6.3. Let k be a positive real number. Let f8, g8, and ~,e be sequences
which satisfy (3.,9) - (3.13), and let U8 be a sequence of renormalized solutions of (6.1)
which satisfies (5.7), (5.8), (5.13), (5.15). For 6 &#x3E; 0 and q &#x3E; 0 given, let Vf 6 + and
1/18-’ and and be functions in C°°(S2) which satisfy (5.17)-(5.24). We then
have

REMARK 6.4. As in Remark 6.2, some comments are in order. The first

result in (6.17) can be seen as giving some properties of Tk (u£) near the set

E+ : it expresses the fact that a(x, VTk(u8)). VTk(u8) is uniformly (in E) small
on a small neighbourhood of E+.

On the other hand, since k - Tk (s ) &#x3E; 0, the second result in (6.17) expresses
the fact that u, is very large (greater than k for every k) "near" E+, where

tends to concentrate. The same remarks can be made on (6.18).
’ 

Finally observe that in the second part of both (6.17) and (6.18) the order
in which the parameters converge is first E, next 6, then n, and finally q. The

introduction of the parameter (and therefore of the "double" test function

1/1: ~~ ) is made necessary here by the fact that we need to pass to the limit
first in £, then in 3 and then in n, and not first in 8 and then in n as we did
in Lemma 6.1. Lemma 6.3 is the only place where this double test function
is needed. It is used to control the term (B) in the proof (see (6.21) below).
Note that this term is zero (and thus there is no need of using the double test
function) if it, (and therefore is nonnegative.

PROOF OF LEMMA 6.3. Let k &#x3E; 0 be fixed, and let n be an integer with
n &#x3E; k. Let hn (s) = where Hn.n is defined in (4.3). Reasoning as in
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the proof of Lemma 6.1 (that is, using again (5.4)), and observing that hn(u8)
is bounded by 1, we get that for n fixed

almost everywhere and weakly* in 

We choose w = (k - as test function in (6.2) (setting
= w- °° = 0, this can be done since w = 0 almost everywhere on

{ ~ u ~ ~ &#x3E; 2~}), and we obtain

Since n is larger than k, we have ~ &#x3E; and
so that we get

Since the integrands are nonnegative, and 1/1: :S 1, we have

Thus, by the first assertion of (6.5), which can be applied since ~® _ ~,~
satisfies the second assertion of (6.3) thanks to (5.22), we conclude that
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Furthermore, since for k fixed, k - converges to k - Tk (u ) in
the weak* topology of and since (6.19) holds, using the fact that

supp (hn) = [-2n, 2n] ] we obtain

where the last statement is due to the fact that 1/f:- converges strongly to

zero in (see (5.20)), that a(x, BlT2n(u)) belongs to (Lp~(S2))N, while
hn (u) (k - Tk (u)) 1/f: belongs to Similarly, we have

using for the second statement the fact that tends to zero almost everywhere.
Furthermore we have, by Proposition 2.8,

since f, converges weakly to ,f’ in since (6.19) holds, and since k-Tk(u8)
converges to k - Tk (u) weakly* in and almost everywhere; the second
limit is performed using again the fact that 1/1: converges to zero in the weak*
topology of while the term f (k - belongs to 

Moreover we have

since -div (g8) converges to -div (g) strongly in W _ 1’p / (S2), while, as 8

tends to zero, (k - Tk(u8)) 0/: 1/1: converges to (k - Tk (u ) ) h,2 (u ) 1/1: 1/1:
weakly in (this easily follows from the weak convergence of 
to Tk(u) in and from (6.19) and (6.20)). Thus, since we have that

(k - converges strongly to zero in as 8 tends to

zero (this is due to (5.20)),

Finally, thanks to (5.22),



784

Putting together (6.21 )-(6.26), we have

Since n &#x3E; k we have

and

so that (6.27) implies (6.17).
The estimate (6.18) is obtained in the same way, choosing as test function

and using the corresponding properties of

7. - Far from E

This section will be devoted to the proof of the following result.

LEMMA 7 .1. Let k be a positive real number. Let , f ’£, g8, andk9 be sequences
which satisfy (3.9)-(3.13), and let U8 be a sequence of renormalized solutions of (6.1 )
which satisfies (5.7), (5.8), (5.13), (5.15). For 6 &#x3E; 0 and q &#x3E; 0 given, let and

1/18-’ and and 1/1;¡-, be functions in C°° (S2) which satisfy (5.17)-(5.24). Define

We then have

REMARK 7.2. The meaning of (7.2) is, roughly speaking, that a (x, 
strongly converges to a (x, in if we "stay away"

from E.

We split the proof into three lemmas. We begin with the following result.
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LEMMA 7. 3. Under the hypotheses of Lemma 7.1 we have

PROOF. We choose w = (1 - Tk(U8) as test function in (6.2) (setting
w+°° = k (I - 1&#x3E;8,1]) and w- 00 = -k ( 1 - this can be done since w =

k (1 - almost everywhere on lu, &#x3E; kl and w = -k (1 - 1&#x3E;8,1]) almost

everywhere on  2013~}), and we obtain

Since (D8,, belongs to a(x, Vu8) converges to a(x, Vu) strongly
in every q  by (5.15), and Tk (u8) converges weakly* in

L°°(Q) and almost everywhere to Tk(u), we have

Since for q and 3 fixed, ( 1- 1&#x3E;8,17) Tk (ug) converges to ( 1- Tk (u) weakly*
in L°°(Q) and almost everywhere in Q, while f£ converges weakly to f in
L 1 (S2), we get, by Proposition 2.8,

Since for q and 6 fixed, ( 1 - Tk(u8) converges to ( 1 - ~s,,~ ) Tk (u) weakly
in I p and since -div (g£) converges to -div (g) strongly in (Q),
we obtain
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For (E) and (G) we have, using the inequality
and (5.23),

In the same way, using the inequality (see (3.18)) and (5.24), we get

Putting together (7.4)-(7.8), we obtain (7.3).

LEMMA 7.4. Under the hypotheses o,f’Lemma 7.1, we have

PROOF. We split the left hand side of (7.9) into the sum of four terms:

For every term above we can apply the result of Lemma 6.1. Indeed, if

we define ~e ~ = 1 - 1/1: 1/ry, we have, by (5.23),

and so ør+17 satisfies (6.3); this implies, by (6.4), that

The same thing clearly holds if we define
so that we get

and use (5.24),
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Moreover, if we set we have

by (5.21); this implies, again by Lemma 6.1, that

The same computation, with yields

Putting together the estimates we have obtained on the four terms, we
get (7.9). 0

LEMMA 7.5. Under the hypotheses of Lemma 7.1, we have

PROOF. Let n be an integer with n &#x3E; k, and define hn(s) - Hn,n(s) as

in the proof of Lemma 6.3; then hn(U8) satisfies (6.19) and (6.20). Moreover,
using the definition of hn and arguing as in the proof of (6.11), we obtain

(7.11) hn (u) - 1 almost everywhere and weakly* in L°°(Q),

(7.12) hn (u) - 1 strongly in 

We choose (1 - 1&#x3E;8,1]) Tk (u) hn(u8) as test function in (6.2), with w+°° =
w - °° = 0, and we obtain
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Since a (x, = and since VT2n(u8))
converges to weakly in while hn(u8) converges al-
most everywhere to h, (u) and is bounded by 1, we obtain that the sequence

converges to weakly in as 8

tends to zero. For n &#x3E; k, we have

Moreover, we have

the first statement holds true since a (x, converges strongly to a (x, V)
in (L q (Q)) N, for every q  while 1&#x3E;8,1] belongs to and hn(u8)
satisfies (6.19); the second one is due to (7.11). Furthermore, by the result of
Lemma 7.4,

As for the right hand side, we have

by Proposition 2.8 together with (6.19), and the weak convergence of f, to f
in L’ (Q); the second statement is due to (7.11). Moreover,

where the first statement holds true since -div (g 8) converges to -div (g)

strongly in (2), while satisfies (6.20); the second statement is due
to the fact that hn (u) satisfies (7.12). The two remaining terms are estimated
as follows using (5.23) and (5.24):

and (in analogous way),

Putting together (7.13)-(7.19), we have proved (7.10), since all integral terms
in (7.10) depend neither on E nor on n. D

PROOF oF LEMMA 7.1. To obtain (7.2) it is enough to put together (7.3)
and (7.10). D
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8. - Proof of the stability result: conclusion

In this section we conclude the proof of the stability theorem. Recall that
U8 is a sequence of renormalized solutions of (6.1), and that in the previous
steps (see Section 5) we have already extracted a subsequence, still denoted by
u8, which satisfies (5.7), (5.8), (5.13), (5.15).

STEP 5: strong convergence of the truncates in

Let q and 6 be fixed positive real numbers, and let
as in Section 7. We have

Thanks to (7.2) (proved in Lemma 7.1 ) we have

Thanks to (6.17) and (6.18) (proved in Lemma 6.3), we have

while, being a (x , ~ Tk (u ) ) ~ in and since con-

verges to zero in the weak* topology of we have

Thus, by (8.1)-(8.3), we have

which implies

Since a (x , i7Tk(ug) is a sequence of nonnegative functions that con-
verges almost everywhere to a (x , V’Tk(u)) . VTk(u), (8.4) implies that

strongly in L 1 ( S2 ) .
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By (2.6) we have

so that, converges almost everywhere to V Tk (u), the Vitali the-
orem yields that

strongly in 

and this concludes the proof of this step.
STEP 6: the limit function is a renormalized solution.
We will prove that u satisfies Definition 2.25; in view of the equivalence

between the various definitions of renormalized solution (see Theorem 2.33) this
will prove the stability theorem. The fact that u satisfies conditions (a) and (b)
of Definition 2.13 has been proved in (5.9) and (5.14). Let us prove (2.27).

Let h be a function in such that h’ has compact support in R,
and let w be a function in n with r &#x3E; N, such that 

belongs to Define, as usual, h (~oo) as the limit of h(s) at 

and h (- oo) as the limit of h at - 00 (note that h is constant for I large).
Since h is bounded and continuous, by the dominated convergence theorem the
sequence h(u8) is bounded in L°°(Q) and converges to h (u) strongly in LP(Q)
and weakly* in If M is such that supp (h’) C [-M, M], we have,
almost everywhere in Q,

Since VTM(u8) is bounded in by (5.8), we conclude that h(u8)
converges to h(u) weakly in 

We now choose h(u8) cp as test function in the renormalized equation (2.27)
satisfied by U8 with as right hand side (decomposed as in (3.16) and (3.17)).
We obtain
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As supp (h’) C [-M, M], we have

since VTM(u8) converges to VTM(u) strongly in (Lp(S2))N, while VU8 h’(u8)
converges to weakly in and ~ belongs to LOO(Q). Further-
more

since a(x, Vu8) converges strongly to a(x, Vu) in for every q 

by (5.15), since w is in with r &#x3E; N, and since is weakly*
convergent in to h(u).

As for the right hand side, we have

in view of Proposition 2.8, since f8 converges to f weakly in L 1 (Q), while
converges to weakly* in and almost everywhere. We

then have

since converges strongly to -div (g) in W ~ 1’p ( S2 , ) while h(u8) CP
converges weakly to in tends to zero.

As for the other terms, we have

where we have set vE = A.~ 2013 Since, by (3.18), and by the nonnegativity
of À~, and since by hypothesis (3.12) hfi converges to &#x3E;)
in the narrow topology of measures, we conclude that, up to a subsequence,
the sequence V8 converges in the narrow topology to a measure v such that

JLt. As = À~s - (see (3.17) in Remark 3.5), we also have

v£ - ~es - Since we have V8 S À~, from which we conclude
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that 0  v  it-. Since JLt and it- are mutually singular, we have v = 0, so
that the whole sequence V8 converges to 0 in the narrow topology of measures.
Therefore

On the other hand, since by hypothesis (3.12) hfi converges to p.,t in the narrow
topology of measures, and since cp is continuous and bounded, we have

As for the other term, we observe that, if [-M, M], then 
h(+oc) is zero on the set &#x3E; M}, and so

For the first term of the right hand side of (8.12), we have, by (5.23)

For the second term of the right hand side of (8.12), we note that for k = 
one has

Therefore we have, for n &#x3E; k,

in which we use the second assertion of (6.17) for the first integral, and the
second assertion of (6.5) and the fact that
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for the second one, to obtain

From (8.10)-(8.14) we get

and in the same way,

Putting together (8.5)-(8.8) and (8.15), (8.16) we obtain

that is (2.27), as This concludes the proof of Theorem 3.4. 0

REMARK 8.1. It is crucial in the proof of Theorem 3.4 that the measures hfi
and ke are nonnegative and converge to two measures which are singular with
respect to the p-capacity and which are mutually singular. Taking = /-L+
and ~,e = tt-, the two examples below show that the truncates of U8 do not
converge strongly in if hfi and h# are nonnegative and converge to
two measures which are not mutually singular. Taking JL;, and

~,e . 0, these examples also show that the strong convergence of the truncates
fails if h§7 (or is not nonnegative, even if hfi and ~,e converge to two
mutually singular measures (which are here equal to 0).

EXAMPLE 8.2. In [7], Remark 3.2 (see also [8], Section 2) the authors
consider a sequence U8 of solution in (ug = 1 - w8 in the notation
of [8]) of the problem

where JLt and it- are two sequences of nonnegative measures in H-1 (S2),
which both converge to (the same multiple of) the Lebesgue measure on Q in
the narrow topology of measures, as well as in the strong topology of (~2)
for what concerns but only in the weak topology of for what
concerns A+. The sequence U8 satisfies 0  1, and converges weakly to 0
in but not strongly. Thus U8 for k &#x3E; 1 does not converge
strongly in 
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One may think that the result fails only because It, approximates a measure
which is not concentrated on a set of zero 2-capacity. This is not the case, as
the following example shows.

EXAMPLE 8.3. Let Q = B1 (o) = f x E I  1 }, with N &#x3E; 2; for
such that E V6-  1, consider the sequence ug of solutions of

where

It is easily seen that both JLt and JL; converge in the narrow topology of
measures to the same multiple 60 of the Dirac mass at the origin. The
solution U8 is radial and satisfies

where v is a C 1 function defined on R+ such that

for r &#x3E; 0, with

Moreover one can easily prove that v(r) = 0 if and only if r = 0, 5l or #,
that the function v is strictly decreasing on (0, 5l) and strictly increasing on
(V4-, ~), and that u (o) &#x3E; 0. Since v ( ~) = 0, v has, on (0, ~), a unique
zero, which we denote by z; clearly, v’ (z)  0.

Since v == 0 for r &#x3E; have on ~}(0)B~~/. (0), so that us
converges pointwise to zero except at the origin and hence almost everywhere
in Q. Furthermore, since I = /t+ + is bounded in L’(Q), then
U8 is bounded in for every q  N 1 (see [4], or (5.6) above). This

implies (by Rellich theorem) that U8 converges strongly to zero in L’(Q). Let
us study the behaviour of 
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For remains bounded in (L 2(Q))N independently of 8;
let us compute the limit of its norm as 8 tends to 0. By definition of U8 and
thanks to easy changes of variable, one has

In view of the form of the graph of the function v, the set

is the union of two disjoint intervals and

and

Since by definition both and converge to
zero as 8 tends to zero, the continuity of v implies that both p,- and p+ tend
to z. Hence, since v is C 1, we have

Thus, recalling that

Analogous calculations (using v’ ( V6) = 0, and v" ( ~) _ -1 ) yield

Therefore it follows from (8.17), from the mean value theorem, and from the
continuity of v (recall that v" ( ~) = -1), that, for k fixed,

so that does not converge strongly to 0 in Hence the result of
Theorem 3.2 does not hold.

Similarly one can prove that

which has to be confronted with (2.23), which in the present case would assert
that 

_ _

since the limit measure of JLt - JL; is zero.
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9. - A property of the difference of two solutions

In this section we prove a property of the difference of two renormalized
solutions of ( 1.1 ) corresponding to two different measures.

THEOREM 9.1. Suppose that a satisfies (2.6)-(2.8). Let u be renormalized
solutions of ( 1.1 ), with data JL and A respectively. Then, for every k &#x3E; 0 we have

and

If we assume that p ? 2, and a stronger hypotesis than (2.8) on a, namely

for almost every x in Q and for every ~, ~/ in RN, where a &#x3E; 0 is a given
constant (an hypothesis satisfied for example by a (x , ~ ) = I ~ I " -2 ~), then a

consequence of (9.1 ) is the following theorem.

THEOREM 9.2. Suppose that p &#x3E; 2 and that a satisfies (2.6), (2.7) ayzd (9.2).
Let u be renormalized solutions of ( 1.1 ), with data /-t and ji respectively.
Then, for everv k &#x3E; 0 we have Tk(U - û) in and

PROOF OF THEOREM 9.2. From (9.1 ) and (9.2) we obtain

for every k &#x3E; 0.

In order to prove that Tk (u - û) belongs to (recall that Vu - Vû
may not be V (u - û), due to the definition of gradient we use), we consider,
for every n &#x3E; 0, the function which belongs to by
(a) of Definition (2.13). It is easy to prove that, for n &#x3E; k,
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By (9.4) and (5.10) the right hand side of the previous inequality is
bounded uniformly with respect to n. Therefore the function Tk ( Tn (u ) - 
is bounded in uniformly with respect to n. Since this function con-

verges to Tk (u - M) almost everywhere in Q as n tends to infinity, we conclude
that Tk (u - ~) belongs to for every k &#x3E; 0. Using Lemma 2.12 with
À _ -1 we have that

which allows us to deduce (9.3) from (9.4). 0

PROOF OF THEOREM 9.1. We will use the fact that both u and û are

renormalized solutions in the sense of Definition 2.29; thus we have that, for
every n &#x3E; 0, there exists nonnegative measures ~j1 and ij in 
such that

for every cp in n L°°(Q). We fix k &#x3E; 0 and choose as test function

cp = Tk (Tn (u) - in (9.5), and w = Tn(u) in (9.6). Since h)
and hj converge in the narrow topology to and respectively, we have

Analogously, we have

Furthermore,

and

Summing up (9.5) and (9.6), and using the previous estimates, we thus obtain
that, for every n &#x3E; 0,
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We now write

The first integral of the right hand side is equal to

while the second one is equal to

where both terms are easily seen to be nonnegative using (2.6). We thus have

Reasoning in an analogous way, we have

Using (9.8) and (9.9) we thus obtain from (9.7)

Since the integrands is nonnegative by (2.8), we can pass to the limit as n tends
to infinity using the Fatou lemma to obtain that

and (9.1 ).
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10. - Some partial uniqueness results

In this section we first prove the uniqueness of the renormalized solution
in the linear case. Then we prove, in the nonlinear case, that two renormalized
solutions with the same data which are "comparable" (in a sense which will be
specified) are actually equal. Let us explicitly observe that in the nonlinear case
we do not prove uniqueness stricto sensu for general measures 11 in A4b(Q)
and "noncomparable" solutions. However, uniqueness has been proved in the
case of measures in L’(Q), or more generally in (see [1], [5], and [23],
[25], [26]). In the case p = N, uniqueness has been recently proved in [16],
[12] (see also Remark 10.8, below). 

10.1. - Uniqueness in the linear case

THEOREM 10.1. Let A be a uniformly elliptic matrix with L°° (S2) coefficients,
which is therefore such that a(x, ~) = A(x) ~ satisfies (2.6)-(2.8) with p = 2, and
let A be a measure in A4b (Q). Then the renormalized solution of ( 1.1 ) is unique,
and coincides with the solution introduced by Stampacchia in [29].

PROOF. Let u be a renormalized solution of ( 1.1 ). By the equivalence
theorem (Theorem 2.33), u satisfies Definition 2.21. Choosing in (2.25) h(s) =

where H,z,n (s) is defined by (4.3), and cp = v, where v belongs to
Ho (S2) n Cb (SZ), we obtain

Using (2.23) and (2.24) we have

while Lebesgue dominated convergence theorem (observe that Hn.n(u) converges
to 1 /-to-almost everywhere as rc tends to infinity in view of Remarks 2.11

and 2.18) yields 
-

Thus
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If A* (x) is the transpose matrix of A (x), and Sn is the function in W 1.00 (R)
defined by 

-

we have

Let now g be any function in C~°(S2); by the De Giorgi regularity theorem
(see, e.g., [29]), the unique solution v of

belongs to and can thus be used as test function in (10.1) and (10.2).
On the other hand, since belongs to we deduce from (10.2)
and (10.3) that

Since Sn (u) converges to u strongly in L 1 (Q) as n tends to infinity, this implies
that 

ft

which together with ( 10.1 ) yields

where v is defined by (10.3). Thus u is a solution of the problem in the duality
sense, as defined by G. Stampacchia in [29]. Since the Stampacchia solution
is unique, so is the renormalized solution of (1.1). D

REMARK 10.2. Another proof of Theorem 10.1 can be given in the spirit
of [10], since any renormalized solution is a reachable solution in the sense
of [10], even in the nonlinear case (see Remarks 2.28 and 2.32). Let us

sketch this alternative proof. By the equivalence theorem (Theorem 2.33), any
renormalized solution u of (1.1) satisfies Definition 2.29. In the linear case,

Tk (u) is therefore the unique solution of
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where J1-k - ttolliul I  kl + ),+ - k- belongs to f1 A4b(Q) (see
Remark 2.32). Thus Tk (u ) is the Stampacchia solution (defined by duality
in the sense of [29]) of the problem with datum Itk. Since JLk converges to

&#x3E; in the narrow topology of measures, as k tends to infinity, and since the
Stampacchia solution is continuous with respect to the datum for this topology,
it follows that u, the limit as k tends to infinity of Tk (u ) in for every

q  is the Stampacchia solution of the linear problem (1.1). This proves
the uniqueness of u.

10.2. - Partial uniqueness in the nonlinear case

In order to prove partial uniqueness results in the nonlinear case, we make
further hypotheses on the function a, namely the strong monotonicity and the
local Lipschitz continuity, or the Holder continuity, with respect to ~ : we assume
that

and

for almost every x in Q and for every ~, ~/ in RN, where y &#x3E; 0 is a constant

and b is a nonnegative function in These hypotheses are satisfied for
example by the function a (x , ~ ) = 1~IP-2~.

We then have the following theorem.

THEOREM 10.3. Suppose that a satisfies (2.6), (2.7), (2.8), and (10.5). Let J1
be a measure in and let u and û be nvo renormalized sol utions o f ( 1.1 ).
relative to the measure JL. If moreover

then u = û.

PROOF. Define h11(5) = Hn.n(s), where HI1.11 is given by (4.3), and choose
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as test function in both equations (2.25) written for u and û. Subtracting the
equations, we obtain

Since hn (u) Îzn (u) is nonnegative and converges to 1 almost everywhere, and
since by (2.8) the function (a(x, Vu) - a(x, Vû). u) is nonnegative,
we have, by Fatou lemma,

If we prove that

we will then have

which implies the result by (2.8). We will only prove that

since the proof will hold also for 
If p &#x3E; 2, then by (10.5), and since both hn and h;¡ have compact support,

we have
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Applying Holder inequality with exponents p and p’, we then have

Using (4.5) with k = n, and (2.6), we have

,

while, using again (4.5), and (2.6), we get

Moreover, we also have

Finally, using hypothesis (10.6), we have

Putting together the last estimates we obtain (10.7), which concludes the proof
of the theorem in the case p &#x3E; 2.

If p  2, using the second assumption of (10.5), we haveL-

so that, by Holder inequality,

and this implies the result as before.
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The following theorems give other sufficient conditions for uniqueness,
which are stronger than (10.6).

THEOREM 10.4. Suppose that a satisfies (2.6), (2.7), (2.8), and ( 10.5). Let JL
be a measure in Let u be two renormalized solutions of ( 1.1 ), relative
to the measure JL. If moreover one of the following conditions holds:

then u =u.

PROOF. It is indeed clear that (10.8) implies (10.6). Since

(10.9) implies (10.8). 0

REMARK 10.5. Observe that the assumptions of Theorem 10.4 imply in

particular that the integrals which appear in (10.8) or (10.9) are finite, so that

û) belongs to for every n &#x3E; 0 (see the proof of Theorem 9.2),
a property that we have obtained in general only in the case p a 2, and under
a strong monotonicity assumption on a.

THEOREM 10.6. Suppose that a satisfies (2.6), (2.7), ( 10.4), and (10.5). Let
fJ.- be a measure in Let u and u be two renorlnalized solutions of ( 1.1 ),
relative to the measure /~. If moreover

then u = u.

PROOF. Let M = + 1. Assume first that p &#x3E; 2. We will prove
that (10.9) holds, which implies the uniqueness result. Indeed

for fz &#x3E; M, and therefore

Since Tk(u), and Tk(u - û) belong to by Definition 2.9 and
Theorem 9.2 we have by Lemma 2.12 (with h = - 1),



805

We deduce from ( 10.11 ) and from (9.3) that

i.e. (10.9).
Assume now that 1  p  2; we will prove that (10.8) holds, which

implies the uniqueness result. Indeed by Holder inequality (with 2/p &#x3E; 1) we
have

Since I  M } = Q, we have in view of the strong monotonicity (10.4)
and of (9.1 ),

On the other hand, in view of (2.22)

From these results we deduce that
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REMARK 10.7. In the case where the measure J1 belongs to A4o(Q) (and
not only to A4b(Q)), uniqueness of the renormalized solutions has been proved
in [5], [23], [25], [26]. Let us emphasize that this uniqueness result holds
for any renormalized solutions, and not only for "comparable" renormalized
solutions.

If (10.5) holds, this uniqueness result for J1 E is actually a particular
case of Theorem 10.4. Indeed when u and û are renormalized solutions, we
have

Using (2.6) and (2.19) with the test function w = (which corresponds to
w+x = n and w- x = -n) we have

since p, s = 0 in the present case. By Lebesgue theorem, we have

since 1 and tends to 0 ito-almost everywhere. This result
and the similar one for ~, imply (10.8) and therefore u = ~.

REMARK 10.8. In the special case p = N, uniqueness (as well as existence)
has been recently proved in [16], [13], and [12]. In those papers, the authors

prove the existence and uniqueness of a solution u in the sense of distributions,
specifying the class EN to which the solution belongs. In the papers [16]
and [13], EN is the "grand Sobolev space" Wo ~N~ (S2), defined by

while in the paper [12] En is the space

where is the usual Marcinkiewicz space.
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