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Abstract 

Replication, an important, uncommon, and misunderstood practice, is gaining appreciation in 
psychology. Achieving replicability is important for making research progress. If findings are not 
replicable, then prediction and theory development are stifled. If findings are replicable, then 
interrogation of their meaning and validity can advance knowledge. Assessing replicability can 
be productive for generating and testing hypotheses by actively confronting current 
understanding to identify weaknesses and spur innovation. For psychology, the 2010s might be 
characterized as a decade of active confrontation. Systematic and multi-site replication projects 
assessed current understanding and observed surprising failures to replicate many published 
findings. Replication efforts highlighted sociocultural challenges, such as disincentives to 
conduct replications, framing of replication as personal attack rather than healthy scientific 
practice, and headwinds for replication contributing to self-correction. Nevertheless, innovation 
in doing and understanding replication, and its cousins, reproducibility and robustness, have 
positioned psychology to improve research practices and accelerate progress. 
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 The 2010s were considered psychology’s decade of “crisis” (Giner-Sorolla, 2019; 
Hughes, 2018), “revolution” (Spellman, 2015; Vazire, 2018), or “renaissance” (Nelson et al., 
2018) depending on one’s perspective. For decades, methodologists had warned about the 
deleterious impacts of an over-emphasis on statistical significance (p < .05), publication bias, 
inadequate statistical power, weak specification of theories and analysis plans, and lack of 
replication on the credibility of published findings (Cohen, 1973, 1994; Greenwald, 1975; Meehl, 
1978; Rosenthal, 1979; Sterling, 1959). But those worries had little impact until conceptual and 
empirical contributions illustrated their potential ramifications for research credibility (Bakker et 
al., 2012b; Open Science Collaboration, 2015; Simmons et al., 2011; Wagenmakers et al., 
2011). This evidence catalyzed innovation to assess and improve credibility. Large initiatives 
produced surprising failures to replicate published evidence, and researchers debated the role 
and meaning of replication in advancing knowledge. In this review, we focus on the last 10 
years of evidence and accumulated understanding of replication and its cousins, robustness 
and reproducibility.  

What are reproducibility, robustness, and replicability? 

 Replication refers to testing the reliability of a prior finding with different data. 
Robustness refers to testing the reliability of a prior finding using the same data and different 
analysis strategy. Reproducibility refers to testing the reliability of a prior finding using the same 
data and same analysis strategy (National Academies of Sciences, 2019). Each plays an 
important role in assessing credibility. 

Reproducibility  

In principle, all reported evidence should be reproducible. If someone applies the same 
analysis to the same data, then the same result should recur. Reproducibility tests can fail for 
two reasons. A process reproducibility failure occurs when the original analysis cannot be 
repeated because of unavailability of the data, code, information about the analysis to recreate 
the code, or necessary software or tools. An outcome reproducibility failure occurs when the 
reanalysis obtains a different result than reported originally. This can occur because of an error 
in either the original or reproduction study. 
 Achieving reproducibility is a basic foundation of credibility, and yet many efforts to test 
reproducibility reveal success rates below 100%. For example, Artner and colleagues (2020) 
successfully reproduced just 70% of 232 findings, and 18 of those only after deviating from the 
reported analysis in the paper (see also Bakker & Wicherts, 2011; Hardwicke et al., 2018, 2021; 
Maassen et al., 2020; Nuijten et al., 2016). Whereas an outcome reproducibility failure suggests 
that the original result may be wrong, a process reproducibility failure merely indicates that it 
cannot be verified. Either reason challenges credibility and increases uncertainty about the 
value of investing additional resources to replicate or extend the findings (Nuijten et al., 2018). 
Sharing data and code reduces process reproducibility failures (Kidwell et al., 2016), which can 
reveal more outcome reproducibility failures (Hardwicke et al., 2018, 2021; Wicherts et al., 
2011).  
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Robustness  

Some evidence is robust across reasonable variation in analysis, and some evidence is 
fragile, meaning that support for the finding is contingent on specific decisions such as which 
observations are excluded and which covariates are included. For example, Silberzahn and 
colleagues (2018) gave 29 analysis teams the same data to answer the same question and 
observed substantial variation in the results (see also Botvinik-Nezer et al., 2019). A fragile 
finding is not necessarily wrong, but fragility is a risk factor for replicability and generalizability. 
Moreover, without precommitment to an analysis plan, a fragile finding can amplify concerns 
about p-hacking and overfitting that reduce credibility (Simonsohn et al., 2020; Steegen et al., 
2016). 

Replicability 

 The credibility of a scientific finding depends in part on the replicability of the supporting 
evidence. For some, replication is even the sine qua non of what makes an empirical finding a 
scientific finding (see Schmidt, 2009 for a review). Given its perceived centrality and the 
substantial and growing evidence base in psychological science, we devote the remainder of 
this article to replicability. Replication seems straightforward--do the same study again and see 
if the same outcome recurs--but it is not easy to determine what counts as the “same study” or 
“same outcome.” 

How do we do the study again? 

 There is no such thing as an exact replication. Even the most similar study designs will 
have inevitable, innumerable differences in sample (units), settings, treatments, and outcomes 
(Shadish et al., 2002). This fact creates a tension: If we can never redo the same study, how 
can we conduct a replication? One way to resolve the tension is to accept that every study is 
unique; the evidence it produces applies only to itself, a context that will never occur again 
(Gergen, 1973). This answer is opposed to the idea that science accumulates evidence and 
develops explanations for generalizable knowledge.  

Another way to resolve the tension is to understand replication as a theoretical 
commitment (Nosek & Errington, 2020; Zwaan et al., 2018): A study is a replication when the 
innumerable differences from the original study are believed to be irrelevant for obtaining the 
evidence about the same finding. The operative phrase is “believed to be.” Because the 
replication context is unique, we cannot know with certainty that the replication meets all of the 
conditions necessary to observe outcomes consistent with prior evidence. However, our existing 
theories and understanding of the phenomenon provide a basis for concluding that a study is a 
replication. The evidence provided by the replication updates confidence in the replicability of 
the finding and our understanding of the conditions necessary or sufficient for replicability to 
occur.  
 Because every replication is different from every prior study, every replication is a test of 
generalizability, but the reverse is not true. A generalizability test is a replication only if all 
outcomes of the test would revise confidence in the original finding (Nosek & Errington, 2020). 
For example, if positive outcomes would increase confidence and expand generalizability, but 
negative outcomes would merely identify a potential boundary condition and not alter 
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confidence in the original finding, then it is a generalizability test and not a replication. Applying 
this framework, the term “conceptual replication” has often been used to describe 
generalizability tests, not replications, because they are interpreted as supporting the 
interpretation of a finding but rarely as disconfirming the finding.  

Replication as a theoretical commitment leads to the position that distinctions such as 
direct versus conceptual replication are counterproductive (Machery, 2020; Nosek & Errington, 
2020). This position guides this review but is not uncontested. For alternative perspectives 
about the value of replication and terminological distinctions of types of replications see Crandall 
& Sherman, 2016; LeBel et al., 2018; Schwarz & Strack, 2014; Simons, 2014; Stroebe & Strack, 
2014; Wilson et al., 2020; Zwaan et al., 2018. 

How do we decide whether the same outcome occurred? 

Empirical evidence rarely provides simple answers or definitiveness, but psychological 
researchers routinely draw dichotomous conclusions, often based on whether or not p < .05, 
despite persistent exhortations by methodologists. The desire for dichotomous simplicity occurs 
with replications too: “Did it replicate?” Some dichotomous thinking is the result of poor 
reasoning from null hypothesis significance testing. Some dichotomous thinking is also 
reasonable as a heuristic for efficient communication. Simplified approaches may be sufficient 
when the tested theories and hypotheses are underdeveloped. For example, many 
psychological theories only make a directional prediction with no presumption of rank-ordering 
of conditions or effect size. A miniscule effect detected in a sample of 1,000,000 may be treated 
identically to a massive effect detected in a sample of 10.  

There are a variety of options for dichotomous assessment of replication outcomes, 
each of which provide some perspective and none of which are definitive. These include 
assessing whether the replication rejects the null hypothesis (p < .05) in the same direction as 
the original study (Camerer et al., 2018; Open Science Collaboration, 2015), computing 
confidence or prediction intervals of the original or replication findings and assessing whether 
the other estimate is within an interval or not (Open Science Collaboration, 2015; Patil et al., 
2016), assessing whether replication results are consistent with an effect size that could have 
been detected in the original study (Simonsohn, 2015), and subjective assessment of whether 
the findings are similar (Open Science Collaboration, 2015). There are also some approaches 
that can be used as continuous measures such as Bayes factors comparing original and 
replication findings (Etz & Vandekerckhove, 2016) and a Bayesian comparison of the null 
distribution versus the posterior distribution of the original study (Verhagen & Wagenmakers, 
2014), although these are often translated into a dichotomous decision of whether a replication 
failed or succeeded.  

As psychological theory and evidence matures, rank-ordering, effect sizes, and 
moderating influences become more relevant and require a more refined incorporation of 
replication evidence. Each study contains an operationalization of its conceptual variables of 
interest, an examination of their relations, and an inference about their meaning. More mature 
evaluations of replication data reduce the emphasis on individual studies and increase the 
emphasis on effect size and cumulative evidence via meta-analysis or related approaches 
(Mathur & VanderWeele, 2020). Meta-analysis in replication research examines the average 
effect size, degree of uncertainty, and evidence for heterogeneity across samples, settings, 
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treatments, and outcomes (Hedges & Schauer, 2019; Landy et al., 2020). When heterogeneity 
is high, it can indicate that there are moderating influences to identify, test, and then improve 
theoretical understanding. Meta-analyses, however, are often undermined by publication bias 
favoring significant results and other threats to the quality of individual studies (Carter et al., 
2019; Rothstein et al., 2005; Vosgerau et al., 2019). Averaging studies that vary in quality and 
risk of bias, including when meta-analyzing original and replication studies, can lead to a false 
sense of precision and accuracy. 

Ultimately, replication is a central feature of the ongoing dialogue between theory and 
evidence. The present understanding is based on the cumulative evidence. Areas of uncertainty 
are identified. Tests are conducted to examine that uncertainty. New evidence is added 
reinforcing or reorganizing present understanding. The cycle repeats. 

A Note on Validity 

 A finding can be reproducible, robust, replicable, and invalid at the same time. Credibility 
via reproducibility, robustness, and replicability does not guarantee that treatments worked as 
intended, measures assessed the outcomes of interest, or that interpretations correspond with 
the evidence produced. But conducting replications can help identify sources of invalidity if 
those sources of invalidity vary in the operationalizations of replications that are believed to be 
testing the same phenomenon. Deliberate efforts to root out invalidity via replications can also 
be productive. For example, an original finding might be that increasing empathy reduces racial 
bias. An observer might suspect that the intervention affected more than empathy, potentially 
undermining validity. A replication could pursue the same evidence but with an alteration that 
meets the theoretical conditions for increasing empathy but without influencing other variables. 
Stated this way, the ordinariness and centrality of replication for advancing knowledge becomes 
clear. Many replications, in practice, are efforts to root out invalidity, either because of 
questionable research practices that undermine the statistical evidence or because of 
questionable validity of the treatments, measures, and other study features used to produce the 
existing evidence. 

The state of replicability of psychological science 

Warning signs that replicability might be lower than expected or desired have been 
available for decades. Cohen and others (Button et al., 2013; Cohen, 1973, 1992a; Sedlmeier & 
Gigerenzer, 1992; Szucs & Ioannidis, 2017) noted that the median power of published studies is 
quite low, often below 0.50. This means, assuming that all effects under study are true and 
accurately estimated, that one would expect less than 50% of published findings to be 
statistically significant (p < .05). But other evidence suggests that 90% or more of primary 
outcomes are statistically significant (Fanelli, 2010, 2012; Sterling et al., 2012; Sterling, 1959). 
Moreover, a meta-analysis of 44 reviews of statistical power observed a mean statistical power 
of 0.24 to detect a small effect size (d = 0.20) with a false-positive rate of alpha = 0.05 and there 
was no increase in power from the 1960s through the 2010s (Smaldino & McElreath, 2016; see 
also Maxwell, 2004). The evidence of low power and high positive result rates cannot be 
reconciled easily without inferring influence of publication bias in which negative results are 
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ignored (Greenwald, 1975; Rosenthal, 1979) or questionable research practices that are 
inflating reported effect sizes (John et al., 2012; Simmons et al., 2011). Despite broad 
recognition of the disjoint, there were no systematic efforts to test the credibility of the literature 
until this past decade. 

“How replicable is psychological research?” is unlikely to ever be answered with 
confidence, as “psychological research” is large, changing constantly, and has ill-defined 
boundaries. A large enough random selection of studies to make a precise and meaningful 
estimate exceeds feasibility. But progress can be made by benchmarking replicability of 
samples of findings against expectations of their credibility. For example, if an individual finding 
is regularly cited and used as the basis for supporting theory, then there exists an implicit or 
explicit presumption that it is replicable. Likewise, testing any sample of studies from the 
published literature presents an opportunity to evaluate the replicability of those findings against 
the expectation that published results in general are credible. Any generalization of replicability 
estimates to studies that were not included in the sample will involve some uncertainty. This 
uncertainty increases as studies become less similar to the replication sample.  

People disagree about what degree of replicability should be expected from the 
published literature (Gordon et al., 2020). To provide empirical input for these discussions, we 
summarize recent evidence concerning replicability in psychology. We gathered two types of 
prominent replication studies conducted during the last decade: [1] “Systematic replications” 
were replication efforts that defined a sampling frame and conducted replications of as many 
studies in that sampling frame as possible to minimize selection biases, and [2]  “Multi-site 
replications” conducted the same replication protocol of prominent findings in a variety of 
samples and settings to obtain highly precise effect size estimates and estimate heterogeneity. 
In Figure 1, we pragmatically summarize the outcomes with two popular criteria for assessing 
replication success, statistical significance in the same direction, and comparison of observed 
effect sizes. 

For “systematic replications,” Soto (2019) replicated 101 associations between 
personality traits and outcomes (all measured with self-reports in the replication studies) 
identified from a published review of the literature and observed that 90% achieved statistical 
significance in the same direction with effect sizes 91% as large as the original studies. 
Camerer and colleagues (2018) replicated 21 social science experiments systematically 
selected from Nature and Science papers published between 2010 and 2015; 62% achieved 
significance in the same direction with effect sizes 50% as large as the original studies. Open 
Science Collaboration (2015) replicated 100 findings from 2008 issues of three psychology 
journals; 36% achieved significance in the same direction with effect sizes 49% as large as the 
original studies. “Multi-site replications” include the series titled “Many Labs” (Ebersole, 
Atherton, et al., 2016; Ebersole et al., 2020; Klein et al., 2014, 2018, 2019), registered 
replication reports primarily from the journal Advances in Methods and Practices in 

Psychological Science (Alogna et al., 2014; Bouwmeester et al., 2017; Cheung et al., 2016; 
Colling et al., 2020; Eerland et al., 2016; Hagger et al., 2016; McCarthy et al., 2018; O’Donnell 
et al., 2018; Verschuere et al., 2018; E.-J. Wagenmakers et al., 2016), papers from the 
Collaborative Replications and Education Project (Ghelfi et al., 2020; Leighton et al., 2018; 
Wagge et al., 2018), and other similar efforts (Dang et al., 2021; ManyBabies Consortium, 2020; 
Mccarthy et al., 2020; McCarthy et al., 2018; Moran et al., 2020; Schweinsberg et al., 2016). 
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Collectively (n = 77), 56% of multisite replications reported statistically significant evidence in 
the same direction with effect sizes 53% as large as the original studies (Figure 1).  

 
Figure 1. Replication outcomes for three systematic replication studies (Soto [2019], Camerer 
[2018], Open Science Collaboration [2015]), multisite replication studies, and a prospective 
“best practice” replication study (Protzko, 2020). Values above zero indicate the replication 
effect size was larger than the original effect size. Solid circles indicate that replications were 
statistically significant in the same direction as the original study. Studies with effects that could 
not be converted to r or original studies with null results are excluded. 

 
 

Combining across all replications (n = 307), 64% reported statistically significant 
evidence in the same direction with effect sizes 68% as large as the original studies. Moreover, 
the sample size for replication studies was on average 15.1 times the size of the original studies 
(Median = 2.8; STD = 32.8) eliciting more precise estimates of effect size and heterogeneity, 
and leading to a relatively generous definition of “success” with high power to detect a 
significant effect in the same direction as the original in the binary categorization of the 
replication outcome in these figures.  

We cannot estimate the replicability rate or effect size overestimation of psychology in 
general, but we can conclude that replicability challenges are observed almost everywhere that 
has undergone systematic examination. To preserve the view that the psychological literature is 
highly replicable, we would need to observe at least some sampling strategies that reveal high 
replicability and evidence for how these systematic and multisite replications underestimated 
replicability.  

What replicates and what doesn’t? 

Some replications produce evidence consistent with the original studies—others do not. 
Why is that? Knowledge about the correlates and potential causes could help advance 
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interventions to increase replicability. We discuss three overlapping classes of correlates; 
theoretical maturity, features of the original studies, and features of the replication studies. 

Theory 

We do not know in advance whether a phenomenon exists, but we might have an 
estimate of its prior probability based on existing knowledge. A phenomenon predicted by a 
well-established theory with a strong track record of making successful predictions and 
withstanding falsification attempts might elicit a high prior probability, but a phenomenon 
predicted by a new theory that has not yet been tested might elicit a low prior probability. 
Replicability should therefore be related to theoretical maturity (Cronbach & Meehl, 1955; 
Muthukrishna & Henrich, 2019).  

An important aspect of theoretical maturity is a good understanding of how the theory’s 
variables are causally connected. This helps to generate clear predictions and to identify 
auxiliary hypotheses and boundary conditions. Theory formalization and transparency should 
also increase replicability because an appropriate study design is easier to determine. This 
minimizes "hidden moderators" that might qualify whether a phenomenon is observed, a 
consequence of underspecified theories. 

Even for well-specified theories, any given study design inevitably includes auxiliary 
hypotheses that are not covered by theory. Many auxiliary hypotheses are implicit and may not 
even be made consciously (Duhem, 1954). For example, even mature psychological theories 
might not specify all parameters for the physical climate, presence or absence of disabilities, 
and cultural context because of seeming obviousness, theoretical complexity, or failure to 
consider their influence. Insufficient detail makes it more difficult to identify theoretical 
expectations and background assumptions that could influence replicability.  An original study 
might observe a true positive and a replication attempt might observe a true negative despite 
both being well-conducted when our understanding is not yet mature enough to anticipate the 
consequences of seemingly irrelevant factors in the sample, setting, interventions, and outcome 
measures (Nosek & Errington, 2020; Stroebe & Strack, 2014).  
 That such contextual sensitivity can occur is a truism, but invoking it to explain the 
difference between the results of an original study and a replication demands evidence (Simons, 
2014; Zwaan et al., 2018a). Van Bavel and colleagues (2016) observed that judges’ ratings of 
the context sensitivity of phenomena included in Open Science Collaboration (2015) were 
negatively associated with replication success (r = -0.23). However, Inbar (2016) observed that 
the correlation did not hold within social (r = -.08) and cognitive (r = -.04) subdisciplines and thus 
could reflect confounding by discipline. Appeals to context sensitivity are common in response 
to failures to replicate (Cesario, 2014; Crisp et al., 2014; Dijksterhuis, 2018; Ferguson et al., 
2014; Gilbert et al., 2016; Schnall, 2014; Schwarz & Strack, 2014; Shih & Pittinsky, 2014). 
However, there are multiple examples of presumed context sensitivity failing to account for 
replication failures or weaker effect sizes than original studies when examined directly 
(Ebersole, Atherton, et al., 2016; Ebersole et al., 2020; Klein et al., 2014, 2018). Heterogeneity 
is sometimes observed in replication studies, but it is usually modest and insufficient to make a 
replicable phenomenon appear or disappear based on factors that would not have been 
anticipated in advance of conducting the studies (Baribault et al., 2018; Klein et al., 2014, 2018; 
Olsson-Collentine et al., 2020). Identifying circumstances in which the replicability of a finding is 
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demonstrated to be contingent on unconsidered factors in the operationalization will be 
productive for advancing investigations of correlates of replicability. 

Features of original studies 

A finding may not be replicable because the original finding is a false positive (or a false 
negative for the rarely reported null results). If researchers investigate hypotheses with lower 
prior odds of being true, the false positive rate can be high (Button et al., 2013; Ioannidis, 2005). 
Dreber and colleagues (2015) provided initial evidence that psychologists tend to investigate 
hypotheses with low prior probabilities. Using Bayesian methods, they derived the median prior 
odds of a sample of findings replicated by Open Science Collaboration (2015) to be just 8.8% 
(range 0.7% to 66%). Relatedly, Open Science Collaboration (2015) reported exploratory 
evidence that studies with more surprising results were less likely to replicate (r = -0.24; see 
also Wilson & Wixted, 2018).  

Original findings based on weak statistical evidence may be more difficult to replicate 
than original findings based on strong evidence. For example, Open Science Collaboration 
(2015) reported exploratory analyses that lower p-values in original studies were associated 
with higher likelihood of replication success (r = -0.33). In a literature with relatively small 
sample sizes and publication bias favoring positive results, large observed effects can be a sign 
of overestimated or false positive effects rather than large true effects (Gelman & Carlin, 2014). 
Studies with larger samples, better measures, and more tightly controlled designs reduce error 
and produce more credible evidence, along with better insight about what is necessary to 
observe the effect (Ioannidis, 2005, 2014).  

Findings reported with low transparency may be more difficult to replicate for the 
mundane reason that it is difficult to understand what was done in the original study. It is rare 
that the theoretical conditions necessary for observing a finding are well-specified and general 
enough to achieve high replicability without reference to the operationalization of the methods. 
Errington and colleagues (2021) documented their difficulty in designing 193 cancer biology 
replications with just the information provided in original papers and supplements. In no case 
were they able to create a comprehensive protocol without asking clarifying questions of the 
original authors. Transparency and sharing of all aspects of the methodology make clear how 
the original finding was obtained, reduce the burden of making inferences from underspecified 
theories, and illuminate auxiliary and unstated assumptions about conditions that are sufficient 
to observe an original finding. This includes transparent reporting of all analytic decisions and 
outcomes to avoid unacknowledged “gardens of forking paths'' (Gelman & Loken, 2013). 
Making research contents findable, accessible, interoperable, and reusable (FAIR; Wilkinson et 
al., 2016), following reporting standards such as JARS (Appelbaum et al., 2018), and employing 
methods such as born-open data sharing (Rouder, 2016) can reduce or expose reporting errors, 
foster more comprehensive reporting of methodology, and clarify the data structure and analytic 
decisions.  

Failing to report the process and context of obtaining original findings transparently may 
reduce the replicability of reported findings. For example, researchers are more likely to publish 
positive findings than negative findings (Franco et al., 2014; Franco et al., 2016; Greenwald, 
1975). Reporting biases favoring positive results will produce exaggerated effect sizes and false 
positive rates, particularly in low-powered research contexts (Button et al., 2013; Ioannidis, 
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2008; Ioannidis, 2005). Conducting multiple studies and only reporting a subset that achieve 
statistical significance will inevitably reduce replicability if research includes any false 
hypotheses (Nuijten, van Assen, et al., 2015; Schimmack, 2012). And, original findings that 
result from selective reporting, p-hacking, or other behaviors that leverage random chance to 
amplify effect sizes, obtain statistical significance, or specify “overfitting” models should be less 
likely to replicate than others (Bakker et al., 2012b; Götz et al., 2020; Nelson et al., 2018; 
Simmons et al., 2011).  

Preregistration of studies in a registry ensures that studies are, in principle, discoverable 
even if they are not reported in published articles. Increasing transparency and discoverability of 
all studies will improve accuracy of meta-analyses and estimation of likelihood to replicate. 
Preregistration of analysis plans helps to calibrate confidence on the reliability of unplanned 
analyses (Nosek et al., 2018; Wagenmakers et al., 2012). 

Features of replication studies 

 A finding may not replicate because the replication is a false negative (or a false positive 
for the relatively rare published null findings). Many of the same features that tend to decrease 
the replicability of an original finding apply to replications too: small samples, poorly controlled 
designs, and other factors that reduce statistical power and increase uncertainty (Maxwell et al., 
2015). As with original studies, incomplete reporting can also distort the evidence; the 
probability of a false negative may be exacerbated if replications are subject to a reverse 
publication bias in which negative results are more likely to be reported than positive results 
(Ioannidis & Trikalinos, 2005).  

Just like original studies, replication attempts can fail due to errors or oversights by the 
researchers. Blaming a given failure to replicate on “researcher incompetence” is a hypothesis 
that requires empirical evidence. So far, in a decade of intense attention to replications and the 
skills of replicators, there are frequent assertions (Baumeister, 2016; Baumeister & Vohs, 2016; 
Gilbert et al., 2016; Schnall, 2014; Schwarz & Strack, 2014; Shih & Pittinsky, 2014) and little 
evidence that failures to replicate are due to shortcomings of the replication studies. Virtually all 
of the replication studies reviewed in Figure 1 include preregistration of study designs and 
analysis plans and open sharing of materials and data to facilitate such investigations. 

Further, specific cases that have been empirically examined do not support the 
conclusion that the replication failures occurred because of incompetence or of failing to 
implement and conduct the study appropriately. Gilbert and colleagues (2016) speculated that 
Open Science Collaboration (2015) failed to replicate many studies because the replication 
teams did not conduct the experiments with sufficient fidelity to the originals and highlighted 
original authors’ lack of endorsement of some protocols as supporting evidence (but see 
Anderson et al., 2016; Nosek & Gilbert, 2017). And, they and Wilson and colleagues (2020) 
suggested that a substantial portion of failures to replicate were due to underpowered 
replications. Ebersole and colleagues (2020) tested these claims by replicating 10 of the 
replications with extremely high-powered tests (median N = 1279) using the same replication 
protocols in one condition and protocols revised following formal peer review by experts in 
another condition. Formal expert review produced little to no increase in effect sizes compared 
with the original replication protocols (see also Ebersole et al., 2017; Klein et al., 2019).  
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Predicting replicability 

Given that not all findings are replicable, it would be helpful if we could anticipate 
replication likelihood in advance of conducting laborious replications. If replicability is 
predictable, then there is information about credibility in features of original studies and findings. 
It might also foster development of faster and cheaper indicators of replicability to guide 
attention and resource allocation towards findings that are most valuable to replicate (Isager et 
al., 2020). 

Evidence from three approaches engaging human judgment--surveys, structured 
elicitation protocols, and prediction markets--suggest that replication outcomes are predictable. 
Surveys present brief descriptions of original studies and findings and then average individual 
estimates about likelihood of successful replication. Structured elicitations engage small groups 
of individuals to make private initial judgments, and then compare and discuss estimates and 
share information with group members before making a second final private judgment (Hanea et 
al., 2017). Structured protocols such as IDEA (Investigate Discuss Estimate Aggregate) rely on 
mathematical aggregation of group members’ final judgments, rather than forcing behavioural 
consensus in the way traditional delphi groups do. Prediction markets have participants bet on 
whether the studies replicate or not by buying and selling contracts for replications. Contracts 
representing each study are worth $1 if the study replicates, and $0 if it does not replicate. The 
price of a contract is interpreted as the probability that the market assigns the replication 
outcome to be successful (Dreber et al., 2015).  

 
Figure 2. Predictions of replication outcomes across four methods: Surveys, Elicitations, 
Prediction Markets, and Machine Learning. The figure aggregates 123 prediction-replication 
pairs for which there are both survey and market predictions and outcomes from five different 
prediction projects (Camerer et al., 2016, 2018; Dreber et al., 2015; Ebersole et al., 2020; 
Forsell et al., 2019), 25 elicitations for 25 replications (Wintle et al 2021), and 264 machine 
learning scores from three projects (Altmejd et al., 2019; Pawel & Held, 2020; Yang et al., 
2020). Probabilities of replication were computed on a 0 to 100 scale for all three methods, and 
all three sets of human predictions were performed by experts.  



14 

 
In all approaches, aggregating across projects, predictions were positively correlated with 
observed replication success (r’s = 0.52 [prediction markets], 0.48 [surveys], 0.75 [elicitations]; 
Figure 2). Using a dichotomous criterion of prices above 50 anticipating replication success and 
below 50 anticipating replication failure in the prediction markets, 88 of 123 (72%) and 79 of 123 
(64%) in similar survey formats were predicted accurately. Prediction markets on replication 
outcomes based on effect size have so far not been very successful (Forsell et al., 2019) 
whereas survey evidence suggests some success (Landy et al., 2020). Using a survey method, 
Hoogeveen and colleagues (2020) observed that, for a subset of 27 of the 123 prediction-
replication pairs, lay people predicted replication success with 59% accuracy, which increased 
to 67% when also receiving information about the strength of the original evidence. There are 
not yet any studies to assess whether social-behavioral expertise confers any advantage when 
predicting replication outcomes. 

Humans, regardless of expertise, may not be needed at all. Two studies used machine 
learning models to predict replicability after training predictive models and then doing out-of-
sample tests. The results reinforce the conclusion that statistical properties like sample sizes, p-
values and effect sizes of the original studies, and whether the effects are main effects or 
interaction effects are predictive of successful replication (Altmejd et al., 2019). Models trained 
on the original papers’ narrative text performed better than those on reported statistics (Yang et 
al., 2020). In both studies, the models perform similarly to the prediction markets on the same 
data. If these findings are themselves replicable, then machine learning algorithms could 
provide a high-scalable early assessment of replicability and credibility to inform evaluation, 
resource allocation, and identification of gaps and strengths in the empirical evidence for 
theoretical models and findings. A third study used a different type of forecasting approach 
using the original studies’ information and the replication studies’ sample size only (Pawel & 
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Held, 2020). For the comparable samples, the forecasts from the tested statistical methods 
performed as well as or worse than the prediction markets. 

What degree of replicability should be expected? 

 Non-replicable findings are a risk factor for research progress, but it does not follow that 
a healthy research enterprise is characterized by all findings being replicable (Lewandowsky & 
Oberauer, 2020). It would be possible to achieve near 100% replicability by adopting an 
extremely conservative research agenda that studies phenomena that are already well-
understood or have extremely high prior odds. Such an approach would produce nearly zero 
research progress. Science exists to expand the boundaries of knowledge. In this pursuit, false 
starts and promising leads that turn out to be dead-ends are inevitable. The occurrence of non-
replicability should decline with maturation of a research topic, but a healthy, theoretically-
generative research enterprise will include non-replicable findings. Simultaneously, a healthy, 
theoretically-generative research enterprise will constantly be striving to improve replicability. 
Even for the riskiest hypotheses and the earliest ventures into the unknown, design and 
methodology choices that improve replicability are preferable to those that reduce it.  

Improving replicability 

Low replicability is partly a symptom of tolerance for risky predictions and partly a 
symptom of poor research practices. Persistent low replicability is a symptom of poor research 
practices. Replicability will be improved by conducting more severe tests of predictions (Mayo, 
2018). This involves increasing the strength of methods to amplify signal and reduce error. 
Increasing the strength of methods includes increasing numbers of observations, using stronger 
measures and manipulations, and improving design with validity checks, piloting and other 
validity enhancements (Smith & Little, 2018; Vazire et al., 2020). Reducing error includes setting 
stricter inference criteria (Benjamin et al., 2018; Lakens et al., 2018); taking precautions against 
p-hacking, HARKing, selective reporting by employing preregistration and transparency; and 
taking alternative explanations seriously by conducting robustness checks, cross-validation, and 
internal replications. These improvements are complemented by reporting conclusions that 
correspond with the evidence presented (Yarkoni, 2019), articulating presumed constraints on 
generality of the findings (Simons et al., 2017), and calibrating certainty based on the extent to 
which the statistical inferences could have been influenced by prior observation of the data or 
overfitting (Wagenmakers et al., 2012).  

Replicability will be improved if it is easy for anyone to evaluate the severity of the tests 
and the credibility of the conclusions and conduct follow-up research. Evaluation is facilitated by 
maximizing transparency of the research process, including sharing methods, materials, 
procedures, and data, reporting the timing of decisions and any data-dependency in analyses 
(Lakens, 2019; Nosek et al., 2019), and making explicit any hidden knowledge that might affect 
others’ evaluation or replication of the research such as conflicts of interest. Likewise, 
replication research may increase recognition that effect sizes are overestimated in the 
published literature and planning new research should include the expectation of smaller effect 
sizes and planning for larger samples to detect them (Funder & Ozer, 2019; Perugini et al., 
2014).  
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Initial evidence suggests that behavioral changes of preregistration, large samples, and 
sharing of research materials in original studies are associated with high replicability. Protzko 
and colleagues (2020) implemented these behaviors in a “best practices” prospective replication 
study in which four independent laboratories replicated novel findings in a round-robin format. 
As shown in Figure 1, the large-sample, preregistered original studies elicited relatively small 
effect sizes compared with original findings from other replication projects. But, those original 
effect sizes appear to be credible: Replication effect sizes were 97% as large as the original 
studies suggesting that high replicability is achievable. This study does not, however, provide 
causal evidence of specific practices increasing replicability. 

Structural solutions can improve replicability by incorporating more rigorous research 
practices into the reward and evaluation systems. For example, Registered Reports is a 
publishing model in which authors receive in-principle acceptance for proposed studies based 
on the importance of the question and the quality of the methodology before knowing the 
outcomes (Chambers, 2019). Registered Reports provides a structural solution to support 
selecting good research questions, using appropriately severe methods and procedures, 
preregistered planned analyses, and presenting work transparently for others to provide critique. 
Using Registered Reports is also associated with high rates of sharing data and materials and 
higher ratings of quality and rigor than comparison papers (Soderberg et al., 2020), and much 
higher proportion of reporting null results (Scheel et al., 2020). As yet, there is no investigation 
of whether findings from Registered Reports are more replicable on average than other findings. 
Similarly, encouraging adversarial collaboration could help advance progress particularly when 
there are clear alternative perspectives (Ellemers et al., 2020; Kahneman, 2003), and 
integrating that process with Registered Reports could be particularly fruitful for making 
commitments and predictions explicit in advance (Nosek & Errington, 2020b). Finally, supporting 
and incentivizing the work of those who find and publicize errors could enhance the replicability 
of everyone’s findings by creating a culture that values “getting it right” rather than simply 
“getting it published” (Marcus & Oransky, 2020). 

Cultural, social, and individual challenges for improving 

replicability 

 Knowledge of the underlying causes of non-replicability and solutions for improvement 
are not sufficient on their own to improve replicability. The problems and solutions for low 
powered research and misuse of null hypothesis significance testing have been understood 
since before Jacob Cohen started writing about them in the 1960s (Cohen, 1962). Indeed, 
reflecting on the lack of increase of sample size and power 30 years later he wrote “I have 
learned, but not easily, that things take time” (Cohen, 1992b, p. 1311), and “we must finally rely, 
as have the older sciences, on replication” (Cohen, 1994, p. 1002). Psychological science is a 
complex system with structural constraints, social context, and individual knowledge, biases, 
and motivations (Smaldino & McElreath, 2016). Improving replicability is not just about knowing 
what to do, it is also about addressing the structural, social, and individual factors that impede 
the ability and opportunity to do it (Hardwicke et al., 2020).  
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Social and Structural Context 

 Academic science occurs in a complex system of policies, norms, and reward systems 
that are shaped by decisions about which research is funded, which research gets published, 
and which researchers get jobs and promotions. The system of policies, incentives, and norms 
is strong enough that researchers may value behaviors that improve replicability and know how 
to do those behaviors, but still not do them because the behaviors are not rewarded or are even 
costly to one’s career advancement.  

The currency of advancement in academic science is publication (Bakker et al., 2012a), 
and not everything gets published. Positive, novel, tidy results are more likely to get published 
than negative, replication, or messy results (Giner-Sorolla, 2012; Nosek et al., 2012; Romero, 
2017). With substantial discretion on which studies and analyses are reported, researchers 
have both motivation and opportunity to engage intentionally or unintentionally in behaviors that 
improve publishability at the cost of credibility.  

These trends affect all areas of science but might be particularly acute in fields in which 
there is a lack of consensus about constructs, definitions, and theories (Leising et al., 2020). 
With incentives rewarding innovation, it is in researchers’ self-interest to avoid using constructs 
and theories developed by others as illustrated by the aphorism “Psychologists treat theories 
like toothbrushes--no self-respecting person wants to use anyone else’s” (Mischel, 2008). If 
even using another’s theory for novel research is an impediment to career advancement, it is no 
surprise that replications are undervalued. 

The emphasis on novelty further discourages researchers from adopting rigor-enhancing 
practices in their own work. Conducting replications could make novel, positive results “go 
away” and the publication potential with it. Moreover, Bakker and colleagues (2012) provided 
modeling evidence that if the goal is to create as many positive results as possible, then it is in 
researchers’ self-interest to run many, underpowered studies than fewer, well-powered ones 
(see also Gervais et al., 2015; Tiokhin & Derex, 2019). The combination of these is combustible-
-a literature filled with novel contributions selectively reported from many underpowered studies 
without replications to assess credibility or improve precision. The lack of replication also means 
that there are no costs for publishing false positives--reputational or otherwise--thus reinforcing 
the singular emphasis on novelty. 

Smaldino and McElreath (2016) incorporated some of these structural incentives into a 
dynamic model of the research community conducting research and publishing results and 
found that “the persistence of poor methods...requires no conscious strategizing--no deliberate 
cheating nor loafing--by scientists, only that publication is a principal factor for career 
advancement.” Moreover, they observed that adding replication studies is insufficient to alter the 
dysfunctional process, emphasizing that structural change is also necessary for effective reform. 

Imbuing scholarly debates about evidence with negative attributions about character and 
intentions interferes with treating replication as ordinary, good practice (Meyer & Chabris, 2014; 
Yong, 2012). This creates a fraught social environment that discourages researchers from 
skeptical and critical inquiry about existing findings. This dysfunctional social culture might be 
sustained by defining researcher identities based on their findings rather than their 
demonstrated rigor and transparency. If reputation is defined by one’s findings, then a failure to 
replicate functionally becomes an attack on one’s reputation. 
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Optimistically, there is conceptual support for social and structural change. Researchers 
endorse core values of science such as transparency and self-skepticism (Anderson et al., 
2007), and disagree with the cultural devaluation of replication. Faced with a trade-off between 
a researcher who conducts boring but reproducible research versus one who conducts exciting 
but not reproducible research, raters consistently and strongly favor the former (Ebersole, Axt, 
et al., 2016). Moreover, researchers who take seriously an independent failure to replicate by 
acknowledging it or conducting follow-up research receive reputational enhancement, even 
more so than researchers whose findings replicate successfully (Ebersole, Axt, et al., 2016; 
Fetterman & Sassenberg, 2015). This suggests that the challenges are rooted in the social and 
structural features of science, not in the minds of practicing scientists. Highlighting the 
consequences of some of the relevant practices, like small sample size, in decision-making 
contexts may be sufficient to spur shifts in evaluation (Gervais et al., 2015). 

Individual Context 

Even if the social environment does not explicitly tie researcher reputations to their 
findings, people like to be right (Kunda, 1990). But, scientific progress is made by identifying 
where current understanding is wrong and generating new ideas that might make it less wrong. 
So, part of a successful scientific career involves getting used to being wrong, a lot. 
Commenters have promoted the value of cultivating mindsets that embrace “getting it right” over 
“being right” and intellectual humility more generally (Ebersole, Axt, et al., 2016; Leary et al., 
2017; Whitcomb et al., 2017). Intellectual humility may be relevant to a variety of reasoning 
biases that can interfere with pursuit of truth including confirmation bias in which researchers 
might selectively attend to or create conditions that are consistent with their existing positions 
(Nickerson, 1998), hindsight bias in which researchers might revise their theoretical 
“predictions'' about what they would have expected of a replication design after observing the 
outcomes (Christensen-Szalanski & Willham, 1991; Kerr, 1998), and outcome bias in which 
researchers evaluate the quality of replication designs based on whether the outcomes are 
consistent or inconsistent with their desired outcome (Baron & Hershey, 1988; Nosek & 
Errington, 2020b). It is not yet clear whether intentional embrace of intellectual humility is 
sufficient to overcome the variety of motivated reasoning biases that help to preserve people’s 
sense of understanding, accuracy, and self-esteem (Kunda, 1990). As in other contexts for 
which biases are difficult to detect and overcome, structural solutions such as preregistration 
and transparency may be needed to mitigate the opportunity for such reasoning biases to affect 
judgment or make them more evident when they do occur. 

A changing research culture 

 Psychology in 2021 is different from psychology in 2011. Researchers have 
accumulated a substantial evidence base about replicability and credibility and how to improve 
them. Grassroots initiatives have shifted norms, advanced training, and promoted structural 
change. And, journal editors, funders, and leaders have adopted new policies and practices to 
shift incentives and requirements. These activities comprise a decentralized behavior change 
strategy that is transforming how research is done, reported, and evaluated. 
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Strategy 

 The culture change movement has many stakeholders making independent decisions 
about whether and how to change their policies and practices to improve replicability. There 
also has been collaboration and coordination among stakeholders and grassroots initiatives. 
Finally, there are organizations such as the Society for the Improvement of Psychological 

Science and the Center for Open Science (COS) that have missions to promote culture change 
toward rigor, transparency, and replicability. COS’s culture change strategy, based on Rogers’ 
diffusion model  (Figure 3), is a reasonable account of the broader, decentralized actions by 
many groups that are fostering culture change (Nosek, 2019). 

The model extends Rogers’ (2003) theoretical work on diffusion of innovations for how 
new technologies are first used by innovators and early adopters and then gain mainstream 
acceptance. It rests on a few key principles: culture and behavior change unfold over time, 
motivations differ across people and circumstances between the introduction and mass 
adoption of new behaviors, and multiple interdependent interventions are necessary to address 
variations in motivations and to leverage the adoption by some to stimulate adoption by others.  

According to the extension of the diffusion model, for innovators who are motivated by 
trying and testing new behaviors, providing infrastructure and tools that make it possible to do 
the behavior can be sufficient for adoption. Expanding to early adopters, those motivated by the 
vision and promise of the new behaviors, requires user-centered attentiveness to design to 
make it easy to do the behaviors. Those early adopters are critical for achieving mainstream 
adoption based on their direct, grassroots social influence of peers and the indirect visibility of 
their behaviors more generally to make it normative to do the behaviors. Bottom-up behavior 
change will eventually stall if there is not stakeholder support to shift incentives to make it 

desirable to do the behaviors. And, even incentives may not be sufficient to unseat behaviors 
that are sustained by structural factors. Policy changes adapt the structure and make it required 
or part of the system to do the behaviors.  
 
Figure 3. Interdependent interventions for effective culture change extending Rogers’ (2003) 
diffusion model. 
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 The model’s five levels of intervention are highly interdependent, each necessary, and 
none sufficient alone for effective culture and behavior change. For example, a policy 
intervention that does not have quality infrastructure or normative support is likely to fail to meet 
its intentions because meeting the policy is difficult and not valued, turning the policy from 
promoting good practice into imposing unwelcome bureaucratic burden.  

Evidence of change 

Behaviors that may directly or indirectly improve replicability, or the ability to assess 
replicability, include increasing sample size, preregistration, improving rigor and transparency, 
sharing materials and primary data, conducting replications, and enhancement of error detection 
and correction. A variety of interventions and solutions have emerged in the last decade 
including: tools supporting preregistration and sharing such as the Open Science Framework 
(OSF; Soderberg, 2018) and AsPredicted; error detection and correction such as statcheck 
(Epskamp & Nuijten, 2018) and GRIM (Granularity Related Inconsistent Means; Brown & 
Heathers, 2017); grassroots communities promoting new norms such as the Society for 

Improving Psychological Science, Open Science Communities (Armeni et al., 2020), national 
reproducibility networks (Munafò et al., 2020); large-scale collaboration to increase sample size 
and replication efforts such as Psychological Science Accelerator (Moshontz et al., 2018) and 
ManyBabies (Byers-Heinlein et al., 2020); increasing visibility of behaviors to shift norms such 
as badges for open practices (Kidwell et al., 2016); altering incentives for publishing away from 
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positive, novel, tidy results with Registered Reports (Chambers, 2019; Scheel et al., 2020); and 
policy changes by publishers, funders, and institutions to encourage or require more rigor, 
transparency, and sharing such as TOP Guidelines (Nosek et al., 2015). 

Most available survey data suggests that psychologists and other social-behavioral 
researchers acknowledge engaging in questionable research practices that could interfere with 
replicability (John et al., 2012). Table S5 summarizes 14 surveys of QRPs (Total N = 7,887) 
with, for example, 9% to 43% of researchers acknowledging failing to report all study outcomes 
and 25% to 62% acknowledging selectively reporting studies that “worked." We cannot surmise 
from these data whether QRPs are changing over time, both because of variation in sampling 
strategies and because most surveys asked if researchers had ever engaged in the behaviors. 
However, the median occurrence across surveys suggests that many of these behaviors are 
relatively common. 

Seven surveys of researchers (Total N = 4,737; Table S3) and four audit studies (Total N 
articles = 1,100; Table S4) assessed behaviors like sharing data and materials or preregistration 
among psychological scientists. Surveys observed between 27% and 60% reporting having 
shared data and between 27% and 57% reporting having preregistered a study. Audit studies 
observed high variation in data sharing of 0% to 65%, likely based on their sampling strategy, 
and only one study assessed preregistration and observed a rate of 3%. 

The audit studies suggest that self-reported behaviors have not yet translated in high 
numbers into the published literature itself with, for example, 2% of a random sample of 
psychology studies published between 2014 and 2017 having shared data and 3% having a 
preregistered study (Hardwicke et al., 2020). The discrepancy between audits and self-report is 
likely a function of multiple factors including when the surveys and audits were conducted, 
possible overreporting of the behavior in surveys, the time lag between doing the behavior and it 
appearing in a published article, and that surveys tend to ask about conducting the behavior 
once whereas individual researchers conduct many studies. Continuing issues with publication 
bias also imply that not all newly conducted studies are published. 

Christensen and colleagues (2019) asked psychologists to retrospectively report when 
they first pre-registered a study or posted data or code online, and observed about 20% having 
shared data or code and about 8% having preregistered in 2011 with those numbers rising to 
51% and 44% by 2017. Supporting that self-reported evidence, usage of services like OSF and 
AsPredicted for preregistration and sharing data and materials have grown exponentially (Figure 
4). Both services are available to anyone, but a substantial portion of their user bases are from 
psychology and allied fields. A 2019 analysis of all faculty from 69 psychology departments (N = 
1,987) indicated that 35% had OSF accounts with heaviest representation in social (57%), 
quantitative (48%), and cognitive (42%), and lightest representation in clinical (19%) and 
education and health (17%; Nosek, 2019). 

 
Figure 4. Yearly counts of users, sharing of files (research data, materials, code), and 
registration of studies on OSF and AsPredicted, two popular services for psychologists and 
allied disciplines. Data for new public files (sharing) prior to 2018 not available. 



22 

 
 

Contrasting the evidence of behavior change, in supplementary files we summarize five 
investigations of sample size over time and do not observe compelling evidence of change from 
1977 to 2017, and studies of statistical reporting errors over time suggest relative stability from 
1985 to 2013 (Bakker & Wicherts, 2011; Nuijten, Hartgerink, et al., 2015). Both require updated 
investigations for the latter half of the decade. Also, in the supplement we report evidence that 
retractions in psychology are still rare but increasing. The cause is not clear, but a plausible 
explanation is greater attention to and effort towards detection and correction of misconduct, 
faulty research, and honest errors (Marcus & Oransky, 2018). 

Evidence of individual behavior change is complemented by adoption of normative, 
incentive, and policy interventions by journals and other stakeholder groups. Idiosyncratic 
actions by stakeholders have given prominence to replicability such as the Netherlands 
Organization for Scientific Research, National Science Foundation, and DARPA issuing calls for 
replication research proposals (Baker, 2016; Cook, 2016; Root, 2020). The German Research 
Foundation launched a meta-scientific program to analyze and optimize replicability in the 
behavioral, social, and cognitive sciences (Gollwitzer, 2020), and individual institutions and 
departments articulated principles for improving rigor and replicability or interest in incorporating 
such factors into hiring and promotion (TOP Resources - Evidence and Practices, 2016). We 
conducted two systematic inquiries to assess the current status of journal policies and 
psychology department hiring practices. 
 
Figure 5. Adoption of TOP policies by randomly selected (n = 40; blue) and high-impact (n = 50; 
red) psychology journals. Policies are ordered by the proportion of journals adopting the policy 
at any level (1, 2, or 3) from the most at the top to the least at the bottom. 
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The Transparency and Openness Promotion (TOP) guidelines are a set of 10 policy 

standards related to transparency and reproducibility, each with 3 levels of increasing stringency 
(Nosek et al., 2015; Table S7). We assessed adoption of TOP-compliant policies in a random 
sample of psychology journals (n = 40; random journals) and the 5 journals with the highest 
impact factor from each of 10 psychology subfields (n = 50; high impact journals). 
Methodological details are available in the supplement. As illustrated in Figure 5, for each of the 
ten standards, the substantial majority of journals had not adopted TOP-compliant policies (i.e., 
level 0; range 56-90%, median = 83%). For 8 of the 10 standards, high-impact journals were 
more likely than random journals to have adopted a policy at any level, though the overall 
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frequency of policy adoption was comparable (17% and 15% respectively). Combining samples, 
TOP-compliant policies were most common for citing data sources (36%) and using reporting 
guidelines (36%), and were least common for preregistration of studies (12%) and analysis 
plans (13%). These findings suggest modest adoption of replicability-related policies among 
psychology journals. Notably, psychology's largest publisher, APA journals, has indicated an 
intention to move all of its core journals to at least TOP level 1 across eight standards by the 
end of 2021 (Center for Open Science, 2020). 

We also examined whether research institutions are explicitly communicating 
expectations for replicability and transparency in their job advertisements. We analyzed all 
academic job offers in psychology from the German platform academics.de from February 2017 
to December 2020 (n=1626). Overall, 2.2% (n=36) of job offers mentioned replicability and 
transparency as desired or essential job criteria. Most of these mentions (n=24) concerned 
professorship positions, the remainder (n=12) other scientific personnel. Of 376 advertising 
institutions, 20 mentioned replicability and transparency at least once. These numbers are 
small, but there are hints of an increasing trend (2017 and 2018: 1.0%; 2019: 2.0%; 2020: 
3.8%). 

There is both substantial evidence of new behaviors that may increase rigor and 
replicability of psychological findings and substantial evidence that more work is needed to 
address the structural, cultural, social, and individual barriers to change. So far, the driver of 
change has been the grassroots efforts by individuals and groups to improve research 
practices. Journals are leading change among stakeholder groups with department and 
institutional practices for hiring and promotion showing less evidence of change so far. 

What’s next? A metascience research and culture change agenda 

for accelerating psychological science 

 Like any good program of research, the productive decade of research on replicability 
has brought important questions to the fore that will be fodder for the next decade of 
metascience research (Hardwicke et al., 2020; Zwaan et al., 2018a). First, what is the optimal 
replicability rate at different stages of research maturity? How do we maximize progress and 
minimize waste (Lewandowsky & Oberauer, 2020; Shiffrin et al., 2018)? And, what role do 
behaviors promoting replicability play in that optimization process?  There is not yet good 
evidence about these questions.  

Second, what is the role of replicability in building cumulative science? Replicability is 
one of a variety of topics that are relevant for the credibility of research findings and the 
translation of knowledge into application. Other issues include measurement, causal inference, 
theory, generalizability, and applicability. These topics are interdependent but not redundant. 
Replicability does not guarantee validity of measurement or causal inference nor that the 
knowledge is applicable. Theorists vary in their weighting of which areas are necessary to 
improve to advance knowledge (Devezer et al., 2019; Feest, 2019; Frank et al., 2017; Leonelli, 
2018). And, at present, there is little empirical evidence to advance these debates. 

Third, are interventions to improve replicability effective? An earlier section provided a 
reasonable conceptual basis for believing that interventions such as increasing sample size, 
improving formalization of generating hypotheses, and preregistering studies and analysis plans 
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will improve replicability. However, there is too little empirical data to verify whether this is the 
case. An immediate research priority is to evaluate the variety of interventions that are gaining 
traction in psychological science.  

Finally, what is working, what is not, and what is still needed in the culture reform 
movement? Interventions to improve inclusivity, reward systems, error detection, and team 
science have gained momentum, but are they actually changing the research culture? And, are 
they improving the research culture or having unintended negative consequences that outweigh 
the intended benefits? A healthy metascience and culture change movement will be constantly 
evaluating its progress and impact to adapt and change course as demanded by the evidence.  

Replication can prompt challenge and uncertainty, even acrimony. However, when 
replication is incorporated as an ordinary part of skeptical inquiry, the occasional acrimony can 
be eclipsed by experiences of excitement, empowerment, and enlightenment. Replicability and 
credibility challenges have been recognized for decades with little to no evidence of change. 
Now, things are changing. There is much more to do, but the hardest part is getting started. 
That part is done. 
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Summary of Replication Studies 

Table S1. Descriptive statistics of Original and Replication Studies summarized in Figure 1. 
“Multi-site replications” include the series titled “Many Labs” (Ebersole et al., 2016, 2020; Klein 
et al., 2014, 2018, 2019), registered replication reports primarily from the journal Advances in 

Methods and Practices in Psychological Science (Alogna et al., 2014; Bouwmeester et al., 
2017; Cheung et al., 2016; Colling et al., 2020; Eerland et al., 2016; Hagger et al., 2016; 
McCarthy, Skowronski, et al., 2018; O’Donnell et al., 2018; Verschuere et al., 2018; E.-J. 
Wagenmakers et al., 2016), papers from the Collaborative Replications and Education Project 
(Ghelfi et al., 2020; Leighton et al., 2018; Wagge et al., 2018), and other similar efforts (Dang et 
al., 2021; ManyBabies Consortium, 2020; Mccarthy et al., 2020; McCarthy, Hartnett, et al., 
2018; Moran et al., 2020; Schweinsberg et al., 2016). “Best practice” refers to a prospective 
replication effort that incorporated preregistration, large samples, and methods transparency for 
original findings in an effort to increase replicability (Protzko et al., 2020). 

 Systematic Replications   

 Soto (2019) Camerer 
(2018) 

Open 
Science 
Collaboration 
(2015) 

Multi-site 
Replications 

“Best 
Practice” 
Protzko 
(2020) 

Number of 
replication outcomes 

101 21 94 77 14 

Sample size      

Mean (Median) of 
original studies 

1371.82 
(468) 

72.43  
(51) 

2526.77 
(54.5) 

242.84 
(82.5) 

1608.71 
(1544.5) 

Mean (Median) of 
replication studies 

1298.08 
(1505) 

458.19 
(243) 

5229.11 
(70) 

4150.40 
(3549) 

7034.07 
(6430.5) 

Ratio of Means 
(Medians) 

0.946 (3.22) 6.33 (4.76) 2.07 (1.28) 17.09 
(43.02) 

4.37 (4.16) 

Effect size (r)      

Mean (Median) of 
original studies 

0.296 
(0.270) 

0.460 
(0.388) 

0.406 
(0.378) 

0.335 
(0.330) 

0.149 
(0.132) 

Mean (Median) of 
replication studies 

0.239 
(0.228) 

0.246 
(0.149) 

0.202 
(0.126) 

0.176 
(0.070) 

0.143 
(0.133) 
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Difference of Means 
(Medians) 

-0.061 (-
0.045) 

-0.241 (-
0.253) 

-0.222 (-
0.264) 

-0.169 (-
0.266) 

-0.006 
(0.001) 

Statistical 
Significance 

     

% of replications 
significant and in 

same direction as 
original 

90.1% 66.7% 35.1% 55.8% 100% 

Notes: Statistical significance criterion only includes studies for which the original study was 
statistically significant. Sample includes more than one outcome per study if the replication 
identified multiple primary outcomes for the evaluation. Sample size refers to the final sample 
size used in the analysis, i.e., following all exclusions. Ratio of sample size means and medians 
are replications/original studies. Difference of mean and median effect sizes were calculated by 
converting r to z, taking the difference, and then converting z to r. Negative values indicate that 
the replication was smaller than the original study. Table S1 includes only replication studies for 
which we could convert both the original effect and the replication effect to Pearson’s r. In 
addition to the replications reported in Table S1, we identified 48 additional replication studies 
for which conversion to Pearson’s r could not be easily obtained. 
 
Figure 1 and Table S1 include all systematic and multisite replication studies since 2012 that we 
identified in search of the psychological literature.  However, we do not claim that we identified 
all such studies.  Some cells of the table have lower N than the overall count because of 
missing data or because the reported statistics did not allow effective conversion to a common 
effect size metric (Pearson’s r).  
 
There are two known systematic replication studies in neighboring disciplines that were not 
included in the main text summary: 

● (Cova et al., 2018) conducted systematic replications of 37 studies in experimental 
philosophy and observed statistically significant results in the same direction for 78% 
with effect sizes 89% of the original study on average. 

● (Camerer et al., 2016) conducted systematic replications of 18 studies in experimental 
economics and observed statistically significant results in the same direction for 61% 
with effect sizes 66% of the original study on average. 

 
We also excluded (Aczel et al., 2019) from the multisite replications list because of non-
comparability of effect sizes between the original and replication studies.  We decided to retain 
(ManyBabies Consortium, 2020) despite there not being a singular original study for testing 
replication and used a meta-analytic effect size reported from a review of that literature.  

What happens after replication? 

Science is presumed to be self-correcting by progressively refuting falsehoods and 
improving the validity of scientific knowledge (Laudan, 1981). Replications, robustness tests, 
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and reproducibility checks support this self-corrective process. Self-correction could begin with 
individual scientists shifting their judgments about original findings after replication. There is 
preliminary evidence that psychological scientists would update their judgments if replication 
evidence is brought to their attention and they are explicitly prompted to reflect on their 
judgments (McDiarmid et al., 2021). However, whether replications spontaneously prompt 
scientists to update their judgments in real world settings is less clear. 

Research on ego depletion provides a useful case study. Ego depletion refers to the 
idea that acts of self-control rely on limited resources and using these resources makes 
subsequent acts of self-control less successful (Baumeister et al., 1998). Hundreds of published 
studies appeared to support ego depletion with demonstrations of generalizability to different 
contexts and few replications. Multisite preregistered replications elicited little evidence for ego 
depletion (Hagger et al., 2016), but the findings were criticized by other ego depletion 
researchers (Baumeister & Vohs, 2016; Dang, 2016). Meta-analytic evidence also challenged 
the robustness of ego depletion (Carter et al., 2015; Carter & McCullough, 2014), and was also 
criticized (Cunningham & Baumeister, 2016) and countered with another meta-analysis (Dang, 
2018). Leading researchers organized another preregistered, multisite effort and found little to 
no support for ego depletion (Vohs et al., 2021).  

One indicator of self-correction might be reflected in how studies are cited. An 
examination of post-replication citation patterns in psychology suggests that even clearly 
contradictory replication results may only have a modest impact on how original studies are 
appraised in subsequent academic literature (Figure S1; Hardwicke et al., 2021). In the case of 
ego depletion, there was a small increase in favorable citations (71% to 73%) to Baumeister and 
colleagues (1998) and a small increase in unfavourable citations (3% to 5%) from pre-
replication (2015) to post-replication (2017-2019).  

 
Figure S1. Standardized annual citation counts (solid line) with citation valence (favourable, 
equivocal, unfavourable, unclassifiable) illustrated by coloured areas in pre-replication and post-
replication assessment periods. Dashed line depicts citations to the reference class (all articles 
published in the same journal and same year as the target article). Annual citation counts are 
standardized against the year in which the replication was published (citation counts in the 
replication year, indicated by a black arrow, are set at the standardized value of 100). Citation 
valence classifications for the Baumeister et al. case are extrapolated to all articles in the 
assessment period based on a 40% random sample. Figure by Hardwicke et al. (2021) 
available at https://osf.io/pxkt2/ under a CC-BY 4.0 license. Data and reproducible analysis code 
available at https://osf.io/6hsny/ and https://doi.org/10.24433/CO.4445269.v1 
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In the case of the facial feedback hypothesis by Strack and colleagues (1988), another classic 
finding with a prominent failure to replicate (E.-J. Wagenmakers et al., 2016), there was a 
decrease in favourable citations (82% to 71%) and a small increase in unfavourable citations 
(0% to 6%). These figures suggest modest corrective effects and imply considerable 
perpetuation of belief in the credibility of the original findings despite contradictory replication 
results. Even if clearly contradictory replication results do not necessarily undermine the 
credibility of an original finding (Collins, 1992; Earp & Trafimow, 2015; Maxwell et al., 2015), one 
might expect relevant counterevidence to be acknowledged and addressed with explicit 
argumentation. However, Hardwicke et al. observed substantial citation bias: only 27% of post-
replication articles citing Strack and colleagues (1988) and 18% of those citing Baumeister and 
colleagues (1998) also cited the respective large-scale replication. Of those articles that cited 
the original study favorably and cited the replication, a principled defence of the original study 
appeared in 50% and 54% of articles respectively. Thus, in these cases, relevant replication 
evidence has been neglected in post-replication citation patterns. 
 Part of the explanation for the lack of change in citation patterns may be continuing 
substantive disagreement about the meaning and relevance of the replication effort and the 
emergence of new evidence. Working out these boundary conditions and testing alternative 
hypotheses on the source of a replication failure can lead to productive scientific discovery. For 
the facial feedback hypothesis, Strack (2016) argued that the Wagenmakers and colleagues 
(2016) replication attempt was flawed because of the presence of a video camera, which could 
induce self-awareness and hence suppress emotional responses, among other methodological 



56 

concerns. Noah and colleagues (2018) manipulated the presence of a video camera in a 
preregistered study and found a facial feedback effect in the absence of a video camera which 
disappeared when the camera was present. However, Wagenmakers and Gronau (2018) 
criticized that replication evidence as the preregistration underspecified the analyses that 
support the finding. The authors of the replication disagreed (response by Schul et al. in 
Wagenmakers and Gronau 2016). Marsh and colleagues (2019) reported the combined data 
from in-class demonstrations of the facial feedback hypothesis to provide a large sample test 
and observed a small-to-medium effect size, in line with the original report. In their setting, 
participants were made aware of both experimental conditions and had many observers 
present. This seems potentially problematic for testing the hypothesis given earlier concerns 
about demand characteristics and induced self-awareness, but not all researchers agree.  
Strack suggested that this approach does test the hypothesis (Strack, personal communication, 
February 14, 2021). Optimistically, the viability of group administration increases the feasibility 
of conducting large sample, high-powered tests of the hypothesis in the future. 

Ideally, replication studies would produce constructive responses, including updating 
beliefs among the scientific community and empirically testing possible explanations for 
inconsistent results. Indeed, critical self-reflection is a hallmark of what makes scientific 
communities trustworthy (Vazire & Holcombe, 2020). More metascientific research is needed to 
understand under what conditions scientific communities engage in productive or 
counterproductive responses, and how fields respond to replications of phenomena over longer 
timespans. The recent reform movement in psychology has provided examples of a wide range 
of responses and some hints to the features of productive debates.  When scientific 
communities are responding productively--even with strong or potentially unresolvable 
differences of opinion among some contributors--we observe some of the following 
consequences for the discipline:   

(1) Critical reevaluation of theories, hypotheses, data, and auxiliary assumptions (e.g., 
about methods, designs, or statistical practices)  

(2) Open, collaborative, and constructive dialog in debates where even researchers 
holding strongly disagreeing positions are able to maintain assumptions of best intent and avoid 
harmful retaliation or ad-hominem attacks  

(2) Refined estimates of effect sizes and their practical implications (e.g., Byers-Heinlein 
et al., 2020)  

(3) Systematic and rigorous exploration of potential boundary conditions and moderator 
variables;  

(4) Investigations to evaluate findings theoretically related to the original findings 
(5) Redirection of research efforts to more promising avenues  

Recovering findings following a failure to replicate 

Debates about the facial feedback hypothesis and ego depletion are related to a topic briefly 
reviewed in the main text about whether problems in replication studies are occasionally or 
frequently the explanation for failures to replicate.  There we reported evidence from Ebersole 
and colleagues (2020) that 10 findings replicated in Open Science Collaboration (2015) did not 
show evidence of greater replicability following expert peer review of the experimental protocols 
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prior to conducting the study. Two other studies provide relevant evidence about whether 
incompetence or other weaknesses due to replication team efforts are responsible for failures to 
replicate. 
 First, Klein and colleagues (2019)investigated the role of expertise in conducting a 
replication of a key finding from Terror Management Theory (TMT; Greenberg et al., 1994).  
Klein and colleagues randomly assigned labs with variable experience with TMT to one of two 
conditions: [1] review the original paper and generate a replication protocol themselves or [2] 
use an experimental protocol designed with the input of TMT experts. Across a total of 21 labs 
and 2,220 participants, there was little evidence for the original finding in either condition. The 
average effect size across conditions ranged from Hedge’s g of .03 to .07 depending on the 
exclusion criteria applied, and the 95% confidence intervals overlapped 0. Moreover, whether 
the protocol was self-designed by the lab or expert-designed did not moderate the size of the 
observed result (p’s = .75, .61, .73). The observed effect size was considerably smaller than the 
original finding, Cohen’s d = 1.34 (Greenberg et al., 1994). 
 Second, Ebersole and colleagues (2016) failed to replicate a classic finding related to 
the elaboration likelihood model (ELM; N = 114, original effect size f2 = 0.20, 95%CI [0.06, 0.41]; 
Cacioppo et al., 1983; Replication N = 2365, f2 < 0.001, 95%CI [0, 0.002]). Petty and Cacioppo 
(2016) suggested hypotheses for why the finding might have failed to replicate including 
possible improvements to the experimental design. Luttrell and colleagues (2017) implemented 
presumed improvements and found suggestive evidence (p = 0.03) for an interaction between 
the Ebersole et al. protocol (N = 106, f2 = 0.001, 95%CI [0, 0.057]) and their revised protocol (N 
= 108, f2 = 0.07, 95%CI [0.003, 0.196]). However, even the revised protocol effect size was 
considerably smaller than the original finding which was outside of even the wide confidence 
interval. Ebersole and colleagues (2017) replicated the Luttrell et al. design with a very large 
sample (N = 1219) using many labs and failed to replicate the interaction supporting the 
conclusion that the revised protocol improved replicability (p = 0.135), but did find some support 
for a positive effect though at 1/8th the original effect size (f2 = 0.025, 95%CI [0.006, 0.056]). 
This scholarly examination of replicability provides the most promising possibility that a finding 
might be recovered following expert revisions to a failure to replicate. In strictly null hypothesis 
testing terms, the original study provided support for the finding, the replication did not, the 
expert-revised methodology did, and then the replicator team’s use of the expert-revised 
methodology did. This suggests the value of expertise in improving replicability in this context.  
On the other hand, the lack of statistical significance comparing conditions fails to support that 
conclusion and the dramatic decline in effect size compared to the original study is even more 
problematic for the notion that replicability is a function of expert participation. Nevertheless, it is 
always a possibility that failures in implementation of replications could account for null or 
reduced effects, just as it is always a possibility that failures in implementation of original 
research could account for positive or inflated effects (Greenwald, 1975). As such, it is not 
possible to draw a conclusion about the role expertise and implementation quality for replication 
outcomes in general. 
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Prediction surveys, betting markets, elicitation techniques, and 

machine learning 

Table S2. Descriptive statistics for prediction surveys, betting markets, structured elicitations, 
and machine learning outcomes summarized in Figure 3. 
 

 Prediction markets Surveys Structured elicitations 

Number of 
replication outcomes 

123 123 25 (Wintle et al., 
2021) 

Replication projects 
predicted 

Open Science 
Collaboration (2015) 
(41 studies), Camerer 
et al. (2016) (18 
studies), Camerer et 
al. (2018) (21 studies), 
Klein et al. (2018) (24 
studies), Ebersole et 
al. (2020) (20 studies) 

Open Science 
Collaboration (2015) 
(41 studies), Camerer 
et al. (2016) (18 
studies), Camerer et al. 
(2018) (21 studies), 
Klein et al. (2018) (24 
studies), Ebersole et 
al. (2020) (20 studies) 

Klein et al (2014) (1 
study), Open Science 
Collaboration (2015) (9 
studies), Ebersole et al. 
(2016) (1 study) 
Camerer et al. (2018) 
(6 studies), Klein et al. 
(2018) (8 studies) 

Number of 
participants 

31-114 31-114 25 (5 groups of 5 
participants each) 

Classification 
Accuracy 

72% 64% 84% 
 
 

Mean of predictions 57.2 56.8 51.7  
 
 

Median of 
predictions 

60.8 56.1 54.5 
 
 

Range of predictions 6.53-95.5 21.7-88.7 19.2-75.8 
 

Standard deviation 
of predictions 

23.2 16.9 17.3 

Notes: Classification accuracy is calculated as the share of correctly predicted replication 
outcomes based on dichotomizing prices or elicited probabilities above 50 as predicting 
successful replication. The table shows the unweighted mean across scoring strategies;  
Structured elicitations had 16 preregistered aggregation methods with performance range of 
80% to 88%. 

 
Prediction markets are information aggregation tools (Plott & Sunder, 1988), where 

participants typically trade contracts with clearly defined outcomes. With some caveats 
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(Fountain & Harrison, 2011; Manski, 2006) prices for contracts with binary events can be 
interpreted as the probabilities that the market assign the events. Prediction markets have been 
used to assess replication outcomes starting with Dreber et al. (2015), and there are now a 
handful of papers on this topic. In these markets, participants typically bet on whether a study or 
hypothesis will replicate or not (binary event), where successful replication is most often defined 
as a result in the same direction as the original study that is statistically significant (p<0.05 in a 
two-sided test). A contract is worth $1 if the study replicates, and $0 if it does not replicate. In 
these markets, the price of a study/hypothesis is interpreted as the probability that the market 
assigns the replication outcome to be successful, not that the hypothesis is true. If the contract 
is priced for example 50 cents, this means that a participant should buy the contract if they think 
that the study has more than 50% probability of replicating, whereas if they think the study has 
less than a 50% probability of replicating, they should short sell the contract. In the simplest type 
of analysis, market prices above 50 can be interpreted to mean that the market thinks that the 
study will replicate, and prices below 50 that the study will not replicate. There are several 
reasons for why these markets could work well in aggregating information and performing well 
in predicting replication outcomes, including that predictions are incentive compatible and that 
participants based on prices can learn something about other people’s beliefs about the study 
replicating, and thus update their beliefs. In these projects, the markets are open for some time 
period (10-14 days) and participants are endowed with USD 50-100.  

Dreber et al. (2015) used prediction markets to predict replication outcomes for 41 
(actually 44 but 3 replications were not finished) of the RPP studies. Participants were invited 
through the Open Science Framework and the RPP network. In the instances where 
participants were also replicators, they were not allowed to bet on their replications. The mean 
prediction market price was 55%, with a range of 13-88%, indicating that about half of the 
studies were expected to replicate. For the 41 studies explored, 16 (39%) replicated and 25 
(61%) did not replicate. Using the price of 50 cutoff, the markets correctly predicted 29 of 41 
replications (71%). Camerer et al. (2016) replicated 18 studies in experimental economics and 
found that 11 studies replicate. They also included prediction markets, with mainly experimental 
economists participating, and found that the market predicted that all studies would replicate in 
the sense that all prices were above 50, with the mean market price being 75%. Camerer et al. 
(2018) also had prediction markets for the 21 studies published in Nature and Science that they 
replicated. Participants were mainly researchers in psychology and economics and related 
fields. In this study 13 studies replicated, and the markets correctly predicted that these 13 
would replicate but also that three failed replications that would replicate. Forsell et al (2018) 
also included prediction markets for 24 (28 but some of the replications changed) replicated in 
the Many Labs 2 project. Unlike in the other projects, replication success was here defined as 
an effect in the same direction that is statistically significant at p<0.001. Prediction markets, 
mainly including psychologists, correctly predicted 18 of 24 (75%) replication outcomes. 

Gordon et al., (2021) pooled the data from Dreber et al. (2015), Camerer et al. (2016, 
2018) and Forsell et al. (2018) and found that for the 103 replication outcomes for which they 
have prediction market data and survey beliefs, prediction markets correctly predict 75 
outcomes (73%) when interpreting market prices above 50 as the market believing the study will 
replicate. 



60 

In addition, Ebersole et al. (2020) added prediction markets to the Many Labs 5 project, 
where researchers were asked to predict the replication outcomes of the 10 RP:P protocols and 
the 10 revised protocols. While two revised protocols replicated the original effect, the markets 
(consisting mainly of psychologists) believed that all but two other versions (RP:P and revised 
protocol) for another study would not replicate. Neither the prediction markets nor the survey 
performed well in predicting replication outcomes in this study. 

In Forsell et al. (2018) participants were also invited to predict relative effect sizes of the 
replications compared to the original studies. These markets attracted little trading - participants 
could choose whether to invest their endowments mainly in the binary markets or the effect size 
markets, and most chose the former. 

In the figures we show here we have combined the pooled results from Gordon et al. 
(2021) and the results from Ebersole et al. (2020). This leads to a sample of 123 prediction-
replication pairs for which there are both survey and market predictions. With the dichotomous 
criterion of prices above 50 anticipating replication success, the prediction markets successfully 
predict 88 of 123 (72%) while surveys correctly predict 79 of 123 (64%) results.  

There is also an example of lay judgments performing well in predicting a subset of 
these replication outcomes (Hoogeveen et al. 2020) - when 233 participants without a PhD in 
psychology were given the hypotheses for 27 of the replications in Camerer et al. (2018) and 
Klein et al. (2018), they predicted the outcomes better than chance (59%). When given 
additional information, their prediction performance reached 67%. 

In addition, there are several recent studies using similar prediction surveys with and 
without monetary incentives to predict different types of replication outcomes, e.g. Landy et al. 
(2020) where the focus is on conceptual replications and Tierney et al., (2020) who propose a 
“creative destruction” approach to replication where theories or frameworks are pitted against 
each other in the replications. These studies, with mainly researchers predicting replication 
outcomes, again suggest some albeit imperfect “wisdom of crowds”.  

Structured elicitation methods report high prediction accuracy, though the number of 
studies they have been benchmarked against is currently low. Using the IDEA protocol, Wintle 
et al (2021) asked participants to predict the replicability of 25 replication studies selected from 
five previously completed replication projects Open Science Collaboration (2015), Klein et al. 
(2014, 2018), Camerer et al. (2016) and Ebersole et al. (2016). They first excluded widely 
publicised studies, and randomly selected from the remainder of studies in those five projects. 
The elicitation was conducted face-to-face, and participants could not ‘look up’ the outcomes. 
Classification accuracy (the ability to correctly discriminate binary classifications replication 
outcomes as successes or failures) was 84%, based on an unweighted mean of all second 
round judgements. (Other preregistered aggregation models had classification accuracies 
between 80-88%.) On average it took the groups of 5 participants 28 minutes to complete an 
evaluation of each original study. 

When it comes to predictions from machine learning methods (Figure S2), Altmejd et al. 
(2019) use a black-box statistical approach to develop and train predictive models to predict the 
outcomes of Open Science Collaboration (2015), Klein et al. (2014), Camerer et al. (2016) and 
Ebersole et al. (2016). They look at 131 original study-replication pairs, for which they have 
prediction market prices for 55 pairs which are used as a benchmark for evaluating the model. 
They also do a pre-registered out of sample test of the 21 study-replication pairs in Camerer et 
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al. (2018). The authors include independent variables such as objective characteristics of the 
original studies (standardized effect size and p-value), as well as contextual information such as 
highest seniority and gender composition of the replication team, length of the paper and 
citations. The accuracy levels of the predictive models are similar to the prediction markets for 
the binary replication indicator (whether the replication result is in the same direction with 
p<0.05 or not). Altmejd et al. (2019) also try to predict relative effect sizes, and the predictive 
models for these do not perform as well as for the binary replication indicator. The results 
suggest that statistical properties like sample sizes, p-values, and effect sizes of the original 
studies as well as whether the effects are main effects or interaction effects are predictive of 
successful replication.  

 
Figure S2. Predictions of replication outcomes across three machine learning projects.

 
 

Yang et al. (2020) also predict replicability with machine learning models, starting with 
the Open Science Collaboration (2015) as training data, and doing out-of-sample tests on a 
more extensive set of replications from psychology as well as economics compared to Altmejd 
et al. They compare predictive models trained on either the original papers’ narrative (text), 
reported statistics or both narrative and reported statistics. The model’s accuracy is higher when 
trained on narrative than when trained on reported statistics, and the results also suggest that 
higher word combinations (ngrams) correlate with replication. As in Altmejd et al. (2019), the 
model performs as good but not better than the prediction markets for the sample of 100 studies 
for which they do this comparison. 

Pawel and Held (2020) use a different type of forecasting approach using the original 
studies’ information and the replication studies’ sample size only for (subsets of) the data in 
Open Science Collaboration (2015), Camerer et al. (2016), Camerer et al. (2018) and Cova et 
al. (2018). For the studies for which there are prediction market forecasts, the forecasts from 
Pawel and Held’s four different statistical methods perform as well as or worse than the 
prediction markets in predicting replication outcomes.  
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Are behaviors changing? 

Sample Size 
Conducting studies with high statistical power supports replicability. Statistical power and 

sample sizes, which proxy statistical power, have modestly increased in psychology over the 
last sixty years. Multiple assessments of statistical power in psychology suggest that statistical 
power has been consistently low and has not substantially increased from 1955 to 2014 (Cohen, 
1962; Rossi, 1990; Sedlmeier & Gigerenzer, 1992; Smaldino & McElreath, 2016; Stanley et al., 
2018). Meta-researchers have characterized the median sample sizes of studies sampled from 
psychology journals from 1977 to 2018 (Fraley & Vazire, 2014; Kossmeier et al., 2019; 
Marszalek et al., 2011; Reardon et al., 2019; Schweizer & Furley, 2016). Our synthesis of these 
data (available at osf.io/nb2fv) suggests that sample sizes in almost all research areas have 
been largely stable. Consistent with this trend, a survey of research published in top psychology 
journals of confidence intervals - which are negatively related to sample size - did not get 
smaller from 2002 to 2013 (Brand & Bradley, 2016). However, sample size is merely a proxy for 
power. If people are using simpler designs with similar Ns (as suggested by Kossmeier et al., 
2019; Schweizer & Furley, 2016), then power may be increasing despite the stability in sample 
size.  

There is not clear evidence that longitudinal patterns of statistical power and sample 
sizes over time differ as a function of research area. Sample sizes do differ on average as a 
function of research contexts; sample sizes tend to be relatively lower in highly resource-
intensive research areas (e.g., neuroscience, Button et al., 2013), in experimental designs 
relative to correlational designs (Kossmeier et al., 2019; Schweizer & Furley, 2016), and, likely, 
in studies that aren’t and can’t be conducted online (Anderson et al., 2017). Apparent 
differences in longitudinal patterns, for example, in personality psychology relative to sports and 
exercise psychology, may be due to differences in the complexity and design of personality 
research rather than to a collective change in research practices among personality 
psychologists. 

Retractions 

Retraction is a mechanism for removing flawed or fabricated results from the research 
literature. We used the Retraction Watch Database (http://retractiondatabase.org/) to explore 
trends in retractions in psychology (analysis code is available at osf.io/w6fev).  

The Retraction Watch database contains records of more than 15,000 retractions of 
scientific journal articles and conference papers from 1927 to today. Due to variation in 
retraction notices, there are a few inconsistencies in the database. The date of a retraction is 
often the date that the article’s retraction notice was published, but is sometimes the original 
publication date. The subject area categorization does not always align with our 
conceptualization of psychological science as inclusive of behavioral psychology, clinical 
psychology, and neuroscience. Consequently, our analyses - which use the  ”(SOC) 
Psychology” database tag - may undercount retractions in the psychological sciences (e.g., a 
retraction in the journal Psychological Science related to hand sanitizer use in the workplace is 
tagged as “(HSC) Public Health and Safety”). Before conducting the analyses below, we 
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removed two mega-retraction events from the database: 1) the simultaneous retraction of 7,500 
articles and conference abstracts originally published by the Institute of Electrical and 
Electronics Engineering and 2) the simultaneous retractions of 434 conference abstracts 
originally published by the Journal of Fundamental and Applied Sciences. Prior to their removal, 
these two events accounted for 36% of all retractions with the tag “(SOC) Psychology”. 

We assessed 14,966 retractions in psychology (i.e., retractions tagged  ”(SOC) 
Psychology”). The number of retractions in psychology is more than other social sciences 
(communication, education, political science, or sociology). In the years 2002-2010, the mean 
number of retractions per year was 3.4 (SD = 3.1), and the highest number of retractions in a 
single year was 11 in 2009. In 2011, the fraud of Diederik Stapel was discovered; since that 
time, psychology journals have retracted an average of 35.7 articles per year (SD = 11.8).  

Outside of major investigations of specific researchers, retraction for falsification or 
fabrication are relatively rare in psychology; more common are retractions citing concerns about 
the reliability of data and results. The Retraction Watch database lists the non-exclusive 
reasons for retraction of each article as described in the article’s retraction notice. 14.2% have 
no listed reason. The most commonly cited reason for retraction was errors in analyses, data, 
methods, results, or conclusions (21.1%). Other common reasons were concerns regarding the 
accuracy or validity of the data or results (20.6%), falsification or fabrication (20.4%), plagiarism 
or other issues regarding referencing (14.8%), and duplication of articles (i.e., “self-plagiarism,” 
12.2%).  

The median lag time between publication and retraction in psychology is 1.9 years. The 
average lag time is considerably longer, 3.6 years. The slowest retractions have just appeared 
in 2020, retracting the work of Hans Eysenck and Ronald Grossarth-Matticek after more than 
twenty years. 

Researchers have argued that the increased rate of retractions in psychology over time 
is caused by improved journal oversight rather than increased incidence of fraud, citing more 
journals issuing retractions but not more retractions per journal (Brainard, 2018). The increase 
of retractions over time in psychology are likely not due to increasing misconduct, but instead 
due to an increasing political will and ability to detect research misconduct and impossible 
statistical results using tools like GRIM and SPRITE (Brown & Heathers, 2017; Heathers et al., 
2018). 

Open science practices 

Table S3. Proportion of surveyed psychology researchers who engaged in open science 
practices from 2016 to 2019 

Source Year Targeted 

population of 

psychology 

researchers 

N Open data Open 

materials 

Preregistration 

(CWTS, 2017) 2016 All 59 0.55   
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(Washburn et al., 
2018) 

2017 Social and 

Personality 

1035 0.56  0.27 

(Houtkoop et al., 
2018) 

2017 All 780 0.40   

(Christensen et al., 
2019) 

2017 All 86 0.60* 0.44 0.51 

(Beaudry et al., 
2019) 

2019 Australian 

researchers 

45 0.27 0.20 0.36 

(Makel et al., 2019) 2019 Education 1488 0.46 0.59 0.54 

(Van den Akker et 
al., 2020) 

2019 Emotion 

researchers 

144   0.57 

       

Min    0.27 0.20 0.27 

Median    0.50 0.44 0.51 

Max    0.60 0.59 0.57 

Weighted mean    0.48 0.57 0.44 

Note. *Christensen et al. (2019) report the proportion of psychologists who reported sharing data or 

analysis code. Year is the effective year of the estimate, which is the year of the survey end date 
if reported or otherwise the year of the latest possible date based on available information (e.g., 
initial preprint date, journal submission date). For all open science behaviors, the question stems 
in most studies asked researchers whether they had ever performed the behavior and one 
asked in reference to a specific project (CWTS, 2017). CWTS stands for Leiden University’s 
Centre for Science and Technology Studies. The reported estimates for Houtkoop et al. (2018) 
were extracted from a figure. Empty cells indicate that the survey did not assess that behavior. 
Table data are from osf.io/jsu4r. Additional documentation is available at osf.io/pqv73. Code to 
produce the table is at osf.io/3dkux. 

Table S4. Proportion of audited psychology research using open science practices from 2013 to 
2018 
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Source Year Targeted 
psychology 
research 

N 
articles 

Open 
data 

Open 
materials 

Preregistration 

(Vanpaemel et al., 
2015) 

2012 General  394 0.38*   

(Hardwicke et al., 
2020) 

2014-
2017 

General 250 0.02 0.14 0.03 

(Obels et al., 2020) 2014- 
2018 

Registered 
Reports 

62 0.65 0.60  

(Vassar et al., 
2020) 

2013-
2018 

Clinical 394 0.00   

       

Min    0.00 0.14 0.03 

Median    0.20 0.37 0.03 

Max    0.65 0.60 0.03 

Weighted mean    0.18 0.23 0.03 

Note.Year is the effective year of the estimate, which is the year or range of years that the 
sampled literature was published. *Vanpaemel et al. (2015) report the number of articles for 
which data was provided following a request. Year is the effective year of the estimate, which is 
the most recent year of the audit study range. Empty cells indicate that the audit did not assess 
that behavior. Table data are from osf.io/jsu4r. Additional documentation is available at 
osf.io/pqv73. Code to produce the table is at osf.io/3dkux.  
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Questionable Research Practices 

Table S5. Proportion of surveyed psychology researchers who had engaged in QRP behaviors from 2010 to 2019 

First 

author 

Year Targeted 

population of 

psychology 

researchers 

(subsample) 

N At 

least 

one 

Dropped 

DVs 

Continue

d data 

collection 

Dropped 

condition

s 

Stopped 

data 

collection 

Rounded 

p-values 

Droppe

d 

studies 

Excluded 

data 

HARKe

d 

Claiming 

generalizati

on 

Falsified 

data 

Bosco 2010 OB  53         0.38   

John 2011 American 

researchers 

(control) 

466 0.91 0.63 0.56 0.28 0.16 0.22 0.46 0.38 0.27 0.03 0.01 

John 2011 American 

researchers 

(experimental 

truth 

instruction) 

970 0.94 0.66 0.58 0.27 0.22 0.23 0.50 0.43 0.35 0.04 0.02 

Fiedler 2015 German  1138  0.33 0.32 0.25 0.05 0.22 0.42 0.40 0.46 0.03 0.03 

Banks 2015 Management 

(published in 

high-impact 

journal) 

405      0.12 0.55 0.27 0.51  0.00 

Banks 2015 Management 

(published in 

low-impact 

journal) 

318      0.10 0.44 0.30 0.48  0.00 
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Krishna 2016 German 

psychology 

students 

207 0.56 0.06 0.02 0.08 0.02 0.10 0.28 0.16 0.10 0.03 0.03 

Agnoli 2016 Italian 

researchers 

219 0.88 0.48 0.53 0.16 0.10 0.22 0.40 0.40 0.37 0.03 0.02 

Héroux 2016 Electrical 

brain 

stimulation 

researchers 

154  0.14  0.13    0.09    

Motyl 2017 Social and 

Personality 

1166  0.63 0.56 0.28 0.16 0.22 0.46 0.38 0.27 0.03 0.01 

Fox 2017 American 

researchers 

303 0.18           

Wolff 2018 Ego depletion 

researchers 

277  0.21  0.03    0.17    

Janke 2018 German PhD 

students and 

postdocs 

217 0.86 0.56 0.23 0.24 0.04 0.08 0.43 0.42 0.41 0.08  

Makel 2019 Education 

(quantitative 

only)  

1218   0.29   0.29 0.62 0.25    

Makel 2019 Education 

(qualitative 

and 

quantitative) 

1488         0.46   

Swift 2019 Clinical 

(faculty) 

164 0.65 0.12 0.11 0.03 0.04 0.13 0.35 0.12 0.14 0.01 0.00 
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Swift 2019 Clinical (PhD 

students) 

110 0.48 0.04 0.05 0.03 0.02 0.08 0.26 0.09 0.04 0.01 0.01 

Rabelo 2019 Brazilian 

researchers 

232 0.88 0.22 0.22 0.34 0.10 0.18 0.55 0.20 0.09 0.04 0.01 

               

Min    0.18 0.04 0.02 0.03 0.02 0.08 0.26 0.09 0.04 0.01 0.00 

Median    0.86 0.28 0.29 0.20 0.08 0.18 0.44 0.27 0.36 0.03 0.01 

Max    0.94 0.66 0.58 0.34 0.22 0.29 0.62 0.43 0.51 0.08 0.03 

Weight

ed 

mean 

   0.78 0.46 0.40 0.23 0.12 0.21 0.48 0.32 0.36 0.03 0.02 

Notes: Year is the effective year of the estimate, which is the year of the survey end date if reported or otherwise the year of the 

latest possible date based on available information (e.g., initial preprint date, journal submission date). The exact descriptions of 

behaviors follow (John et al., 2012) closely, but differ somewhat in Fiedler & Schwarz, 2016; Héroux et al., 2017; Swift et al., 2020; 

Wolff et al., 2018. The question stems in most studies asked researchers whether they had ever engaged in the focal behavior, fewer 

studies asked about frequency (Janke et al., 2019; Makel et al., 2019; Motyl et al., 2017), specific projects (Bosco et al., 2016; 

Krishna & Peter, 2018; Wolff et al., 2018) or over the past year (Fox et al., 2018). The reported estimates for Fielder and Schwarz 

(2016) were extracted from a figure. Empty cells indicate that the survey did not assess that behavior. Total sample size is 7,887 

after accounting for overlapping samples in the two Makel 2019 rows to avoid double counting. Table data are from osf.io/jsu4r. 

Additional documentation is available at osf.io/pqv73. Code to produce the table is at osf.io/3dkux.  
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Table S6. Description of QRP behaviors in Table S5 

QRP behavior Description, with substantive variations in wording across studies noted 

At least one For studies that asked psychologists about whether they had ever engaged in the ten behaviors from 
John et al. (2012), the proportion that reported engaging in at least one. 

Dropped DVs In a paper, failing to report all of a study’s dependent variables. In Fielder and Schwarz (2016) and 
Swift (2020), asked about failing to report those that are relevant for a finding. 

Continued  data collection Deciding whether to collect more data after looking to see whether the results were significant. In 
Fielder and Schwarz (2016) and Swift (2020) deciding whether to collect more data in order to render 
non-significant results significant. 

Dropped conditions In a paper, failing to report all of a study’s conditions. 

Stopped data collection Stopping collecting data earlier than planned because one found the result that one had been looking 
for. In Fielder and Schwarz (2016) and Swift (2020): stopping collecting data earlier than planned 
because the expected results concerning a specific finding were already obtained. 

Rounded p-values In a paper, “rounding off” a p value (e.g., reporting that a p value of .05 is less than .05). In Makel et al. 
(2019): rounding off a p value or other quantity to meet a pre-specified threshold (e.g., reporting 
p=.054 as p=.05 or p=.013 as p=.01) 

Dropped studies In a paper, selectively reporting studies that “worked.” In Banks et al. (2015): selectively reporting 
hypotheses that “worked.” In Makel et al. (2019): not reporting studies or variables that failed to reach 

statistical significance (e.g.,p!"!#$%&!'(!)'*+!',-+(!.+)/(+.!),0,/),/102!,-(+)-'2. 

Excluded data Deciding whether to exclude data after looking at the impact of doing so on the results. In Makel et al 
(2019): deciding to exclude data points after first checking the impact on statistical significance (e.g., p!

"!#$%&!'(!)'*+!',-+(!.+)/(+.!),0,/),/102!,-(+)-'2.!.+)/(+.!),0,/),/102!,-(+)-'2. 

HARKed In a paper, reporting an unexpected finding as having been predicted from the start. In Makel et al. 
(2019): reporting an unexpected finding or a result from exploratory analysis (i.e.,  
not explicitly planned in advance)  as having been predicted from the start.  



70 

Claiming generalization In a paper, claiming that results are unaffected by demographic variables (e.g., gender) when one is 
actually unsure (or knows that they do). Fielder and Schwarz (2016) asked about claiming that results 
are unaffected by demographic variables (e.g., gender) although one is actually unsure (or knows that 
they do). 

Falsified data Falsifying data 
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Policy changes by journals 
One approach to address concerns about research credibility is to leverage academic 

journal policies to promote potentially beneficial research activities, such as research 
transparency, whilst discouraging potentially deleterious research activities, such as selective 
reporting. We conducted an empirical investigation in order to collate, summarise, and describe 
the policies of a selection of psychology journals in relation to ten pre-defined standards (Table 
S7) related to research transparency and reproducibility. Eight of the standards - known as the 
Transparency and Openness Promotion (TOP) guidelines -  were originally devised in 2014 by 
the Center for Open Science (COS) in conjunction with a group of experts, largely from the 
social and behavioral sciences, including journal editors and funding agency representatives 
(Nosek et al., 2015) and are maintained by COS and a committee of stakeholders 
(http://cos.io/top/). Two additional standards (“Publication Bias” and “Open Science Badges”) 
were added when COS introduced the “TOP Factor”, a metric to quantify journal adherence to 
open science principles (https://perma.cc/7LSM-PHVL). Although the standards cover some 
core aspects of transparency and reproducibility, they are not comprehensive. For example, 
they do not address policies related to statistical power, conflict of interest statements, or some 
novel initiatives like the ‘pottery barn replication rule’ in which journals commit to publishing 
replications of studies previously published in their archives (https://perma.cc/SP2P-7Y5Q). The 
main reason for adopting the existing TOP standards as outcome variables in the present study 
(as opposed to developing new standards or incorporating additional standards) is efficiency - 
COS is already in the process of extracting and collating journal policies related to these 
standards, so we can (a) partly capitalize on their existing database; and (b) contribute 
additional information to that database. 

We assessed the prevalence of the ten TOP standards across the field of psychology 
and the frequency of adoption by some highly influential psychology journals. To address the 
former goal, we examined a sample of 40 journals randomly selected from amongst all journals 
belonging to the ‘psychology’ category defined by Web of Science (Clarivate Analytics). To 
address the latter goal, we examined the top-5 journals according to their 2019 Journal Impact 
Factor (JIF) in each of ten subfields of psychology (i.e., 50 journals). Whilst the use of any single 
quantitative metric as a proxy for journal influence has limitations, we only intended to use JIF 
as a practical selection criterion that captured a set of highly influential journals. In total with 
both samples combined we examined 90 journals. Data collection began in September 2020, 
and was completed by December 30th, 2020. 

  

Table S7. TOP Factor rubric (obtained from https://perma.cc/CT2T-5G3F?type=image on 
August 25, 2020). 

  Policy level 

 Policy 0 1 2 3 
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Data citation No mention 

of data 

citation. 

Journal describes 

citation of data in 

guidelines to 

authors with clear 

rules and examples. 

Article requires 

appropriate citation 

for data and 

materials used 

consistent with the 

journal's author 

guidelines. 

Article is not published 

until providing 

appropriate citation for 

data and materials 

following journal's 

author guidelines. 

Data 

transparency 

Data sharing 

is 

encouraged, 

or not 

mentioned. 

Articles must state 

whether or not data 

are available. 

Requiring a data 

availability 

statement satisfies 

this level. 

Articles must have 

publicly available 

data, or an 

explanation why 

ethical or legal 

constraints prevent 

it. 

Articles must have 

publicly available data 

and must be used to 

computationally 

reproduce or confirm 

results prior to 

publication. 

Analytical 

code 

transparency 

Code sharing 

is 

encouraged, 

or not 

mentioned. 

Articles must state 

whether or not code 

is available. 

Requiring a code 

availability 

statement satisfies 

this level. 

Articles must have 

publicly available 

code, or an 

explanation why 

ethical or legal 

constraints prevent 

it. 

Articles must have 

publicly available code 

and must be used to 

computationally 

reproduce or confirm 

results prior to 

publication. 

Materials 

transparency 

Materials 

sharing is 

encouraged, 

or not 

mentioned. 

Articles must state 

whether or not 

materials are 

available. Requiring 

a materials 

availability 

statement satisfies 

this level. 

Articles must have 

publicly available 

materials, or an 

explanation why 

ethical or legal 

constraints prevent 

it. 

Articles must have 

publicly available 

materials and must be 

used to 

computationally 

reproduce or confirm 

results prior to 

publication. 

Reporting 

guidelines 

No mention 

of reporting 

guidelines. 

Journal articulates 

design transparency 

standards. 

Journal requires 

adherence to design 

transparency 

standards for review 

and publication. 

Journal requires and 

enforces adherence to 

design transparency 

standards for review 

and publication. 

Study prereg Journal says 

nothing. 

Articles will state if 

work was 

preregistered. 

Article states 

whether work was 

preregistered and, if 

so, journal verifies 

adherence to 

preregistered plan. 

Journal requires that 

confirmatory or 

inferential research 

must be preregistered. 
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Analysis 

prereg 

Journal says 

nothing. 

Articles will state if 

work was 

preregistered with 

an analysis plan. 

Article states 

whether work was 

preregistered with 

an analysis plan 

and, if so, journal 

verifies adherence 

to preregistered 

plan. 

Journal requires that 

confirmatory or 

inferential research 

must be preregistered 

with an analysis plan. 

Replication Journal says 

nothing. 

Journal encourages 

submission of 

replication studies. 

Journal will review 

replication studies 

blinded to results. 

Registered Reports for 

replications as a 

regular submission 

option. 

Publication 

Bias 

Journal says 

nothing. 

Journal states that 

significance or 

novelty are not a 

criteria for 

publication 

decisions. 

Journal will review 

studies blinded to 

results. 

Journal accepts 

Registered Reports for 

novel studies as a 

regular submission 

option. 

Open science 

badges 

Journal says 

nothing. 

Journal awards 1 or 

2 open science 

badges. 

Journal awards all 3 

open science 

badges. 

 * 

*There is no information in this cell because TOP does not specify a level 3 for the open badges 
policy. 

Method 

Design 

Retrospective observational study with a cross-sectional design. Outcome variables are shown 
in Table S7. 

Obtaining extant data and bibliographic information 

On August 13th, 2020, we downloaded the databases described in Table S8. Note that 
Web of Science classifies journals into subject categories, ten of which pertain to the field of 
psychology (https://perma.cc/9V5T-PH2U). A journal can belong to more than one subject 
category. 

Existing data in TOP-d pertaining to the journals in the sample was extracted. An R 
script documenting this procedure (https://osf.io/kdnwg/) and the data (https://osf.io/3fn6e/) are 
available. 
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Table S8. Assorted online databases used to obtain the samples of journals. The copies we 
downloaded are available from the links in the “access link” column. 

Database Description Acronym Source Date last 

updated# 

Access link 

TOP Factor 
database 

Extant data 
extracted for 
assessment of 
journal TOP 
Factor 

TOP-d Open Science 
Framework 
https://osf.io/qat
kz/ 

August 
11, 2020 

https://osf.io
/5sbg7/ 

Web of 
Science 
Social 
Sciences 
Citation 
Index 
master list 
(psychology 
journals 
only) 

List of all 
journals 
included in the 
Web of Science 
Social Sciences 
Citation filtered 
to remove all 
entries that did 
not contain the 
term 
‘psychology’ in 
the subject 
category field 

WOS-psych-d Clarivate 
Analytics 
https://mjl.clariva
te.com/collection
-list-downloads 

July 21, 
2020 

https://osf.io
/6wsj3/ 

Clarivate 
Analytics 
Journal 
Citation 
Reports 

List of journals 
ranked by 2019 
Journal Impact 
Factor for each 
of the ten Web 
of Science 
subject 
categories 
pertaining to the 
field of 
psychology* 

JCR-psych-d Clarivate 
Analytics 
Journal Citation 
Reports 
https://perma.cc/
T2CT-3QE6 

Jun 29, 
2020 

https://osf.io
/vde48/ 

#According to the database website. 

*These categories are “Psychology, Applied”, “Psychology, Biological”, “Psychology, Clinical”, 

“Psychology, Developmental”, “Psychology, Educational”, “Psychology, Experimental”, 
“Psychology, Mathematical”, “Psychology, Multidisciplinary”, “Psychology, Psychoanalysis”, and 
“Psychology, Social”. 
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Sample 

Definition of samples 

There were two samples of journals: 
 

1. Random sample: 40 journals randomly selected from amongst all psychology journals 
indexed in the Web of Science Social Sciences Citation Index (WOS-psych-d). 
 

2. High-impact sample: The top-5 journals according to 2019 Journal Impact Factors in 
each of ten subfields of psychology defined by Web of Science (JCR-psych-d; i.e., 50 
journals). 

  

Analysis scripts documenting the sampling and screening process are available 
(https://osf.io/4fqzj/). 

Sample size justification 

The purpose of the high impact sample was to enable us to gauge the frequency of the 
outcome variables at some of the most influential psychology journals. To achieve this, we 
selected the top-5 journals in each subject category of psychology as we intuitively believed this 
to be informative and within our workload capacity. 

The purpose of the random sample was to enable us to estimate the prevalence of the 
outcome variables across the field of psychology. A precision analysis performed to inform our 
decision about target sample size is available in the pre-registered protocol 
(https://osf.io/n9325/). 

Inclusion and exclusion criteria 

● We only included journals classified as English language in WOS-psych-d because we 
did not have the resources to achieve high-quality translation. 71 non-English language 
journals were excluded from WOS-psych-d prior to sampling. 

● We did not include journals that do not typically publish empirical research involving 
primary data (from herein ‘non-empirical journals’) because the outcome variables are 
less applicable to these journals. 

○ To exclude non-empirical journals, any journals identified as non-empirical during 
the sampling process were replaced. 

■ In the case of the random sample, replacement involved randomly 
drawing another journal from amongst remaining journals in the WOS-
psych-d. Three such replacements were required. 

■ In the case of the high-impact sample, replacement involved selecting the 
next ranked journal still available in the JCR-psych-d. Twenty-nine such 
replacements were required. 

○ In order to identify non-empirical journals, T.E.H. manually examined each 
journal’s website. If the website indicated that the journal only published non-
empirical content (e.g., news, opinions, narrative reviews, systematic reviews, 
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meta-analyses) it was considered a non-empirical journal and excluded. If the 
journal’s status was not clear from the journal website, T.E.H. examined the last 
ten articles published in the journal and if they were all non-empirical the journal 
was excluded. 

○ One additional non-empirical journal (“Psychological Science in the Public 
Interest”) in the high-impact sample was identified during data extraction and 
replaced. 

● When journals included in the random sample appeared in the high impact sample, they 
were removed from the high impact sample and replaced. Four such replacements were 
required. 

● If journals in the high impact sample appeared in multiple subfields, the highest ranked 
entry was retained and the lowest ranked entry replaced. Three such replacements were 
required. 

Sampling procedure 

The random sample was obtained first. We used R to randomly sample 40 journals from 
the WOS-psych-d, applied the inclusion and exclusion criteria (see above), and randomly 
sampled additional replacement journals as necessary. 

The high-impact sample was obtained second. We used R to select the top-5 journals in 
each subject area of the JCR-psych-d, applied the inclusion and exclusion criteria (see above), 
and selected additional replacement journals from the next available rank in the relevant 
subfield as necessary. 

Assignment to coders 

Journals in both samples for which there was not already data in TOP-d (see “Obtaining extant 
data and bibliographic information”) were randomly assigned to T.E.H. and B.A.N. such that 
each coder was assigned to half of the available journals in each sample. 

Procedure 

1. Each coder completed the data extraction form (https://osf.io/fkvsp/) for each journal 
assigned to them in the high impact sample (https://osf.io/jyrh8/) and the random sample 
(https://osf.io/8qzhm/). 

2. Information about journal policies was obtained by manual inspection of journal 
websites. Particular attention was paid to webpages related to instructions to authors 
and editorial policy. All examined webpages were preserved using the perma.cc service 
(https://perma.cc/; links are provided in the data files). 

3. Completed data extractions were submitted to TOP-d and passed a limited quality 
control assessment performed by the stewards of that database. This process is not 
standardized and cannot be considered an independent data extraction exercise. 

Supplementary results 

Table S9. Counts, percentages, and 95% confidence intervals for the random sample. 
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policy 
policy level (n, %) 

0 1 2 3 

Data citation 29 (72% 
[60,86]) 

10 (25% 
[12,38]) 

1 (2% [0,16]) 0 (0% [0,13]) 

Data transparency 33 (82% 
[72,93]) 

5 (12% [2,23]) 2 (5% [0,16]) 0 (0% [0,11]) 

Analysis transparency 35 (88% 
[80,98]) 

4 (10% [3,20]) 1 (2% [0,13]) 0 (0% [0,10]) 

Materials transparency 35 (88% 
[80,98]) 

4 (10% [3,20]) 1 (2% [0,13]) 0 (0% [0,10]) 

Reporting guidelines 30 (75% 
[65,89]) 

7 (18% [7,32]) 3 (8% [0,22]) 0 (0% [0,14]) 

Preregistration (study) 36 (90% 
[82,98]) 

2 (5% [0,13]) 2 (5% [0,13]) 0 (0% [0,8]) 

Preregistration 
(analysis) 

36 (90% 
[82,98]) 

2 (5% [0,13]) 2 (5% [0,13]) 0 (0% [0,8]) 

Replication 35 (88% 
[80,97]) 

2 (5% [0,15]) 0 (0% [0,10]) 3 (8% [0,17]) 

Publication bias 33 (82% 
[72,94]) 

0 (0% [0,11]) 0 (0% [0,11]) 7 (18% [7,29]) 

Badges 33 (82% 
[72,93]) 

1 (2% [0,13]) 6 (15% [5,26]) N/A1 

1 There is no data in this cell because TOP does not specify a level 3 for the open badges 
policy. 

 

 

Table S10. Counts and percentages for the high-impact journals sample. 
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policy 
policy level (n, %) 

0 1 2 3 

Data citation 29 (58%) 17 (34%) 3 (6%) 1 (2%) 

Data transparency 35 (70%) 11 (22%) 4 (8%) 0 (0%) 

Analysis transparency 41 (82%) 8 (16%) 1 (2%) 0 (0%) 

Materials transparency 42 (84%) 6 (12%) 2 (4%) 0 (0%) 

Reporting guidelines 28 (56%) 14 (28%) 8 (16%) 0 (0%) 

Preregistration (study) 43 (86%) 5 (10%) 2 (4%) 0 (0%) 

Preregistration (analysis) 42 (84%) 5 (10%) 2 (4%) 1 (2%) 

Replication 36 (72%) 8 (16%) 0 (0%) 6 (12%) 

Publication bias 43 (86%) 0 (0%) 0 (0%) 7 (14%) 

Badges 43 (86%) 1 (2%) 6 (12%) N/A1 

1 There is no data in this cell because TOP does not specify a level 3 for the open badges 
policy. 

Open practices statement 

The study protocol (rationale, methods, and analysis plan) was pre-registered on the 
Open Science Framework on 4th September, 2020 (https://osf.io/n9325/). There were no 
deviations from the original protocol. All data, materials, and analysis scripts related to this study 
are publicly available on the Open Science Framework (https://osf.io/jf7mn/). To facilitate 
reproducibility, a reproducible version of the analyses are available in a Code Ocean container 
(https://doi.org/10.24433/CO.4977248.v1) which re-creates the software environment in which 
the original analyses were performed.  
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Changes in job advertisements 

We examined whether research institutions are explicitly communicating expectations for 
replicability and transparency in their job advertisements. We analyzed the entire set of 
academic job offers in psychology kindly provided from the German platform academics.de 
(provided by the ZEIT newspaper). This is one of the most comprehensive platforms for 
academic job offers across disciplines in German-speaking countries. We restricted the 
selection to the existing category “Psychologie, Psychotherapie”. As we were only interested in 
academic job offers, we furthermore restricted the area to “Lehre & Forschung, Wissenschaft, 
Forschung & Entwicklung” and job position to “Postdoc, Assistent/in, Referent/in, 
Wissenschaftliche/r Mitarbeiter/in, Forscher/in, Dozent/in, Lecturer, Lehrkraft, Lehrbeauftragte/r, 
Studienleiter/in, Akademische/r Rat/Rätin, Studienrat/-rätin”. 

Sample Descriptives 

The database search returned 1626 job ads (1484 in German, 142 in English). The 
available ads have been published between 2017-02-07 and 2020-12-29. Table S11 shows the 
distribution of advertised positions (top 8 categories; other categories have < 1% each and are 
collapsed in “Other”). 
 
Table S11: Percentage of job ads for different positions 
 

Position % 

Professor/in 42 

Wissenschaftliche/r Mitarbeiter/in 17 

Doktorand/in;Wissenschaftliche/r Mitarbeiter/in 15 

Other 13 

Postdoc;Wissenschaftliche/r Mitarbeiter/in 4 

Dozent/in, Lecturer, Lehrkraft, Lehrbeauftragte/r, Studienleiter/in 3 

Gruppen-, Team-, Labor-, Abteilungsleitung 2 
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Postdoc 2 

Professor/in;Psychologe/-in 2 

Analysis of open science criteria 

Main texts of the job ads were searched for the following (partly truncated) keywords, covering 
German and English keywords: 
 
"open science"        "open-science"        "open source"         

"open-source"         "replikation"         "replication"         

"replizier"           "reproduzier"         "Reproduktion"        

"Reproduzierbarkeit"  "reproducib"          "open data"           

"offene daten"        "präregistrier"       "prereg"              

"forschungstransparenz"  "transparente forschung" "research transparency" 

 
Overall, 2.2% (n=36) of job offers mentioned replicability and transparency as desired or 

essential job criteria. All of the automatically matched job ads were manually checked that the 
keyword actually indicated a valid mention of open science. Most of these mentions (n=26) 
concerned professorship positions, the remainder (n=10) other scientific personnel. Out of 376 
advertising institutions, 20 mentioned replicability and transparency at least once. Table S12 
shows the fraction of ads mentioning open science split by year. 
 
Table S12: Percentage of ads mentioning open science per year 
 

Year % 

2017 0.99 

2018 0.99 

2019 2.02 

2020 3.81 
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