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REPRESENTATION THEORY AND SHEAVES

ON THE BRUHAT-TITS BUILDING

by PETER SGHNEIDER and ULRICH STUHLER

The Bruhat-Tits building X of a connected reductive group G over a nonarchi-

medean local field K is a rather intriguing G-space. It displays in a geometric way the

inner structure of the locally compact group G like the classification of maximal compact

subgroups or the theory of the Iwahori subgroup. One might consider X not quite as

a full analogue of a real symmetric space but as a kind of skeleton of such an analogue.

As such it immediately turned out to be an important technical device in the smooth

representation theory of the group G. As a reminder let us mention that the irreducible

smooth representations of G lie at the core of the local Langlands program which aims

at understanding the absolute Galois group of the local field K.

In this paper we develop a systematic and conceptional theory which allows to
pass in a functorial way from smooth representations of G to equivariant objects on X.

There actually will be two such constructions—a homological and a cohomological one.

Since the building carries a natural G VV-structure the notion of a coefficient system

(or cosheaf) on X makes sense. In the homological theory we will construct functors

from smooth representations to G-equivariant coefficient systems on X. It should be

stressed that the definition of the coefficient system only involves the original G-repre"

sentation as far as the action of certain compact open subgroups of G is concerned.

One therefore might consider the whole construction as a kind of localization process.

Our main result will be that the cellular chain complex naturally associated with a

coefficient system provides (under mild assumptions) a functorial projective resolution

of the G-representation we started with.
In the cohomological theory we will associate, again functorially, G-equivariant

sheaves on X with smooth G-representations. The main task which we will achieve

then is the computation of the cohomology with compact support of the sheaves coming

from an irreducible smooth G-representation. The result can best be formulated in

terms of a certain duality functor on the category of finite length smooth G-represen-

tations. As a major application we will prove Zeievinsky's conjecture in [Zei] that his

duality map on the level of Grothendieck groups preserves irreducibility. For carrying

13
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out our computation we have to extend the sheaves under consideration in such a way

to the Borel-Serre compactification X of X that the cohomology at the boundary becomes

computable. Since the stabilizers of boundary points are parabolic subgroups it might
not surprise that this can be achieved by using the Jacquet modules of the representation

as the stalks at the boundary points. The cohomology at the boundary then is computed

by adapting a strategy of Deligne and Lusztig ([DL]) for reductive groups over finite
fields to our purposes.

Apart from the theory of buildings we will very much rely on the beautiful results

of Bernstein on the category of smooth representations in [Ber]. All the known homo-

logical finiteness properties of this category follow already from his work. The point

of our paper is rather that we construct nice projective resolutions in that category in

a functorial as well as explicit manner. Exactly this explicitness enables us to apply

our theory to the harmonic analysis of the group G. It turns out that Kottwitz5 Euler-

Poincar^ function in [Kot] is a special case of a general theory of Euler-Poincard functions

for finite length smooth G-representations. Besides being pseudo-coefficients their main

property is that their elliptic orbital integrals coincide with the Harish-Chandra character

of the given representation. This leads to a Hopf-Lefschetz type trace formula for the

Harish-Ghandra character at an elliptic element. Combined with powerful results of

Kazhdan in [Kal] it also leads to a proof of the general orthogonality formula for Harish-

Ghandra characters as conjectured by Kazhdan.

Let us now describe the contents of the paper in some more detail. The first chapter

contains most of the input which we need from the theory of buildings. The cells of

the natural G W-structure of X actually are polysimplices and are called facets. For any
such facet F of X let Pp denote its pointwise stabilizer in G. The technical heart of our

theory is the construction of certain decreasing filtrations Pp 3 U^ 3 .. . 3 Up^ 3 ...

of Pp by compact open subgroups U^. This is done in 1.2 where also the more basic

properties of these filtrations are established. Since we work with an arbitrary connected

reductive group G that construction involves more or less all of the finer aspects of the

theory developed in the volumes [BT]. This unfortunately makes numerous references

to [BT] unavoidable so that any reader without an expert knowledge of the work [BT]

might find this section hard to read. We apologize for that. In order to make it a little

easier we give in 1.1 a brief overview over the theory of buildings for reductive groups.

In the section 1.3 we give those properties of the groups V^ which later on are needed

for the computation of the (co)homology. Notably we study how the groups Up^ behave

if the facet F is moved along a geodesic in the building X. In case G is absolutely quasi-

simple and simply connected similar filtrations appear in [PR] and [MP],

The second chapter contains the homological theory. In II. 1 we briefly recall

the formalism of cellular chains. The section II. 2 contains the definition of the functor Yg

from smooth G-representations to equivariant coefficient systems on X. Here e ^ 0

is a fixed "level55. The coefficient system Ye(V) corresponding to a representation V

is formed by associating with a facet F the subspace of Up^-invariant vectors in V. In
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addition properties of finite generation and projectivity of the chain complex of y,(V)

are discussed. The main result is shown in 11.3. It says that at least for any fimtely

generated smooth G-representation V we can choose the level e large enough so that

the chain complex of y,(V) is an exact resolution of V in the category Alg(G) of all

smooth G-representations. In the case that G is the general linear group we proved

this already in [SSJ. The strategy of the proof for arbitrary G is the same once the necessary
properties of the groups U^ are known.

In the third chapter we develop that part of the duality theory which uses the

chain complex ofy,(V). Since the polysimplicial structure of the building X is locally

finite we actually can associate with the coefficient system y,(V) also a complex of

cochains with finite support. Let us fix a character ^ of the connected center of G, let

Alg^(G) denote the category of all those smooth G-representations on which the

connected center acts through ^ and let ̂  denote the ^-Hecke algebra of G. If V
is an admissible representation in Alg^(G) then the functor Hom^(.,J^) transforms

the chain complex of y,(V) into the cochain complex of y,CV) where V is the smooth

dual of V. Assume now that V even is of finite length and choose e large enough. Then

we know that the chain complex of y,(V) is a projective resolution of V in

Alg^(G). It follows that the cochain complex of y,(\^) computes the Ext-groups

<^(V) :== Extlig^(V,J^). All this is shown in III.l. Later on in I V.I we will see

that the same cochain complex computes the cohomology with compact support of a

certain sheaf on X associated with the representation V. This fact will enable us in

chapter IV to compute the groups <T(V) in the case that V is a representation which

is parabolically induced from an irreducible supercuspidal representation of a Levi

subgroup. In III. 2 we briefly recall the theory of parabolic induction following [Gas],

Then in III. 3 taking the computation of <T(V) for induced V for granted we deduce

the following result for an arbitrary irreducible smooth representation V: The

groups <T(V) vanish except in a single degree rf(V), <s?(V) := ^^(V) again is an

irreducible smooth representation, and moreover <?(<?( V)) = V. Standard techniques

of homological algebra now allow to establish a general duality formalism which relates

the Ext- and Tor-functors on the category Alg^(G). Loosely speaking one might say
that J^ is a < ( Gorenstein ring 3?.

Since our applications to harmonic analysis all come from the exactness of the

chain complex of y^,(V) we include them here as the section III. 4 before we turn to

the sheaf theory on X. For reasons of convenience we assume that the center of G is

compact. Since in the paper [Kal] the field K is assumed to be of characteristic 0 we

have to make the same assumption in most of our results of this section. We obtain:

A general notion of Euler-Poincar^ functions, a formula for the formal degree, the

existence of explicit pseudo-coefficients, the Harish-Ghandra character on the elliptic

set as an explicit orbital integral, the general orthogonality relation for Harish-Ghandra

characters, and the 0-th Ghern character on the Grothendieck group of finite length
representations.
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In the fourth chapter we present the sheaf theory on X. In IV.l we functorially

associate a sheaf V on X with any representation V in Alg(G). Of course this construction
/•^

again depends on the choice of a level e ^ 0 which is fixed once and for all and which,

for simplicity, is dropped from the notation. The sheaf V is constant on each facet F

having the U^-coinvariants of V as stalks. As promised earlier we show that the coho-

mology with compact support of V is computable from the complex of cochains with

finite support of the coefficient system Ye(V). We also rewrite our earlier formula for

the Harish-Ghandra character of a finite length representation V at an elliptic element

h e G as a Hopf-Lefschetz trace formula: The character value at h is equal to the trace

(in the sense of linear algebra) of h on the cohomology of the sheaf V restricted to the

fixed point set X\ In IV. 2 we construct a " smooth 9? extension of V to a sheaf ̂  ^ V

on the Borel-Serre compactification X of X. This extension is in some sense intermediate

between the extension by zero j, V and the full direct image j\ V. It requires a rather

detailed and technical investigation of the geometry of X. Let X.^ :== X\X be the

boundary. In IV. 3 we compute the cohomology ofj, „ V restricted to X^ in the case

where the representation V is parabolically induced from a supercuspidal representation.

Then in IV. 4 we show that, for any finitely generated V and any e large enough, the

sheaf j^ „ V in fact has no higher cohomology. The combination of these two results

immediately leads to the computation of the cohomology with compact support of the

original sheaf V provided V is parabolically induced as above. This is the fact which

we had taken for granted in chapter III. So the duality theory, i.e. the investigation

of the Ext-groups ^"(V), now is complete. As an application we prove in IV. 5 Zeie-

vinsky's conjecture. At this point we want to mention that Bernstein has a completely

different proof (unpublished) of this conjecture along with the fact that the Zeievinsky
involution comes from the functor <?*(.).

The last chapter complements the discussion of coefficient systems. We show

that a rather big subcategory of Alg(G) is a localization of the category of equivariant

coefficient systems on X. As will be explained in a forthcoming paper of the first author

the latter objects constitute something which one might call perverse sheaves on the

building X. From this point of view our constructions bear a certain resemblance to

the Beilinson-Bernstein localization theory from Lie algebra representations to perverse
sheaves on the Hag manifold.

During this work we have profited from conversations with M. Harris, G. Henniart,

M. Rapoport, M. Tadic, J. Tits, and M.-F. Vigneras for which we are grateful. We

especially want to thank E. Landvogt whose expert knowledge of the building has helped

us a lot. The support which we have received at various stages from the MSRI

at Berkeley, the Newton Institute, the Tata Institute, and the University Paris 7 is

gratefully acknowledged.
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Added in proof. — As the referee has pointed out, special cases of the Zeievinsky

conjecture are treated in the papers [Kat] and [Pro]. Their methods are completely

different from ours. Also in the meantime Aubert has given in [Au2] a proof of the

Zeievinsky conjecture in the general case by studying on the Grothendieck group a

certain involution which is defined in terms of parabolic induction (compare our IV. 5.2).

CONTENTS

I. The groups U^ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

1.1. Review of the Bruhat-Tits building . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

1.2. Definition of the groups U^ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

1.3. Properties of the groups U^ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

II. The homological theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . H9

II.1. Cellular chains . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . H9

II. 2. Representations as coefficient systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

II. 3. Homological r e s o l u t i o n s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

III. Duality theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

111.1. Cellular cochains . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

111.2. Parabolic induction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

111.3. The involution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

III. 4. Euler-Poincare functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

IV. Representations as sheaves on the Borel-Serre compactification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

IV. 1. Representations as sheaves on the Bruhat-Tits building . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

IV. 2. Extension to the boundary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

Appendix: Geodesies in X . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166

IV. 3. Cohomology on the boundary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167

IV. 4. Cohomology with compact support . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173

IV. 5. The Zeievinsky involution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183

V. The functor from equivariant coefficient systems to representat ions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185

LIST OF N O T A T I O N S . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188

REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190

NOTATIONS

K a nonarchimedean locally compact field,

o the ring of integers in K,

TC a fixed prime element in o,

o) : K^ —> Z the discrete valuation normalized by co(7c) = 1,

K : == O/TTO the residue class field of o,
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I. THE GROUPS V^

I.I. Review of the Bruhat-Tits building

The (semisimple) Bruhat-Tits building X of the group G is the central object

in this paper. Since the monumental treatise [BT] is not so easily accessible for the

nonexpert we believe it to be necessary to briefly review the construction and basic

properties of X. Most of the notations to be introduced for this purpose will be needed
later on anyway.

We fix a maximal K-split torus S in G. (Strictly speaking S is the group ofK-rational

points of that torus. This kind of abuse of language will usually be made.) Let X^S),

resp. X^(S), denote the group of algebraic characters, resp. cocharacters, ofS. Similarly

let X^(G) denote the group of K-algebraic cocharacters of the connected center C ofG.
The real vector space

A:=(X,(S)/X,(G))OOR

is called the basic apartment. Let Z, resp. N, be the centralizer, resp. normalizer, of S

in G. The Weyl group W : == N/Z acts by conjugation on S; this induces a faithful linear

action of W on A. On the other hand let

<,>:X,(S) x X-(S) -^Z

be the obvious pairing; its R-linear extension also is denoted by < , >. There is a
unique homomorphism

v : Z ->X,(S)®R

such that

<^ ) ,X |S>= -(o(x(^))

for any g e Z and any K-algebraic character ^ of Z. We let g e Z act on A by the
translation

gx := x 4- image of v(^) in A for x e A.

The first important observation in this theory is that this translation action of Z on A

can be extended to an action of N on A by affine automorphisms ([Tit] 1.2). We fix

one such extension and simply denote it by x i-> nx for n e N and x e A. One has:

— All possible other such extensions are given by x i-> n(x + x^) — XQ where XQ e A
is a fixed but arbitrary point.

— If w e W is the image of n e N then

{x ̂  wx) == linear part of {x h-^ nx).

In order to equip A with an additional structure we need the set 0 c X*(S) of roots

of G with respect to S. Any root a obviously induces a linear form a : A -> R. Also
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corresponding to any a e 0 we have the coroot a e A and the involution ̂  e W whose
action on A is given by

s^x === x — y.{x) .a for x e A.

For us the most important object associated to an a e 0 is its root subgroup U^ c G
([Bor] 21.9 where the notation U^ is used); in particular it is a unipotent subgroup

normalized by Z. Let O^ := { oc e<D : a/2 ^0 } be the subset of reduced roots. Crucial

is the following fact ([BoT] § 5): For a eO^ and each u e V^\{ 1 } the intersection

U _ ^ U _ ^ n N = { m ( ^ ) }

consists of a single element called m(u); moreover the image ofm{u) in W is s^ A central

assertion in the Bruhat-Tits theory now is the fact that the translation part of the affine

automorphism of A corresponding to m{u) is given by — l{u) .a for some real number l(u),
i.e. we have

m{u) x == ̂  x - £(u) .a == x - (a(^) + ̂ )) .a for any x e A.

We may view m(u) as the (< reflection 5? at the affine hyperplane { x e A : a(^) = — ̂ ) }

([Tit] 1.4).PutI\:=={^) : M e U < , \ { 1 }}c R; this is a discrete subset in R unbounded
in both directions and - I\ == F_^ ([BT] 1.6.2.16). The affine functions oc(.) +f

on A for a e O^ and ^ e I\ are called affine roots. Two points x and j/ in A are called

equivalent if each affine root is either positive or zero or negative at both points; the

corresponding equivalence classes are called facets. This imposes an additional geometric
structure on the apartment A which is respected by the action of N.

Parallel to this structure the root subgroup U<, for a e O^ possesses the filtration

V^,:=={ueV^\{l}:^u) ^ r } u { l } for r e R.

This is an exhaustive and separated discrete filtration of U<, by subgroups ([BT]

1.6.2.126)); put U^oo : = = { 1 }. For any nonempty subset Q c A we define

/o :0-^Ru{oo}

a »-> — inf cx.(x)
a?en v '

and U^ :== subgroup of G generated by all U^y^) for a eO^.

This group has various important properties ([BT] 1.6.2.10, 6.4.9, and 7.1.3):

1. ^UQ n~1 == U^ for any n e N; in particular NQ :== { n e N : nx = x for any x e Q.}
normalizes UQ.

2. UQ n N c N^.

3. UQ n U, = U^,, for any a eO^.

4. Let 0 == 0^ u 0~ be any decomposition into positive and negative roots and put

U^ := subgroup of G generated by all U^ for a e^ n O^;

then U^ = (U^ n U-) (U^ n U4-) (U^ n N);
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moreover the product map induces bijections

n u^^u^nu^
aeo^no1'41"

whatever ordering of the factors on the left hand side we choose. Define

PQ:=N^.U^

which contains UQ as a normal subgroup by 1. By 2, we have P^ n N == NQ . (Warning:

In [BT] our groups NQ and P^ are denoted by NQ and P^ and our symbols have a

different meaning.) In case £1 = { x } we writer, U^, N^, and P^ instead of/^p .. .

We now are ready to define the Bruhat-Tits building X. Consider the relation -~
on G X A defined by

(<?, ^ — [h,y)

if there is a n e N such that

nx = y and g~~1 hn e U^;

it is easily checked that this is an equivalence relation. We put

X:= G x A/—.

It is straightforward to see that G acts on X via

g. class of {h^y) := class of {gh^y) for g e G and (h^y) e G x A

and that the map

A~>X

x ̂  class of (1, x)

is injective and N-equivariant. Viewing the latter map as an inclusion we can write gx

for the class of {g, x). A first basic fact ([BT] 1.7.4.4) is that, for Q c A nonempty,

PO == {g e G : gx = x for any x e t2 }

holds true. The relation between the facet structure of A and the subgroup filtration

in Ua, for a eO"^, is given by the fact that for u e Vy\{ 1 } we have

{ x e A : u x = = x } = = { x e A : oL{x) + f(u) ^ 0 }

([BT] I 7.4.5). The subsets of X of the form gA with g eG are called apartments.

A very important technical property of the G-action on X is the following:

5. For any g e G there exists a n e N such that gx == nx for any x e A n g~1 A ([BT]

1.7.4.8).
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For example it implies that the partition into facets can be extended from A to

all ofX in the following way: A subset F' c X is called a facet if it is of the form F' = g¥

for some g e G and some facet F c A. It also implies:

6. For any nonempty Q. ^ A the group UQ acts transitively on the set of all apartments

which contain Q.

From the Bruhat decomposition

G = = U ^ N U ^ for x ^ e A

one concludes:

7. Any two points and even any two facets in X are contained in a common apartment

([BT] 1.7.4.18).
For any nonempty subset 0, c X we define

P^ : == { g e G : gz == z for any z e 0 }

and P ^ : - { ^ e G : ^ = Q }

and we abbreviate Pg :== P^j == P^ for any z e X.

Finally we fix once and for all a W-invariant euclidean metric d on A. The action

of N on A then automatically is isometric. As a simple consequence of 5-7, this metric

extends in a unique G-invariant way to a metric d on all of X.

The metric space (X, d) together with its isometric G-action and its partition

into facets is called the Bruhat-Tits building of G. Further properties of this very rich
structure will be recalled when they are needed.

1.2. Definition of the groups U^

For any facet F in A let G°p be the smooth affine o-group scheme with general

fiber G constructed in [BT] II. 5.1.30. By [BT] II. 5.2.4 the group G^{o) is the

subgroup of G generated by Up and <Sr°(o) where ^° is the connected component of

the " canonical59 extension < 2 ^ o f Z t o a smooth affine o-group scheme ([BT] 11.5.2.1).

Put

J 3 . : = = { n e ' N : n x = x for all x e A }

and H1 :== { n e H : co(^(^)) =0 for any K-algebraic character ^ of G }.

According to [BT] II. 5.2.1 we have

S(o} == H1.

Therefore S°{o) is of finite index in H1. Since H c: Np we see that

Up c:G^) ==Up.^°(.) c=p^.

14
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It follows from [BT] II. 4.6.17 that any inner automorphism gt->ngn~1 of G with
n e N extends to an isomorphism of o-group schemes

G^G^.

The closed fiber Gp is a connected smooth algebraic group over K; let Rp denote its

unipotent radical. Put

RP := { g e GW : {g mod n) e Rp(K) };

this is a compact open subgroup of G. Because of nRy n~1 = R^p for n e N, it is nor-
malized by

N ^ : = = { 7 z e N : 7 z F = = F } .

The property 1.5 implies that

pt _ Mt p — •NT+ T T-Cy — i'Np I.? — i.Np Up.

Hence Rp is a normal subgroup of Pp. In the sequel we will construct a specific decreasing
filtration

GW ^ Rp ==: Up^ ^ Up^ 3 ...

by subgroups Up^ which are normal in P? and compact open in G. For doing this we

need the concept of a concave function in [BT] 1.6.4.1-5.

First we have to introduce the totally ordered commutative monoid

R:=Ru{r+ : r e R } u { o o } .

Its total order is given by the usual total order on R and by

r < r+ ^ ^ ̂  oo if r < s\

its monoid structure extends the addition on R and is given by

r + (^+) == (r+) + (J+) = (r + s) +

and r + °o == (^+) 4 - o o = o o + o o = = o o •

/^/
We put i.(y+) ^== (i^) 4- and ^.oo := oo. A function jf:0 ->R is called concave if

fW +fW ^ f^ + P) for any a, (B, a + (3 e <&,

and /(a) +/(— a) ^ 0 for any a e0

hold. For a e O^ and r e R we defineu•.-= ,..u.>,u-•
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Then, for any concave function fy the group

Uf: == subgroup of G generated by

all V^ ̂  for a e 0^ and

all U^ n V^ ^^a) i:or a, 2a e 0

has properties completely analogous to 1.1 -1.4 ([BT] 1.6.4.9). Observe that U^ = U, .

Starting from the concave function/p, for a facet F in A, we define a new function

/ ; :<D^R by

/. , f/F(a)+ if a | F is constant,
Jp(a) :== (

[/p(a) otherwise;

it is concave, too, by [BT] 1.6.4.23. In case a, 2a ed> we have /;(2a) = 2/;(a) so
that V^ is the subgroup generated by all U^^) f01* a eO^.

Z^wwfl 1.2.1. — M^ A^ Ry n U^^ = U^,^/or ^^ a eO^.

Proo/'. — We have to introduce further notations. In case 2a e 0 put

r^ : -{2^) :^eU^\{ l}}

(recall that V^ c U,) and

F, :== {{(u) e r, : u e U,\U,, and £{u) == sup^^U,,) };

one has I\ == F, u ir;, ([BT] 1.6.2.2) and F, + 0 ([BT] II 4 2.21). In case 2a ^0
put r, :== I\. The (< optimization " g y : 0 -^R of the function/p is deaned by

^(P):=inf{^erp:^/^(3)}.

Moreover we put

f^(P)+ i f^ (P)+^( -P)=0 ,

[&(?) otherwise.

(The functions gy and ^p in general are no longer concave but only quasi-concave in

the sense of [BT].) In [BT] II. 4.6.10 (compare in particular the third paragraph
on p. 321) and 5.1.31 it is proved that

R n U ^P^ if2a^0 ,
F at/F(a) {Ua.^a). (U,, n U^^J if 2a eO

holds true. Let us first consider the case 2a ^0. If ^,(a) + gy{- a) == 0 then clearly

^ofy(<x.) +/p(— a) = 0, i.e. a | F is constant and ,?p(a) ==/p(a); we obtain

^a^a) = [Ja,gy^a)+ == U^ y^a) •
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Assume now that ^(a) + g-p{— a) =f= 0. If a | F is not constant then by the definitions

we have

^a^a) == ^a.fl^a) == u a, /p(a) == u a, /g(ap

the same holds if a | F is constant since, in that case,yp(a) ^ I\, which implies the last

identity.

We turn to the case 2a e O. There are the following four possibilities:

1) gW ==gM+ and ^(2a) ==^(2a)+,

2) gW =^(a)+ and ^(2a) = ̂ (2a),

3) ^r(a) = ̂ p(a) and ^(2a) = ̂ (2a),

4) ^(a) = &(a) and ^(2a) == ̂ (2a)+.

In case 1) we have

a | F is constant, /p(oc) = ̂ (a) e F, n ̂  F ,̂ and ^(2a) === 2/p(a)

and hence

^.^(^•(Uza ^ U^^^a)) = U^^).(U2<, U V ̂  ff^) = U^^).

In case 2) we have

a | F is constant, /p(a) == ^p(a) e r^, and ^^(2a) >/p(a)

and hence

^a, o$(a) • (u2a n Lr^ ^^(2a)) = Ua, /j;(a) • (Uga U Ua, ̂ ^(2a)) == U^ y^a) .

In case 3) we have

^(a)=inf{^er,:^/p(a)}

and ^ ̂ (2a) = inf t e ̂  F^:^ /^(a) .

Let us first assume that i^p(2a) > ^p(a); then

^(a)==inf{^er , :^^(a)}.

This implies

Ua. (^(a) • (Uga n U^, ̂ (2a)) = U^, ̂ (a) = U^ ^(a).

Now assume that i<?p(2a) < <?p(a); then

^;(2a)=inf{^er,:^/^)}.
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We are going to use the following general fact which is a straightforward consequence

of the definition of the set 1̂ : If r < s are values in I\ such that

r ^ r ^ and s = inf{£ e 1̂  \t ̂  r }

then

(*) U^<=U^.(U,,nU^).

Applied to our situation this leads to

^a,fl^a)*(U2a n Ux, ̂ (2a)) = U^j^a) == U^ /p(a).

Moreover in case 3) we always have U^^ = U^^ since if a | F is constant then

both ^p(a) and i,?p(2a) are strictly bigger than/p(a).
Finally in case 4) we have

a | F is constant, /p(a) == ̂ (2a) e j F^, and ^(a) >^(a)

and hence

^^•(Uza ^ U<,^^^) = U^^).(U2<, n U^^^) == U^^)

where the second identity again is a consequence of (*) since fy (a) ^ 1 .̂ n

There is a scheme-theoretic version of 1.4 ([BT] II. 5.2.2-4): G^ possesses

smooth closed o-subgroup schemes ̂ p for a e 0^ and ̂  for any fixed decomposition
0 = 0+ u 0~ into positive and negative roots such that

^a,rM = V^,^ and ^(o) == Up n U^

(We have simplified the notation a little by writing ̂  p for ̂  ̂ ^ ̂ ^ in loc. cit.)
Moreover the product map induces an isomorphism of o-schemes

n ^,p^^
ae^nO1'^

(whatever ordering of the factors on the left hand side we choose) as well as an open
immersion of o-group schemes

^F X ^° X %y ^GS,.

We put

Z<o) ̂  { g e 3£\o) : (g mod n) e RJ^°) (K) }

where RJ.3?'0) denotes the unipotent radical of ^°.

Proposition 1.2.2. — The product map induces a bijection

( n ^ua.^ x zw x ( n ,U,^,)-^R,.aeo-no^" ae^no1'^
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Proof. — We recall from [BT] II. 4.6.4 and 5.1.31: If <^0 denotes the connected

component of the N<Sron model over o of S then ^° is a maximal K-split torus in Gp

and ^r° is its centralizer. Also the ̂ p are the root subgroups in Gp. By [BT] II. 1.1.11
the above open immersion therefore induces an isomorphism

( n ^ n i4) x RJ^°) x ( n ^ n i4) ̂  14
a e <D~ n O^" a e ̂ + n O1'—

and hence also an isomorphism between formal completions

(n^p) x ^OE x (n^p) -^ G^

where P^ denotes the formal completion of ? along ? n Rp. It remains to observe that

^W = RF ^ U,,^, == U,,^, ^{o) = Z^ and G^{o) = Rp. D

Corollary 1.2.3. — We have Rp = U^ Z^.

With/p also the functions fy + ^5 for any integer e ^ 0, are concave. Hence we
have the descending sequence of subgroups

vfS ^^4-1 ^^ff^2 3 • • •

We also need a corresponding filtration

yo) ^ yi) ^ , _ ^ z«) ^ _ ^

The subgroups we are looking for then will be defined to be

U (e) . _ T T '7(e).
f •— ^-he-2-' 5

note that H normalizes U, for any concave function / ([BT] 1.6.2.10 (iii)). The

properties which we want the subgroups Up^ to have impose certain conditions on the

possible shape of the filtration T}'\ These conditions are axiomatized in [BT] 1.6.4
in the following way.

First of all it is notationally convenient to define

U^a : == { 1 } in case a e 0 but 2a ^ 0

and U^ ^ : == U^ n U^ ̂  for any a e 0 and any k e R.

For any k e R put

H^) : === set of all A e H such that

(A, U,,,) :={ (h, u) : u eU,,,} c U^^.V^^

for any a e 0 and any r e R.
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T^ ^k) form a decreasing family of subgroups in H which are normal in N$ obviously
^fc) = H for A ^ 0. Another such family denoted by H^ is given as follows: For k ^ 0 put\R) -~- •- .̂ ^. ---.-.v/».-.A^^ M&«.^J.J. J.U.J.XJLJ.J.V VAV/JLJ.^/1,^/Vl Uy JL.t.i-T.i .

H^j := subgroup generated by all

H n < U ^ utL^..,) for a e < D and r e R .

In case 0 < k < oo the commutator (^ u') for ^ e U^,., ^' G U_^ , with r + .? = k

or ^' e U_2a, s with 2r + s == k, r, j e R, and any a e 0 lies in a double coset V^ h^,, U_

with a uniquely determined element h^. eH ([BT] 1.6.3.9); we put
'a ^U,M' ^-a

H^ := subgroup generated by all those h^^.

Finally we set

^^^OO^-

The H^ again form a decreasing family of subgroups of H which are normal in N.

One has H^ == U^ H^ for any r e R . The key property of this latter family is the

following. Let us call a function/: 0 u { 0 } ->R concave if/| 0 is concave and if

fW +/(- a) ^/(O) ^ 0 for any a eO

holds. In this situation we have

H n U,,^ s H^

([BT] 1.6.4.17).

A good filtration of H now by definition is a family of subgroups Hy £ H for r e R
such that

— H ,=H for r^ 0,

—H,c :H , i f r ^

— H[yj c Hy c H(y) for w^ r e R, and

— (H,, H,) s H^, for any r, j e R.

These properties together with [BT] 1.6.4.33 imply that the H, are normal in N.
A necessary and sufficient condition for the existence of a good filtration is, according
to [BT] 1.6.4.39, that

^fc] c ^fc)

holds true for any k eR. In [BT] 1.6.4.15 it is stated that this condition actually is

fulfilled—see Proposition 6 below. For the moment we assume that a good filtration
is given. We pose

H^ :== U H, for r eR and H^ := 11 H-.^^ —-"-it •«•<-'•*. ' »- A^L U,S.1.\A -l.JL.y. • ——— II J

or 8 °° ren
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Also for any concave function /: 0 u { 0 } -> R we define the subgroup

Vf :== Uyj^.H^o).

Lemma 1.2.4. —- Let f, g : 0 u{ 0} -^R be two concave functions such that

g(pai + q^) ̂  pg{(x) + qf{^)for any a, (B e 0 u { 0 } andp, q e N such thatpv. + q^ e 0 u { 0 };

^TZ Uy normalizes LL.

Proof. — [BT] 1.6.4.43. D

Lemma 1.2.5.

i) H^ <= Z^ c: H^;

ii) Z^ ^ %om^ in N.

Proo/̂ . — i) The subgroup H^] is generated by the h^u' for ^ e Ua^+ and

u9 eU_a , -y with a eO^ and r e R. Fix such u and ^' and choose a vertex ^ in A

(i.e. { x } is a facet in A) such that U^y == U^_a(a)- Then z/ e R^ by Lemma 1 and

u' e Up c P^. Since R^ is normal in P^ the commutator (z/, zz') lies in R{a;}. It follows

now from Proposition 2 that h^ ^ e Z^.

On the other hand we have to show that (Z^, V^,.) c U^, y+ for any a e 0^

and r e R. But choosing the vertex x as before we have

(Z<°', U,,,) = (Z<0', U^,) s R, n U^> = U,,^,,^ = U^.

ii) By the very construction of the o-group scheme S'° any automorphism g ^-> ngn~1

of Z with TZ e N extends to an automorphism of the o-group scheme <^°. D

Proposition 1.2.6. — There exists a good filtration (Hy)y^^ ofti such that:

i) H^ = V°\

ii) H^ == { 1 }, and

iii) Hy^_ is open in H for any r e R.

Proof. — As mentioned already this is a slightly sharpened version of [BT] 1.6.4.15.

We are indebted to J. Tits for explaining to us the proof which is missing in [BT] and

which we briefly sketch in the following.

First of all we note that it suffices to find a good filtration H^ which fulfills ii),

iii), and the weaker condition

\'\ 7(0) c- -pj'1 / ^ -= rlo+ ?

because then

f H for r ̂  0,
H •==

r > [Z^nH, for r > 0

is a good filtration satisfying i)-iii). This follows from Lemma 5 i) and the fact that

Z^ is open in Z.
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Step 1: The split case. — If G is split then we have S = Z ^ (K^ and S° ^ G^.
We define

H, :== ker(^°(o) -> ^o(o|nm+l o))

ifm<r^m-}-l with w e N u { 0 }. The only thing which has to be checked is

H^ <= H, c H(,) for r > 0.

The left inclusion, by [BT] II. 3.2.1, can be checked in SL^K) where it is straight-

forward. For the right inclusion we use the following two identities. Let a e $ be a root.

— ([BT] II.3.2.1)

(A, u) == (a(A) - 1) u for h e Z and u e U,,.

— ([BT] 1.6.1.3 b) and 6.2.3 b})

l(au) == <o(a) + £(u) for a e K and u e U^ (here l(\) := oo).

By definition any h e Hy satisfies co(a(A) — 1) ^ m + 1. For ^ e Ua , we therefore
obtain

W^) =co(a(A) - 1) +^)^ w + 1 + s ^ r + s , i.e. (A^eU^,.

This shows that h e H(^).

To deduce the general case we observe that Bruhat and Tits proceed by applying

the descent theory in [BT] 1.9 in two steps: First from the split to the quasi-split case

([BT] II. 4.2.3) and then from the latter to the general case ([BT] 11.5.1.20). Hence

we may use [BT] 1.9.1.15 in order to see that our assertion descends as well. In each

of the two steps we have to check that the assumption (DP) in loc. cit. is fulfilled and
that the descent preserves the properties i'), ii), and iii).

Step 2: From the split to the quasi-split case. — If G is quasi-split then Z is a maximal

torus in G and 2K is that part of the N^ron model of Z over o which in the closed fibre

consists of the connected components of finite order. The condition (DP) follows from

the explicit computations in [BT] II. 4.3.5. The filtration of H by construction is the

intersection of H with a corresponding filtration over a splitting field of Z. From this

it is obvious that the properties i'), ii), and iii) are preserved.

Step 3: From the quasi-split to the general case. — Note that the descent is along an

unramified extension L/K. The condition (DP) (with t = 0) holds by [BT] II. 5.2.2.

The descent of the properties i)-iii) is deduced from the following fact: Applying the

argument in the proof of Proposition 2 to the group scheme ^° (compare [BT] 11.5.2.1)
we obtain the decomposition

z<°' = z n (^n us,o+ x zi°> x ,n^u^);
a e €>o a G Oo

here Z^ denotes the analog ofZ^ for G(L), $ is the root system ofG(L) with respect

to some maximal L-split torus which contains S, and 0o is the subset of those reduced

roots which restrict to 0 on S. D

15
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We fix once and for all a good filtration of H as in Proposition 6. Define

Z^ := H^ and U^ := U^.Z^ for , > 0.

In other words we have

TT(<?) — TT
^'F — ^hp+e

where the concave function A p : < I > u { 0 } - > - R i s defined by

Ap|0:==/p and Ap(0) :==()+.

The functions Ap and/p extended by /p(0) := 0 fulfill the assumption of Lemma 4:

This is straightforward if one of the a, (B, ^a + q^ is equal to 0; otherwise it is shown

in the proof of [BT] 1.6.4.23. Therefore Up normalizes V^ for any 0 0. Since N

normalizes Z^ and N^ normalizes U^g ([BT] 1.6.2.10 iii)) we obtain that

Up^, for any e ^ 0, is normal in Pp.

The same argument shows that

nVy n-1 == U^p for n e N and e ̂  0.

Proposition 1.2.7. — For any e ̂  0 the product map induces a bijection

( n u^nuj xz ' - 'x ( n u^nuj^u,?';
a e <^~ r» O1'®0 a G O'1' n ̂ red

moreover we have

u/p*+. n Ua = U^^,.U^.2^a)+e /(>r a^ a eO^.

Proo/: — Proposition 2 and [BT] 1.6.9 i). D

Corollary 1.2.8. — The following equality holds for any e ̂  0:

Up^ = (Up^ n U-) (Up^ n Z) (Up^ n U-1-).

Corollary 1.2.9. — The Up̂  for e ̂  0 ^rf F ̂ A:̂  /orm a fundamental system of

compact open neighbourhoods of 1 in G.

Proof. — Since

^p X ^° X ^p <-̂  Gp

is an open immersion the subset

( n u^j x ^°(o) x ( n u^j
aeo-no1'^ aeO^-nO"^

is compact open in G. Clearly the Uy*^g n U^ form a fundamental system of compact

open neighbourhoods of 1 in U^ for any a e 0 .̂ Similarly Proposition 6 implies that

the Z^ form a fundamental system of compact open neighbourhoods of 1 in ^°(o). D
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Using 1.5 we may define, for any facet F' in X and any e ^ 0, a compact open
subgroup

U^ := gVy g-1 if F' = gF with g e G and F a facet in A

in G. By construction we have

gV^g-^V^, for any^G.

If A; is a vertex of X, i.e. { x } is a facet, then we replace similarly as before { x } by x in
all our notations; e.g. we write U^ instead of U^,.

Lemma 1.2.10. — There is a point ̂  eA such that we have

^a == c^o) + — Z for any a e 0^
^a

wA^ ̂  e N i.y a natural number which moreover is even in case 2a e <&.

Proo/: 5^ 2. — According to [BT] 1.6.2.23 the statement at least holds with

some real number ^ > 0 instead o f — . (The point — y^ has to be a special point; in
^a

loc. cit. it is assumed to be the origin and therefore does not appear. Also note that
O '=0 by [BT] II.4.2.21 and 5.1.19.)

Step 2. — It suffices to show that I\ contains a subset of the form ^ + — Z with
n'y.

some n^ e N which is even in case 2a e O and some ^ e R. Because then there has to
be a map v : Z —^ Z such that

^x + -7 ^ = a(j^) + e^ v(w) for any m e Z.
^a

If w = 0 this means that ^ = <x(j/o) + e<x ^(0) which inserted back implies

^ ^(0) + -7 w = Sa ^(w) for any m e Z.
^a

We obtain

e;-1^.^!)-^))

so that our assertion holds with n^ :== n^. (v(l) — v(0)).

»ft^ 3. — Let K^ be the strict Henselization of K. The quasi-split group G, sh

possesses a maximal K^-split torus T which is defined over K and contains S ([BT]

11.5.1.12); let <D811 be the set of roots of G/^sh with respect to T. Restricting characters

defines a surjective map O811 u { 0}->0 u { 0}. By [BT] II. 5.1.19 we have
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r^ £ r^ £ I\ whenever a e O811 restricts to a e 0. The sets 1̂  are explicitly computed

in [BT] II.4.2.21 and 4.3.4: For any aeO^ one has

r, =,, +1 z
%

with appropriate constants c^ e R and ^ e N. Let now an a e O"̂  be given. If 2a ^ 0

then we choose an o? e O811 restricting to a and we obtain

I\ ^ Fs == ^ + -1- Z.

If 2a e 0 then we choose a ^ e O^ restricting to 2oc and we obtain

l^' ^^r~-\~+ 1

a^ - 2 ^ P ' Z '"^
r -> r" => r^ — /- -i- 7 nl o ( ^ o l 2 a 3 o l 0 — o^+o" r- L:J

Proposition 1 .2 .11 . — One has:

i) Up^ c U^/or fln^ two facets F, F' m X J^A f̂l< F' c F$

ii) Uy = 11 U^ yor flyy/ y^^ F in X an^ fl7y/ ordering of the factors on the right hand side.
z vertex

inF

Proof. — We may assume that F c A. First we consider the case that F' == { x }

is a vertex. Then

U^ n U^ == U^^+^.U^2^)+e)+ for a eO^.

If aM == inf a(jQ then clearly (- aM) + ^/p(a) and hence U^ n U^ S U^ n U,.
yGF

If a (A:) > inf a(j/) then a | F is not constant so that

- ocW <^(a) =/;(a).

Furthermore, by the definition of facets, we then have

— a(j/) ^ I\ for any y e F.

Hence inf{ i e I\ : ̂  > — a(^) } ^ /p(a)

and because of Lemma 10 also

i n f { ^ e l \ : ^ > -a^) +^}^/F(a) +e

and inf /' e I\ : /' > — oi{x) + <- ^ fj?W + ^ in case 2a e 0.

This implies that again U^ n U^ c U^ n U^. Using Proposition 7 we obtain

Up^ 3 the subgroup generated by all U^ for A: e F a vertex.
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To get the reverse inclusion we fix an a e 0"̂  and consider V^ n U^. Let x e F be

a vertex such that a (A;) == sup a(j/). Then
VGF

^ — inf a(^) j if a | F is not constant,
vev{ i \\ i ) v - \ -f*f\

(- aW) + ̂ = (_ ^a(jQ)+ j =Jr(a) if a | F is constant;

hence Up^ r» U^ ^ U!̂  o U^. Again using Proposidon 7 we see that

Uy^ == the subgroup generated by all U^ for ;v e F a vertex.

This implies in particular the assertion i) for an arbitrary facet F' c F. For ii) it remains

to show that for any two vertices x,y e F the subgroup U^ normalizes the subgroup U^.

But by i) we have

U^ s Vy ^ Pp <= P,

and Vy is normal in Py. D

Finally we define, for any z e X,

U^ :== Uy if ^ lies in the facet F of X.

Note that U, === Up in this situation if F s A ([BT] 1.7.1.2).

1.3. Properties of the groups Up̂

Here we will establish those properties of the groups Up^ which are responsible
for our later results about the cohomology of the Bruhat-Tits building. We recommend

the reader to skip this section at first reading and only come back to it when the results

are needed. Fix an e ^ 0.

A first technical clue is the observation that the following representation-theoretic

fact is at our disposal. The notion of a smooth G-representation will be recalled in 11.2.

A vertex A; in A is called special if a (A;) e — I\ for any a e O^. There always exists

a special vertex ([BT] 1.6.2.15).

Theorem (Bernstein). — Let x be a special vertex in A. The category of smooth G-repre-

sentations V which are generated (as a G-representation) by their V^-fixed vectors V^ is stable

with respect to the formation of G-equivariant sub quotients.

Proof. — This is [Ber] 3.9 i). We only have to check that our group U^ fulfills

the assumptions made there. Since the vertex x is special the Iwasawa decomposition

G = LLg P == G^(o) .P for any parabolic subgroup P ^ G

holds true ([BT] 1.7.3.2 ii)). Moreover the decomposition property (3.5.1) in [Ber]

is a consequence of 2.7. D
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Next we need some control over how U^ changes if z varies along a geodesic

line in X. We fix two different points x and x ' in A. The geodesic [xx'] joining x and x ' is

[xx'] = { (1 - r) x + rx' : 0 ̂  r ̂  1 }.

Proposition 1 .3.1. — Assume x to be a special vertex', for any point z e [xx'] we have

u^ c u^.uy.

Proof. — We may assume z to be different from x and x ' . Let F, resp. F', denote

the facet in A which contains z, resp. x\ Define

XF:={^e<S>Ted:oi{x)<ai{x')}.

There certainly exists a decomposition 0 == 04' u 0~ into positive and negative roots

such that T c Q-^. As a consequence of 2.7 it suffices to check that

f ua,(-a(«)+e)+•U2a,(-2a(^)+ if a e ̂ W
ua,^(a)4-e• u2a,2/^(a)+< c

I -a, /^(a) + e • ̂ a, 2/j?,(a) + e It OC G f .

Assume first that a e O^N^Y. Since A; is special we have t :== — y.{x) e F^. If a(A:) == a(A:')

then — a(j/) = ^ for anyj^ e{ ^ } u F u F' and hence/p(a) == /'+. If a(;c) > a(^) > a(^)

then — a(j) > t for anyj/ e F and hence/p(a) ^/p(a) ^ /'+.

Now assume that a eY, i.e. that a(^) < 0(2;) < a(^'). If there exists an f e I\

such that — a(A:') < £ ' < — a(^), then

/p(a)^/p(a)^^^/r(a) .

Otherwise there are two successive values f< I " in I\ such that

^—a(0< -a(^)<r;

hence r </;(a) ^ t" and r ̂  /;,(a) ^ /"'.

Using 2.10 we see that in this case

^a, ff(a) + e ' ^20,2/;(a) +e = ^a, /" + e ' Uga, Zf" + e

c ua, /^(a)+e• u2a,2/^(a)+<• 0

Because of 1.7 the assumption that x and A;' are contained in the basic apartment A is

unnecessary. Also the statement remains true even if x is not a special vertex. Since

it is not needed we do not go into this. But see the proof of III. 4.14.
Consider the half-line

$ : = = { (1 — r) x + rx' \r^ 0}
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in A and put

Ug: = subgroup generated by all U^

for a eO such that OL^X') > oi{x).

As will be explained in IV. 2 this group is the unipotent radical of some parabolic

subgroup of G.

Proposition 1.3.2. — Assume x to be a special vertex'^ for any point z es we have

U^ c: Ug.U^.

Proof. — This is a straighforward (actually simpler) variant of the previous proof.

The only additional fact to use is that the product map induces a bijection

n u,^u,
ae^r

whatever ordering of the factors on the left hand side we choose ([Bor] 21.9). D

n. THE HOMOLOGICAL THEORY

n.l. Cellular chains

Through its partition into facets the Bruhat-Tits building X acquires the structure

of a rf-dimensional locally finite polysimplicial complex ([BT] 1.2.1.12 and II. 5.1.32)

where d : == dim A is the semisimple K-rank of G. For 0 ̂  q < d put

X^ : = set of all y-dimensional facets of X.

In particular we may view X as a df-dimensional CW-complex the y-cells of which are

the facets in X^. The G-action on X is cellular. Let

X0:^ U F
F6X^

denote the ^-skeleton of X; also put X~1 :== 0. With the composed maps

8, : H^(X^ X3; Z) -"> H,(X\ Z) -> H,(X3, X3-1; Z)

as boundary maps the augmented complex

H^X^X^-^Z)^ ...-^Ho(X°,Z) = © Z-^>Z
F GXo

computes the (singular) homology of X ([Dol] V.I . 3). It is G-equivariant and it is

exact since G is contractible ([BT] 1.2.5.16).

In order to motivate later constructions we want to give a more combinatorial

description of that complex. By [Dol] V.4.4 and V.6.2 we have the direct sum

decomposition

H^X^X3-1;^ == © HJX^X^Z).
r £ Xj
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Consider, for any F e X,.^ and F' e X,, the composed map

^H^X'^X'+V^^H^X^X^Z) -^ H^X'-^Z)

I

H^X^F^Z).

One has:

— H^X^X^F^) ^ Z for F e X ^ (but for q>0 no canonical such isomorphism
exists).

— S^. is an isomorphism if F' c F and is the zero map otherwise.

(Using [Dol] V. 6.11 this follows from the fact that in our case the characteristic

map Op of F can be chosen to be injective and hence to be a homeomorphism onto F.)

Define now an oriented y-facet to be, in case q > 0, a pair (F, c) where F e Xg

and c is a generator of H^X3, X^F; Z); then (F, — c) is another oriented y-facet.

In case q = 0 an oriented 0-facet simply is a 0-facet F which we sometimes also think

of as the pair (F, 1) where 1 is the canonical generator of Ho(X°, X°\F; Z) = Z. Let

X^ denote the set of all oriented y-facets. Observe that for any (F, c) eX^.^ with
q ^ 1 and any F' e Xg such that F' c F we have

(F',TO)eX^.

The group of oriented cellular y-chains of X by definition is

G^(X^, Z) := group of all maps co : X^ -> Z such that:

— <o has finite support, and, if q ^ 1,

- O)((F, -.))=- co((F, .)) for any (F, .) e X^.

Clearly

G^X^Z^H^X^Z)

(ot-^ 26. S <o((F,^)).^
(F, c) e X(,)

with s = — 1, resp. 0, in case q > 0, resp. = 0, is an isomorphism which is G-equivariant

if G acts on the left hand side by

(^((F,.)):^^^1^^-1.)).

The boundary map 8y becomes

^G^X^.Z^G^X^

0) ((F', 0 ̂  2 co((F, .))).
(F, c) e x^+i)

F'SF

0^(0= c'
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The augmentation map becomes

s:G°;(X^Z)^Z

(o \—> S ^(F).
r e X(o)

11.2. Representations as coefficient systems

A smooth (or algebraic) representation V of G is a complex vector space V

together with a linear action of G such that the stabilizer of each vector is open in G.

Let Alg(G) denote the category of those smooth representations.

On the other hand a coefficient system (of complex vector spaces) V on the

Bruhat-Tits building X consists of

— complex vector spaces Vp for each facet F c X, and

— linear maps r^. : Vp -> Vp/ for each pair of facets F' c F such that r^ == id and
^ == r^ o 4 whenever F" c F' and F' c F.

In an obvious way the coefficient systems form a category which we denote by

CoefT(X).

We fix now an integer e ^ 0. For any representation V in Alg(G) we then have

the coefficient system V : = (V^) of subspaces of fixed vectors

Vp := V^ := { v e V : gv == v for all g e U^ };

because of Up^ c U^ for F' c F the transition maps r^ are the obvious inclusions.

Since the Up^ are profinite groups the functor

y,:Alg(G) -^Goeff(X)

V ̂  (V^^

is exact. For any 0 ̂  q ^ d the space of oriented (cellular) y-chains ofyg(V) by definition is

C^X^p y^(V)) :== C-vector space of all maps co : X^ —V such that:

— co has finite support,

— <o((F^)) eV^, and, i f y ^ l ,

— <o((F, -c))==- co((F, .)) for any (F, .) e X^.

The group G acts smoothly on these spaces via

(^)((F^)):=^co((^lF,^-l.))).

A straightforward computation shows that the boundary map

a: c^x^, y,(V)) -> G^(X^, y,(V))

co^((F', . ')^ S co((F,.)))
(F,oex^+i)

F' £F

8^.(c) == c'

16
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fulfills S o 8 == 0. In this way we obtain the augmented chain complex

GW^, y.(V)) -^ . . . -^ G?(X^ Ye(V)) ̂  V

where the augmentation map is given by

e:G°;(X^Ye(V))->V

G) i-> S <»>(F).
s'ex(o)

The homology of this chain complex could be called the (cellular) homology of the

coefficient system YeC^O on tlle space X. We will not use this terminology since in the
next section it will be shown that these complexes under a rather weak assumption

are exact. That assumption has to do with the surjectivity of the augmentation map.

For any open subgroup U c G we have the full subcategory

Alg^G) := category of those smooth G-representations V which (as

G-representation) are generated by their U-fixed vectors V11

of Alg(G). If the representation V lies in Alg^ (G) for some vertex x in X then the

augmentation map e clearly is surjective. The subsequent two statements are immediate

generalizations of the Propositions 1 and 2 in [SS] § 3. Recall that a representation V

in Alg(G) is called admissible if the subspace V17, for any open subgroup U s G, is

finite-dimensional.

Proposition 11.2.1. — IfV in Alg(G) is admissible then the complex C^X^.p y,(V))

consists of finitely generated G-representations.

Proof. — By the admissibility assumption the subspace in G^(X^, Y/V)) of

y-chains supported on { (F, ± c) }, for a given facet F e Xg, is finite-dimensional. If F

runs over a set of representatives for the finitely many G-orbits in Xg then the corres-

ponding subspaces together generate C^(X(gp Ye(V)) as a G-representation. D

For any continuous character ^ : G -> C^ of the connected center G of G we

define the full subcategory

Alg^(G) := category of those smooth G-representations V

such that gv == -^(g). v for all g e C and v e V

ofAlg(G). Since C acts trivially on X the complex C^X^, Ye(V)) ^s in Alg^(G)
if V does.

Proposition 11.2.2. — For any representation V in Alg^(G) the complex G^(X(.p Ye(^O)

consists of projective objects in Alg^(G).

Proof. — This relies on the fact that the group P^/CUp^ is finite for any facet

F c X. As a consequence of 1.2.9 the group G^^/Up^ is finite. On the other hand

P^GG^(o) is finite according to [BT] II. 4.6.28. D
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11.3. Homological resolutions

In order to formulate the main result of this chapter let e ^ 0 be an integer and
let x be a special vertex in A.

Theorem n.3.1. — For any representation V in Alg^'^G) the augmented complex

G°;(X,^(V))^V

is an exact resolution of\ in Alg(G).

Proof. — In the case G = GL^i(K) this result was established in [SS]. The

proof in the general case in its most parts is a direct generalization of the arguments

in [SS]. Insofar we will only indicate the main steps.

Step 1. — Let C^T) denote the space of complex-valued functions with finite

support on the G-set T:= G/U^. This is a smooth representation of G which acts

by left translations. It lies in Alg^^G) and one has the surjective G-homomorphism

C,(T) ® V^ -» V

^ ® y h-> S ^C?).^).
OEGI^'

Bernstein's theorem (1.3) now ensures the existence of an exact resolution in Alg^^G)
of the form

^©C,(T) ^©C,(T) ->V->0
II ID

with appropriate index sets Io, Ii, . . . Since the functor y^ is exact a standard double

complex argument reduces therefore our assertion in case V to the(< universal9? case C (T).

Step 2. — A slightly more sophisticated double complex argument for C^(T) ([SS]

§ 1) further reduces our assertion to a geometric property of the Bruhat-Tits building X.
For any facet F we put

T^^U^VT.

It follows from 1.2.11. ii) that

T , = T ^ U . . . U T ^
T T r

i f{ XQ, ..., x ^ } are the vertices in F. The natural projection T -> Tp is finite and induces
an isomorphism

Cc(Tp) ̂  C^T)^

which we will view as an identification. More generally we have the simplicial set

T ^ o . ^ T x T x T ^ T x T ^ t T
——> Tp Tp ——> Tp
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all face maps of which are finite. There are obvious commutative diagrams

T?

/\

T T,

and Tf —^ TF'

T! T, for F' s F.

By passing to functions we obtain the double complex

(A)

0

0

0 ——

-> e
FGX^

———^
FGX</

-> ® c,
rex,/

0

i
C /"T ^ 9 ^^Ip) ——————> ...

I
G frTI\

A 1 ) ——————> . . .

I
(T x T) ———> ... -

Tp

0

I
9 ffi r^

> ^54 ^(•'-F^ / ^c^
FGXo

1
©

^t———————>. (J

Fexo

i
——> ® C,(T

rexo

0

1
/"r1 ^ . r* i

fT\ . r« /^1J —————> L.̂

i-
$ T) ———>• C.(T)

T)

T)

0

0

0 —> © C,(T x T x T)
rexrf Tp Tp

© C,(T x T x T) —> G,(T)
FGXo Tp Tp / cv /

All its columns are exact. This follows from the fact that each Tf is the disjoint union

Tf^ U T.^
t GTp

of the simplicial finite sets

T'tO .
-i. • • • • T( x T( x T( T < X T < T,

where T( denotes the fiber of the map T -> Tp in t. Simplicial sets of the form Tl°

are well-known to be contractible. The top row in (A) is the complex whose exactness
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we want to establish. Here we have fixed for simplicity an orientation of the building X.

Next we have to study, for a fixed m ̂  0, the row

(AJ 0 -> ̂  C,m -^ ... -> ̂  C,TO -. G,(T) -> 0

from (A). If we view each T^, resp. T, as a subset of T"14-1 := T X . . . X T{m + 1 fac-

tors) in the obvious way, resp. diagonally, then the differentials in the above complex

are induced by the inclusions

T c T^ c T^ for F' c= F.

In order to rewrite this row in a more suitable form we introduce certain subcomplexes

of the Bruhat-Tits building. For a fixed (^, ..., ^J e rTm+l ^ye put

X«o....,<m) :== union of all facets F c X such that t^ ..., ̂

are not mapped to the same element in Up^T.

It is easy to see that

n T^=T,
rexo w

i.e. that X^0'"-'^ is empty if and only if ^ = ... = ^. I f { ^o? • • - 9 ^w } has cardinality
at least 2 than X^---'^ is a nonempty closed CW-subspace of X (1.2.11 .i) and [Dol]

V.2.7). We now have

e G,(T^) = © CVX.YX^...^))
rex. (4,... ,^)eT»"+i

and the decomposition on the right hand side is compatible with the differentials. As

a result of this discussion we obtain that

(A^) = © (augmented complex of relative chains of the pair (X, X^0'""'^).
(^.•••.^w)^"*'*'1

Since X is contractible this means that we are reduced to show the contractibility of

the subspaces X^0"-"^ for any { ^, ..., t^} of cardinality at least 2.

Step 3. — The special vertex

^o : == go x where ^ == .?o u^

is contained in X^0 '---'^ ([SS] § 2 Remark 1). We show that with any pointy e X^0---'^

the whole geodesic [A:oj] lies in X^0'""^. This of course implies the wanted contrac-

tibility. Fix a point z e [x^y] and let F, resp. F', denote the facet in X which contains z,

resp.j/. Clearly F' c x^0 '---'^ so that there exists 1 ̂ j ^ m such that

gt^t^ for all g e U ^ ) .
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If F is not contained in X^01-"^ then we find g^ eU^ with g ^ t , == ^. According

to 1.3.1 we have

TT(e) c TT^ TT^Up L= U^ . Up.

so that g^ e hV^ for some A e U^J.

Put ^ := A~1^ e Up6?. Then gtj = h~11^= IQ which is a contradiction. D

Corollary n.3.2. — For any representation V in Alg^G) n Alg^(G) <Corollary n.3.2. — For any representation V in Alg^ (G) n Alg^(G) the augmented

^OT^fe^

G?(X,>,Y,(V))->V

is a projective exact resolution ofV in Alg^(G).

Proof. — Combine Theorem 1 and 2.2. D

Corollary 11.3.3. — Let V, resp. V, be an admissible representation in

Alg^G) n Alg,(G), resp. Alg

dimensional and vanish for * > d.

Alg^G) n Alg^(G), resp. Alg^(G); then the vector spaces Ext^^V, V) are finite-

Proof\ — Combine Corollary 2 and 2.1 (compare [SS] § 3 Cor. 3). D

Note that because of 1.2.9 any finitely generated smooth G-representation lies

in Alg^ (G) if e is chosen large enough.

m. DUALITY THEORY

III.l. Cellular cochains

An element of the space G^X^p Ye(V)) also can be viewed as an oriented

cellular cochain with finite support on X. This suggests that there is a cohomological

differential, too. Indeed, for any pair of facets F, F' c X such that F' ^ F, we have

the projection map

pr^V^V^

^[Up^U^-.e^^

Since the partition of X into facets is locally finite the coboundary map

d: G°;(X,.>, Y.(V)) -> C^X^,, y,(V))

<o^((F,c)^ S pr?'M(F', t^)))))
F'GX^

F' £F
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is well defined; in case q == 0 the summands on the right hand side have to be inter-

preted as a^).co(F'). A standard computation ([Dol] VI. 7.11) shows that

G?(X(O),T<(V))^...^G°/(X^,^(V))

is a complex in Alg(G)—the cochain complex (with finite support) ofy^V). We will

see in Chapter IV that this complex computes the cohomology with compact support

of a certain sheaf on X. Here we are interested in the relation between the chain and
the cochain complex.

Again let % : C ~> C>< be a continuous character. In Alg^(G) there is the <( universal "
representation

^ :== space of all locally constant functions ^ : G -> C such that:

— +CT1 h) == )cte) • W for all g e G, h e G,

— there is a compact subset S c G such that ^ vanishes
outside S.G

where G acts by left translations. This is the ^-Hecke algebra ofG$ its algebra structure

will be recalled later on. Note that G also acts smoothly on J^ by right translations.

Both actions commute with each other. In the second action the connected center C
acts through the character ^~1.

Fix now a representation V in Alg^(G). Its smooth dual ^ lies in Alg _i(G).
For any 0 < q ̂  d we have the pairing

C?(X^y^)) x C^X^(V)) ->^

(^)^.<o
defined by

^,<^):= S ^((F,.))[(5-^)((F,.))].
(F, C) e X(g)

One easily verifies that

^co == AY^ and Y,̂  = ̂ .<o(.A) for any h e G.

This means that the above pairing induces a homomorphism

"¥ : C?(X^, y,(V)) -> Hom^(G^(X^, Y,(V)), ̂ )

7]^(<O^^J

which moreover is G-equivariant if the action on the right hand side is the one induced
by the right translation action on Jf^. Next one checks that

^.=^ and y^=y^.

In other wordsJF is a homomorphism of complexes from the chain, resp. cochain,

complex ofy^) into the Hom^(., J^)-dual of the cochain, resp. chain, complex
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of YeW- we claim that Y is injective. For any (F, c) e X^ and any v eV, define an

oriented y-chain (*)(F,C),^ °^ Ye(V) by

pr^v) if (F', .') - (F, .),

^F,O,.((F'. ^)) ̂  < - P^) if
 9 ̂

 1 and (F/- ̂  == (F- - ̂
0 otherwise;

here prp denotes the projection map

prp:V->V^

y ̂  —————. S ^y if v e V11 for some open subgroup
W = U ] ,e^)/u ^^

We then have

^(p^1) = 2e'7^ ^) ^(y^ = ̂ '^^ ')) M

with e = 1, resp. 0, in case q^ 1, resp. == 0. The second identity comes from the

observation that any linear form in ^u^ factorizes through pr?. This clearly implies

the injecdvity of Y.

Lemma HI. 1.1. — Let'V be an admissible representation in Alg^(G); then the G-equivariant

linear map

T : C0^,, Y^)) ̂  Hom^G^X,,, y,(V)), ̂ )

is an isomorphism^ under this identification we have

Homja, J )̂ = d and Horned, J )̂ = B.

proof. — Only the surjectivity of Y remains to be established. Let T^ be an

element of the right hand side. Define a map T] : X^ -^ V by

^((F^))^]^^^^),.)^).

For a fixed (F, <;) the function Y^^F,^) in -^x ^^ depends on pr?(y). Therefore
the admissibility assumption guarantees the existence of a compact subset S c G such

that all functions Yo(^(F,c),v) ^or v e^ vanish outside S.G. Because of

^^-'(F^))^]-^^^),^^)

it follows that

^"'(F^)) =0 for^-^S.C.
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Since G has only finitely many orbits in X^ we obtain that the map T) has finite support.

It is now straightforward to see that T] e C^X^, Y<?C^)) ls a ^-chain such that
Y^) = 2s. To with the same e as above. D

This duality between chain and cochain complexes is perfectly suited to analyze

the Ext-groups

^(V):=Extl^(V,^)

in the category Alg^(G). Through the right translation action of G upon jf^ the

space <^*(V) in a natural way is a G-representation which in general might not be

smooth. As before we fix a special vertex A; in A.

Lemma in.1.2. — For any representation V in Alg^ (G) n Alg^(G) we have

<T(V) = ̂ (Hom^G^X,,, y,(V)), ̂  Hom ,̂ J^)).

proof. — 11.3.2. D

Proposition in. 1.3. — For any admissible representation V in Alg^ (G) n Alg^(G)

we have

^(V)^h-(C°^X^^)),d).

Proof. — Lemmata 1 and 2. D

Remark ICE.1.4.

i) The category of finitely generated smooth G-representations is stable with respect to the formation

of G-equivariant sub quotients \

ii) a smooth G-representation is finitely generated and admissible if and only if it is of finite lengthy

iii) let V be an admissible representation in Alg^ (G) n Alg^(G); then ^} is an admissible

representation in Alg^ (G) n Alg^-i(G) and we have V == V.

Proof. — i) and ii) [Ber] 3.12. iii) [Gas] 2.1.10 and 2.2.3 together with Bernstein's

theorem (1.3). D
In particular it follows from these considerations together with II. 2.1 that the

spaces <?l<l(.) form functors

finitely generated and finitely generated

S* : admissible representations -> representations
in Alg^(G) in Alg^i(G)

If • > d then €* == 0. For later use we need the following technical consequence of

the above results.

17
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Lemma in. 1.5. — Let V be a representation of finite length in Alg^(G) and assume that

there is an integer 0 ̂  d(V) ^ d such that <sT(V) == 0 for * =(= ^(V); ̂  to have:

i) -For ^ 6z^ enough the complex

G?(X,o,,y^)) -L, ... -L. G?(X^,_,,,y.(\?)) ̂  kerrf^

is an exact projective resolution of ̂ ^(V) in Alg -i(G);

f V zy*=^(V),
ii) ^((^(V)) = ^

[ 0 otherwise.

m.2. Parabolic induction

The computation of the spaces ^(V) in an essential way makes use of the theory

of parabolic induction. We fix a decomposition 0 = O4" u 0~ of the set of roots 0 into
positive and negative roots. Let A c 0+ be the corresponding subset of simple roots.

The subsets © ^ A parametrize the conjugacy classes of parabolic subgroups of G in
the following way. First we have the torus

SQ : = connected component of fl ker ar aee

of dimension dim S — ff© and the Levi subgroup

MQ :=== centralizer of SQ in G.

Second there is the unipotent subgroup

U@ :== subgroup of G generated by all root subgroups U^

for a eO-^O)

where < © > : = = { a e 0 : a i s a linear combination of roots in © }. The product

Pe:=MeUe

is a parabolic subgroup of G$ its unipotent radical is U©.
Let

8e : Pe -^ Me -> R^

Ai^|det(Arf(A);LieU©) |~1

denote the modulus character of PQ. Because of G c M@ the category Alg (M@) of

all smooth MQ-representations on which G acts through the character ^ is defined.
We have the " normalized " induction functor

Alg,(Me)->Alg,(G)

E ̂  Ind(E)
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where Ind(E) := space of all locally constant functions 9 : G ->E such that

^W^SW.h-^g))

for all g e G, he M@, and u e Ue

with G acting by left translations. The reason for introducing the character SQ is the

formula

Ind(E)^ == Ind(E)

([Gas] 3.1.2) for the smooth dual E. An irreducible representation V in Alg^(G) is

called of type © if there is an irreducible supercuspidal representation E in Alg^(Me)

such that V is isomorphic to a subquotient of Ind(E). We put

Alg^e(G) :== category of all smooth G-representations of finite length

all of whose irreducible subquotients are of type ©.

Any irreducible representation in Alg^(G) has a type, i.e. lies in some category Alg^e(G)

([Gas] 5.1.2). Also Ind(E) lies in Alg^e(G) ifE is irreducible supercuspidal in Alg^(M©)

([Gas] 6.3.7). Technically very important is the fact that

Alg^e(G) == Alg^e.(G) if © and ©' are associated

([Gas] 6.3.11). We recall that two subsets © and ©' of A are called associated if S@

and SQ. are conjugate in G; in this case Me and Me' are conjugate in G, too, and

(Q == ^©'. We actually need a more precise version of that fact. Fix a g e G such that

MQ = g^t@' g~~1 and let E be an irreducible supercuspidal representation in Alg^(Me).

Via the map

Me- -> Me

h^ghg~1

E can be considered as an irreducible supercuspidal representation in Alg^(Me') which

we denote by ^E. Obviously the isomorphism class of °E does not depend on the choice of g.

Proposition VI .2.1. — The representations Ind(E) and Ind(̂ E) have (up to isomorphism) the

same irreducible subquotients', moreover given an irreducible subquotient V of Ind(E) there is a

subset ©' c A associated to © such that V is a homomorphic image o/'Ind(^E).

proof. — [Gas] 6.3.7 and 6.3.11. D

A key result of this paper which will be established in the Chapter IV (IV. 4.18)

is the following.

Theorem HI. 2.2. — Let E be an irreducible supercuspidal representation in Alg^(Me),

there is a subset ©' c A associated to © such that

[ Ind^E) if * == d - #©,
<T(Ind(E)) ^ v /

[ 0 otherwise.
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in. 3. The involution

Theorem HI. 3.1. — For any representation V in Alg^Q(G) we have:

i) <T(V) ^Ofor * = ) = ^ - # © ;

ii) <^-^(V) ̂  w Alg^e(G).

Proof. — We prove the vanishing of ^*(V) for 0 ̂  * < d — #© and all V in

Alg^@(G) by induction with respect to *. Fix an integer q such that 0^ q< d — ff©

and assume that ^(V) = 0 for all * < q and all V. We have to show that ^(V) == 0

for all V. By induction with respect to a Jordan-Holder series we obviously may assume

that V is irreducible. Then 2.1 says that there is an exact sequence of G-representations

0 -> V -> Ind(E) -> V — 0

where E is an irreducible supercuspidal representation in Alg^(M@,) for some subset
©' S A associated to ©. We obtain an exact sequence

^-i(V') -^ <^(V) -> ^(Ind(E)).

Because of Alg^(G) =Alg^©(G) (and #©' = #©) the left term vanishes by the

induction hypothesis and the right term by 2.2.

For proving ii) we again may assume that V is irreducible. Similarly as above
we then obtain an injection

<^-ff®(V) ̂  ̂ -^(hu^E)) = Ind^E)

where the right hand equality comes from 2.2. This shows that ^"^(V) lies in
Alg^-l,^(G)=Algf^,e(G).

The remaining vanishing assertion in i) also follows by induction. We already

know that <T(V) =0 for * > d. Since, quite generally, Ind(E)" == Ind(E) holds,

2.1 can be dualized to the statement that in case V is irreducible we find a mono

morphism of G-representations V<->Ind(E') where again E' is an irreducible super-

cuspidal representation in Alg^(MQ^) for some subset ©' c A associated to ©. Therefore

an induction argument similar to the above one but downwards from * = d + 1 to

* = d + 1 — ff© is possible. D
This result together with 1.5 ii) implies that

^:Algf^(G)->Algf^,e(G)

V i~> ^-^(V)

is an exact (contravariant) functor such that € o € = id.

Corollary III. 3.2. — If V is an irreducible representation in Alg^(G) then <?(V) is

irreducible, too.
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Corollary ffl.3.3. — For any representation V in Alg^ @(G) we have:

i) V has an exact projective resolution in Alg^(G) of length d — #©;

ii) Extlig^(V, V) == Ofor * > rf — #© a^ ̂  representation V m Alg^(G).

Proo/'. — Theorem 1 and 1.5 i). D

Remark m.3.4. — For any representation V in Alg^(G) we have

<?(V) = Hom^V, J )̂ = V.

Proof. — We may assume V to be irreducible. Then Hom^(V, ̂ ) is irreducible,

too, by Corollary 2. On the other hand the matrix coefficients ofV provide an embedding
^Hom^(V,J^) ([Gas] 5.2.1). D

Fix an invariant measure dg on G/G. Then J^ becomes an associative C-algebra
(without unit) via the convolution product

(^ * 9) (h) := f ^{g) 9CrlA) dg for ^ 9 ej^.
JG/C

Also this algebra ̂  acts from the left on each representation V in Alg^(G) through

+*^= f +C?).^^ for ^ ej^, yeV.
JQ/C A

The antiautomorphism g ̂  g^1 of G induces an algebra antiisomorphism
i^/

s^7 ^ '*^j^-^^_i.

Hence any representation in Alg^-i(G) can be viewed as a right ^-module. In this
way the tensor product V" ̂  V and its left derived functors Torfx(V", V) are defined

for any V" eAlg^i(G) and V eAlg^(G).

Duality theorem. — Let V be a representation in Alg^G); we then have a natural

isomorphism of functors

Extl̂ (V, .) = Tor^e-.(^(V), .)

on Alg,(G).

Proof. — For any V in Alg^(G) consider the smooth representation J^0V
where G acts only on the first factor. The map x °

j^ ® V' -» V7

" c

ip ® v \—> A * v

is a G-equivariant epimorphism. According to (a slight generalization of) a result

in [Bla] (compare also [Ga2] A. 4) the representation ̂  and hence ^ ®V is aA x c
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projective object in Alg^(G). We see that the objects in Alg^(G) have a functorial

projective resolution by representations of the form J^ ® V. It follows from Theorem 1

that

Extl̂ (V, J^ (j V) = Extl̂ (V, J )̂ (j) V = 0

for * 4= d — #©; here the first equality is an immediate consequence of the fact that

V has a projective resolution by finitely generated G-representations (11.2.1 and

11.3.2). These two properties imply by a standard homological algebra argument

([Har] 1.7.4) that Extlig^(V, .) is the left derived functor of Ex4-g^(V, .). In

order to establish our assertion it therefore remains to exhibit a natural isomorphism

Extir^(v, v) ^ ^(v) ̂  v = Extir^(v, ̂  ̂  v.

Using the projective resolution in 11.3.2 (for an e large enough) to compute the Ext's

on both sides we see that a natural homomorphism

Ext̂ ,(V, ̂ ) ̂  V ̂  Extl,̂ ,(V, V)

is induced by the homomorphism of complexes

Hom^C ,̂, y,(V)), ̂ ) ̂  V -> Hom^C^^X^, y,(V)), V)

Y®y ' ^(co ^^((o) *y').

In order to establish that the induced homomorphism in degree d — #© in fact is an

isomorphism it suffices, again by applying the above constructed resolution of V, to
consider the case V = e^y. But then the map in question simply is

<T(V) ® e^ -> <?(V)

•̂ x

w ® (p h-> ̂  * 9

which, although the ring J^ has no unit element, is bijective ([BW] XII. 0.3 i)). D

In a more elegant but less precise way these results can be formulated on the level

of derived categories. Let D^(Alg^(G)) denote the bounded derived category of complexes

in Alg^(G) whose cohomology objects all are of finite length. Then the functor

D,:D^(Alg,(G)) ->D?,(Alg^(G))

V ̂  R Hom^>(V, .<)

is well-defined and is an anti-equivalence such that D^_i o D^ = id. The Duality theorem

becomes the statement that

R Hom (̂V, V) = D,(V) g V for V, V- in D^(Alg,(G)).

These facts constitute a kind of " Gorenstein property" ([Har] V.9.1) for the non-

commutative ring J^.
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in. 4. Euler-Poincare functions

In this section we assume that the connected center G of G is anisotropic and

hence compact. Then all our previous results hold true without fixing a specific central

character % in advance. Dropping / from a notation has the obvious meaning; e.g. jf is

the Hecke algebra of all locally constant functions with compact support on G. We fix

a representation V in Alg(G) of finite length. By II. 3.3 we have, for any other admissible

representation V in Alg(G), the Euler-Poincare characteristic

EP(V,V'):== S (-l^.dimExtl^V.V').
f f^O

It will be a consequence of our theory that this Euler-Poincar^ characteristic is a character

value of V. The character of V is the linear form

try, : Jf -> C

^ h-̂  tracer * . $ V)

which exists since the operator ^ * . on V has finite rank. In order to see this consequence

we fix, for any 0 < q ̂  d, a set «^ of representatives for the G-orbits in X^. By our

assumption on G the stabilizer P? of a facet F is a compact open subgroup in G. Let

Sp: Pjl, -> {± 1 } be the unique character such that

^((F, c)) === (F, £p(5).,) for (F, ,) e X^ and any g e Pp.

We also fix a special vertex A: in A and an integer e ^ 0 such that V lies in Alg^ (G).
Since Uy is normal in P .̂ the finite group P^/Up^ acts on the finite-dimensional

space V^ . The character of this latter representation will be denoted by rj ^ : P]|. ~> C.

We extend the functions e? and rj ^ by zero to functions on G. With these notations

we define

/Jp:= S S (- l^VOHP^.T^.Cp.

a«o ve^q

The volume vol(Py) is formed with respect to a fixed Haar measure dg on G. In order

to be consistent with our earlier conventions we always let the invariant measure dg

on G/G be the quotient measure of dg by the unique Haar measure of total volume

one on C. Then the operator ^ * . on V, for (p e j^, can be written

^ « u == [ ^(^r) ,gu dg for v e V.
JG

The function/Ep obviously lies in J^. It depends on our choices which, for simplicity,

we do not indicate in the notation. We caliy^p an Euler-Poincare function for the repre-

sentation V . I f V = = C i s the trivial representation then^p is the Euler-Poincar^ function

ofKottwitz ([Kot]). Our subsequent results generalize corresponding results in [Kot] § 2.



136 PETER SCHNEIDER AND ULRICH STUHLER

Proposition m.4.1. — For any admissible representation V in Alg(G) we have:

trvWp) = EP(V, V).

Proof. — According to 11.3.2 we have

Extl,̂ ,(V, V) = ̂ (Hom^C^X,,, y.(V)), V')).

But each G^X,,), Y»(V)) decomposes as a G-representation into

CO<^(X„„Y.(V))= ©C^(F,Y.(V))
F Gy q

where G^(F, Ye(V)) := subspace of all those chains with support in the union

of the G-orbits of the oriented facets with underlying

facet F.

We therefore obtain

E P ( V , V ' ) = = Z ; S (-l^.dimHom^G^F^V^V').
< z = o FE^

Consider now a single facet F e .̂  and fix an oriented facet (F, c). Using the oriented

y-chains c^o,,, introduced in III.l we have the isomorphism

Hom^C^F, y.(V)), V) -^ Hom^V^, V^Y

Y^(,^Y(o^J)

where the exponent £p on the right hand side stands for the Sp-eigenspace of Pp. It is

a standard fact from the representation theory of finite groups ([CR] (32.8)) that

dim Homc(V^\ V^)6- = vol(P^)-1. f T^.Tp;,.Sp dg.
Jp!

Therefore our assertion finally comes down to the following general observation: For

any function ^ e ̂  which is supported on P? and is constant on the cosets modulo Up^

one has

t rv 'W- f^e^
•/pt

([Gar] p. 120). D

The real number

/Jp(l) = S 2 (- l^.voUP^.dimV^
9=0ve^g
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is independent of the choice of the sets <^. Moreover the invariant measure

d^g^fM.dg

on G does not depend on the choice of the Haar measure dg. We call it an Euler-Poincare

measure for V. The corresponding volume function is denoted by voly. In case of the

trivial representation V = C the measure d0 g is the canonical measure of G in the

sense ofSerre ([Ser] 3.3). We recall that rf° g is nonzero with sign (— ̂  ([Ser] Prop. 28).

Serre's "Euler-Poincare property" of d° g has a counterpart for any V.

Proposition HI. 4.2. — For any cocompact and torsionfree discrete subgroup F in G we have

volv(r\G) = S (~ l^.dimH^V) = S (- l̂ .dim Extg^V, C).
ff^O 9^0

Proof. — Since V is admissible the spaces V^ are finite-dimensional. Moreover

r being torsion free and cocompact acts freely on X^ with finitely many orbits. Hence

^(^w T<?(V)) is a finitely generated free C[r]-module. We therefore can use the

resolution in 11.3.2 in order to compute the homology groups H^(r, V) and we see

that those groups are finite-dimensional and vanish in degrees > d. The second identity
is also clear from that. We obtain (compare [Ser] p. 140)

S (- l^.dimH^V) = S (- \Y. S dimV^
«^o a$so ver\Xq

== S (-1)^. S dimV^.tfrVG/Pt
«^o pe^ /

==vol(r\G). S (-1)^. S voHP^.dimV^
fl^O P6^

=/Evp(l)•vol(^\G)=vo4(^\G). D

If K has characteristic 0 then a discrete subgroup F as in Proposition 2 always exists

([BH] Thm. A and Remark 2.3). Hence in this case the measure cT g is uniquely

determined by the representation V (and does not depend on the choice of U^).
We also introduce the rational number

7 /T7\ . *7EP(1)

^•^JW''

it fulfills

dvg=d^(y).dcg.

The denominator of </Ep(V) is bounded independently of V. If K has characteristic 0

then as a consequence of Proposition 2 the number ^ap(V) o^y depends on V; in the

rare case that V is finite-dimensional we have rfap(V) = dim V ([Ser] p. 85). We

18
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therefore call d^p(V) the formal dimension of V. In a moment it will be seen that this

is compatible with the notion of the formal dimension (or degree) of a square-integrable

representation.

Remark m.4.3. — If V lies in Algg(G) then we have:

i) EP(<?(V), V) = (- ^-^.EPCV, V) for any admissible representation V;

ii) S (- l^.dimHjr, <^(V)) = (- l)^0. S (- I)9.dim H,(r, V) /or a^ ^ow-
fl^O ff^O

j&fl̂  072^ torsionfree discrete subgroup F in G;

iii) ^spW^)) == (- ^"'̂ EpC^) if K ̂  characteristic 0.

Proo/*. — In the proofs of the above two Propositions we used the chain complex

(C^X^, Ytf(V)), 8) whose only nonvanishing homology is V in degree 0. On the other

hand we know from 1.5 i) and 3.1 that the only nonvanishing homology of the cochain

complex (C^(X(.pYe(V))^) is <?(\Q in degree d - #0. D
Associated with any irreducible square-integrable representation V is a unique

Haar measure dy g on G which makes the Schur orthogonality relations hold (compare

[Gar] p. 122 and p. 131); d y g is called the formal degree of V.

Proposition in.4.4. — I/either V is irreducible supercuspidal or V is irreducible square-

integrable and K has characteristic 0 then we have d^ g == dy g.

Let us draw immediately the following consequence which reproves results of

Harish-Ghandra, Howe, and Vigneras.

Corollary III. 4.5. — I/either V is supercuspidal or V is square-integrable and K has

characteristic 0 then the rational number d^-p(V) only depends on V and has sign (— 1)^ its

denominator is bounded independently of V.

Proof. — The only additional observation which we have to make is that d-^p{')

is additive in short exact sequences. D
The proof of Proposition 4 requires the abstract Plancherel formula. Let G denote

the unitary dual of G, i.e. ([Car] p. 133), the set (of isomorphism classes) ofpreunitary
irreducible representations in Alg(G). For any ^ e^ the Fourier transform $ is the

function on G defined by

$(V'):=tr^).

Since the group G is of type I ([Car] p. 133) the abstract Plancherel formula ([Dix]

18.8) is available; it says:

— ^(1) = j ^(g) dg for any ^ e^f where dg denotes the Plancherel measure (cor-
Jg

responding to dg) on G;
— a V in G is square-integrable if and only if vol^({ V }) > 0 in which case we have

^-vol^V'}).^.
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Let us now first consider the case of an irreducible supercuspidal representation V.

Since V is a projective object in Alg(G) ([Gas] 5.4.1) Proposition 1 implies that

f l i f V ' ^ V ,
c/^nv')^ , , .

[ 0 otherwise.

Inserting the function f^p into the abstract Plancherel formula therefore gives

^g =fW'dg = vol^({V}).^ = d^g

which proves Proposition 4 in the special case under consideration. The argument in

the other case is the same once we use the following two additional facts. Firstly the

support of the Plancherel measure is contained in the tempered irreducible represen-

tations ([Be2] Example 4.3.1). Secondly we have the following result.

Theorem DDL 4.6. — Assume that K has characteristic 0. IfV is irreducible square-integrable

and V is irreducible tempered then

{ 1 if V ^ V,
EP(V,V')= .

[ 0 otherwise.

Proof. — The vanishing assertion is a consequence of the subsequent Theorem 21

and [Kal] Cor. on p. 29. In the case V == V we have to show, again by Theorem 21,

that Oy^'^.Oy^) dc == 1; here C®11 denotes the set of regular elliptic conjugacy
Jc0"

classes in G and dc the natural measure on it ([Kal] § 3 Lemma 1). But this can easily

be deduced from [Kal] Thm. F and [Kal] § 5 Prop. 3 D

There are two more consequences of this type of arguments.

Corollary DDL 4.7. — Assume that K has characteristic 0. IfV is irreducible tempered but

not square-integrable then d^p(y) = 0.

Proof. — More generally Theorem 21 and [Kal] Cor. on p. 29 imply that, for V

and V irreducible tempered, we have

EP(V, V) == 0

unless V and V are relatives in the sense of [Kal] p. 10; the latter means that there

is a representation which is parabolically induced from a square-integrable represen-

tation of a Levi subgroup and of which V and V both are constituents. None of these

finitely many relatives is square-integrable ([Kal] Lemma 1.4). Using Proposition 1

we see that the Fourier transform (f^p)" has support in a set of Plancherel measure 0.

Hence the abstract Plancherel formula says thatjfjp(l) == 0.



140 PETER SCHNEIDER AND ULRICH STUHLER

Recall that if V is irreducible square-integrable then a function ^ e ̂  is called
a pseudo-coefficient for V if

0 for V irreducible tempered but V ̂  V,

1 for V ^ V.
try'W

Corollary in.4.8. — A$".nw^ that K. A^ characteristic 0. If \ is irreducible square-

integrable and lies in Alg|(G) thenf^ and (— l)^9./^^ are pseudo-coefficients for V.

Proof. — Proposition 1, Remark 3 i), and Theorem 6. D

It is very likely that the restriction to characteristic 0 is unnecessary in all of the

above statements. Actually we strongly believe that

Extl̂ (V, V) = 0 for any * ^ 0

holds true whenever V and V are two irreducible tempered representations which are

not relatives in the sense of [Kal] p. 10. A possible strategy to prove this would be the

following. Define an appropriate category Temp(G) of tempered representations and

show that the Ext-groups in Alg(G) and in Temp(G) of any two admissible tempered

representations (which naturally belong to both categories) coincide.

Next we will discuss the orbital integrals of the Euler-Poincar^ functions f^p and

their relation to the character try as a locally constant function on the regular elliptic

set. Recall that an element of G is regular elliptic if its connected centralizer in G is

a compact torus. For the sake of completeness let us include the following well-known fact.

Lemma HI. 4.9. — If h 6 G is regular elliptic then the map

G-^G

g ^g~lhg

is proper,

Proof. — It suffices to show that the preimage of a compact subset of the form

VgQ U where U c G is a compact open subgroup is compact. This preimage equals

U G^U
ffGGh\Q/V ho

O^hffGVffQV

where G^ denotes the centralizer of h in G. The element h being regular elliptic its

centralizer is compact. Hence the double cosets G^ gV are compact. On the other hand

it is a particular case of Lemma 19 in [HGD] that the set over which the above union

is taken is finite. D

We denote by G®11 the open subset of all regular elliptic elements in G. The

above Lemma says that for each h e G611 and each ^ G ̂  the integral

W - f ^ ( g - ' h g ^ d g
JQ
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exists. As another consequence of that Lemma the set X71 of fixed points of a given
element h e G®11 in the Bruhat-Tits building X is compact (compare also [Rog] Lemma 1).
To see this fix a facet F e<^. The Lemma says that the set

{g^G:g-lhgE^}|^?^{geG:hef^}|^

^{^eG^n^F+e}^

is finite. It follows that X71 is covered by finitely many facets and hence is compact.

We have KF == F for a facet F e X^ if and only if F(A) := F n X" =)= 0; moreover,

as explained in [Kot], F(A) then is a polysimplex whose dimension fulfills

£^(A) = (- l)fl-dimFW^

In this way X71 is a finite polysimplicial complex; we denote its set of ^-dimensional
facets by (X71),.

Lemma ni.4.10. — For any h e G®11 we have

WW == S S (- I^T^A).
f f = = o FWG(X\

Proof. — We first quite generally consider a function ^ e Jf whose restriction

to P^, for some facet F e Xg, is a class function and which is zero outside of P^. Let

(X^ denote the set of fixed points of h in X, and let (G.F)" be the intersection of (XJ71

with the G-orbit G.F of F in X^. We compute

f ^g~1 hg) dg = S . ̂ {g-1 hg) .vol(G, g^)
JG aeG/,\G/P?

(r^oePJ;

'.eo^o...^"1^-'01^-^-0'-0^

=vol(P^). 2 ^{g^hg).
(fl'eret.p)*

Applying this to each summand of our function f^p we obtain

??=2 s (-i)'. s (^..sp)Cr1^)
<y=o Fe^'g yFetG.F)^

= S S S (-l)9.^).^)
<z=o re^ yFe(G.F)^

= S S (-l)9.^).^)
f f=o Fe(Xg)^

= 2 S (-l)9.^). D
f f=0 F(7i)e(X^)y

An element in G is called noncompact if it is not contained in any compact subgroup.
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Remark in. 4.11 (The Selberg principle for Euler-Poincard functions). — For any

noncompact semisimple element h e G we have

f /E^-^^^^O
JGh\G ag

where dg' is any Haar measure on the centralizer G^ of h in G.

Proof. — Note that since semisimple orbits are closed their orbital integrals exist

in any characteristic. The Euler-Poincard function f^p vanishes on noncompact

elements. D

Lemma ML 4.12. — The function [f^pY on G811 is locally constant,

Proof. — This is a consequence of Lemma 10 once we know that for any given

h e G^ there is an open subgroup U c G such that

y = Xh for any A' e hV n G611.

First note that Xh is never empty ([Tit] 2.3.1). We choose a point y e X\ Since X71 is

compact we find a constant r > 0 such that

X h ^ { z e X : d { ^ z ) < r } .

Consider now the open subgroup

V :== {g e G : gz === z for any z e X with d(jy, z) ^ r }.

Clearly, for any h' e hV, we have

X!1 <= X^

and X^\X^ c { z e X : d{y, z) > r}.

Since with any z e X^' the whole geodesic [jyz] is contained in X^ the latter inclusion

forces Xh'\Xh to be empty. D

We define an equivalence relation on G®11 by

h^h' if X71 = X71'.

In the preceding proof we have seen that the corresponding equivalence classes are

open. Hence any function ^ G J^ with support in G®11 can in a unique way be written as

^= s ^
hCG^I^

where ^ e ̂  has support in the equivalence class of h. Also the function

£,:= S S (-1)^)
f l-0 F(7^)6(X/')g F
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in Jf only depends on the equivalence class of h; here, for any compact open subgroup
U ^ G, s^j denotes the idempotent

fvol(U)-1 i f ^ e U ,
^{g)''==\

[ 0 otherwise

in ^f.

Lemma m.4.13. — For any ^ ejf with support in G611 we have

f ^) (/Jp)^-1) dg = tr^( S ^e,).
JG TieG^/-

Proof. — It is clear ([Gar] p. 120) that

^LW -^vW^)))

holds true for any facet F in X such that F n X71 + 0. Using this together with Lemma 10
we obtain

W(h-1) = tr^(£,))

/ r \
== trace y i-> ^{h~1 g) gv dg

\ JG I

/ r \
= trace [v ̂  ^(g) hgu dg]

\ JG l

== trace (v t~>A(s^ * ^)).

Therefore the left hand side in our assertion becomes

^(g) .trace(y ̂  g{^ * y)) ̂  == trace {y h-> f ^(g) .g{^ * y) dg\.
JG \ JG I

If ^ has support in the equivalence class of some h e G011 the last expression obviously
is equal to

/ f \
trace \v ̂  \ ^(g) .g{^ * v) dg = trace(y ̂  + * (e^ * y)) = tr^ * ej. D

\ JG /

Lemma m.4.14. — For any h e G611 and any Fo(A) e (X^)o ^ to^

e^)»e^ ==s^-

Proo/. — Let Fo(A) = = { ^ } be the given vertex of X71. We introduce a relation

between facets F and F' in X as follows: We write F 4- F' if

— F(A) + 0, P(A) +0, __
— F' c, F (equivalently F'(A) c F(A)), F' + F, and

— there are points z eF(A) and 2:' eF'(A) such that ^ e [ĵ '];
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moreover in this situation F, resp. F', is called jy-large, resp. j^-small. These notions have
the following elementary geometric properties:

1. Any facet F + Fo with F(^) + 0 is cithern-large orj/-small.
2. Aj^-large facet is not^-small and vice versa.

3. For any j/-small facet F' there is a uniques-large facet F such that F 4- F'.
4. If F is s-large we have

/_ ^\dimF(/0 i ^ /_ ^ \ dimF'(Ti) ^ Q

F-S-F'

In order to see these properties consider an arbitrary point y ' e X71 different from y.

The whole geodesic [j^'j then belongs to X\ In addition one has:

5. There are only finitely many facets Fo, . .., F^ in X such that F, n [jy'] =)= 0.
Indeed, X is locally finite.

6. Each intersection F, n [yV\ either consists of one point or is an open convex subset
of L '̂].

Choose an apartment A' c X which contains [jy'J and therefore each F,. Let

< F, > denote the affine subspace of A' generated by F,; note that F, is open in < F, >.

If the intersection F, n [jy'] consists of more than one point then [jy'} c < F^ >.

The enumeration Fg, . . ., F^ obviously can be made in such a way that
d^ ^ < d{y, ^+1) whenever ^ e F, n [jy/] and ̂  e F,^ n [yf}.

Then the intersections consisting of one point precisely are the

î n DY] for 0 ̂  i < m

and we have

Fo ̂  Fi^ Fg c F3 ̂  F^ c . . .

v

It is clear that F^_i -> F^ if F^ n [jy'j = {y }. The converse holds in the following
stronger form.

7. If F -^ F^ then F = F^_, and hence F^ n [yf} == {f }.

Let z e F ( h ) and z ' e F^(h) be points such that z e [yz'}. Choose A' as above
so that F^ c A' and hence [ y z ' } u F c A'. Applying the preceding discussion to z '

we obtain that < F > contains [j '̂J U F^ and hence [ y y ' } and F^_i. We also obtain

that F^ n [ y z ' } == { z ' } so that [jy'] cannot belong to < F ^ > ; this means that

^m n W] ={Y} or in other words that F^_i ^ F^. As a consequence < F ^ _ i >
contains [j '̂] U F^ and hence [j/-2;'] and F. Therefore F and F^_i must be facets of

the same dimension both having F^ in their boundary. Assuming F and F^_^ to be

different there would exist an affine root for A' which is 0 on F^ but has different signs

on F and F^_i. On the other hand because of F n [ y z ' } 4= 0, resp. F^_i n [ y y ' } 4= 0,

this affine root has the same sign onj/ and on F, resp. F^_^ , which is a contradiction.
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This implies 3. together with the following characterization.

8. A facet F7 + Fo in X such that F'(A) 4= 0 is^-small if and only if F' n [ y z ' } = { z ' }

for some (or any) z ' eF'(A).

It also implies the direct implication in the following analogous characterization
ofj^-large facets.

9. A facet F + FQ in X such that F(/z) =)= 0 is j^-large if and only if F n [yz\ is open
in [yz\ for some (or any) z e F(^).

For the reverse implication let A' c X be an apartment which contains [yz\

and let L c A' denote the affine line generated by [yz\. It follows from 1.1.5 that

F n L c X\ The intersection (F\F) n L consists of exactly two points and those

belong to X71. Taking asy that one of bigger distance toy we obtain, with the previous

notations, that F -*> F^.

Clearly 6., 8., and 9. imply 1. and 2. It remains to discuss the property 4.

Fix aj^-large facet F. In particular F + Fg.

10. Let F" and F' + F be facets such that F" c F', F' c F, and F'(A) 4= 0; if F -"> F"

then F -^ F'.

We choose points z eF(A) and z" eF"(A) such that z e [yz'1}. We also choose

an apartment A' c X containing y and F and therefore also F' and F". Fix a point

?' e F'(A) and consider the euclidean triangle in A' with vertices^, z " , and?'. It follows

that (-2??') :== [^?']\{ z, f } is nonempty and is contained in F(A). Fix a point ?'e (^').

The two affine lines in A' through^ and ^ and through z" and ?' intersect in a point

^' e F'(A). Then? e [j/^'J and hence F -^ F'.

The last statement means that

Y := union of all F'(A) where F' c F, F' 4= F, and not F -^ F'

is a subcomplex of F n X71. Since the latter is contractible we have

S (_ l)dimr(70 ^ ^

F' £ F

F'(A) + 0

The property 4. therefore is equivalent to

S (— l)dimrW ^ ^

0 + F{h) c Y

The latter certainly holds if we show Y to be contractible. We may assume thatjy and F

are contained in the standard apartment A. Let < F > denote the affine subspace of A

generated by F. Since F isj^-large we necessarily havej e < F >. Let H^, ..., H. s A

be affine root hyperplanes such that the F^, ..., F, defined by

F, == H, n F

19
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precisely are the codimension 1 facets ofF. For each H, fix a defining affine root a,(.) + ̂
in such a way that

F = { A : e < F > : a,(A:) + t, > 0 for any 1 ^ i ̂  s }.

Since F + Fo the set

! :={ 1^ i^ ^:a,(j/) +^0}

is nonempty. Using [Bou] V. 3.9.8 ii) one sees that the o^ for i e I restricted to the

linear subspace parallel to < F > are linearly independent. Hence there is a facet F' ^ F
such that

F' = n F,.
i € l '

Since h fixes^ and F it permutes the F, with i e I and fixes F'. This means that F'(A) + 0.
Once we show that

Y == U F, n ̂
iei

it is then clear that Y can be contracted to any point in F^A). Consider first a point
x e F^ n X'1 for some i e I. Then

^{x) + ̂  == 0 and y.^y) + ̂  ̂  0.

This implies (a,(.) +Q \ [yx\ ̂  0 and hence [jyx] n F === 0. If F c F is the facet

containing x then it follows that not F -^ F. We conclude that x e F(A) c Y. Now let x

be a point in Y. Then [jyx] n F = 0. Moreover we have

(^(•) + Q | |>]\{ x }> 0 for any i ^ I.

The case x ==y is clear since, in that case ^ e F^ for all i e I. Assume therefore that

x ̂  y and that x is not contained in the right hand side of our claimed equality. Then

a,(A:)+^>0 for any i e I. Hence we would find a x ' e [jyx], x ' 4= x, such that

a,(.y') + ̂  ̂  0 for any 1 ̂  i ̂  .$-. The latter means that x ' e F which is a contradiction.

This finishes the proof of the properties 1.-4. It follows from 1.-3. that

S,=£^)+ S ((-l)d i m m )^)+ S (-1)<^'^)).
Fy-large F-S.F'

Because of 4. it is therefore sufficient to show that

s^) * s^) == e^j(?) * s^) whenever F -> F'.

v
Fixing a pair F -> F' we have to check that

TT(<?) TT(e ) _ TT(e ) T T ( e )
^Fo- ^F — ^FO' ^F'
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holds true. The inclusion Up^ c U^ is clear from 1.2.11. Hence it remains to establish

the other inclusion

TT^ c: TT^ TT^Up ^ Up^. Up. .

This is a variant of 1.3.1. We may and will assume that the facets F(), F and F' lie in

the basic apartment A. Let z e F(A) and z ' eF'(^) be points such that z e [j^']. It is

trivial to see that, for a e O^, we have

fW^frW and hence V^ n U, c: U î

except possibly in the case

y^,(a) ==./?'(a), a | F not constant, but a | F' constant.

In that case we have

- a(j/) < - a(0 < - a(^) ==/;(a).

^/E^) ^ ~ ̂ ^ then ^(a) ^/F^) and hence UFC) n ̂  c Up^. Otherwise there
are two consecutive values I < // in I\ such that

i < — a(j;) < - a(^) < r.

Using 1.2.10 we obtain

U^nU^U^^U^.^^U^nU,. n

To get further we need the subsequent result which doubtlessly holds true in general

but which we can establish, at present, only under some additional assumption. Let

[J ,̂ J^j be the additive subgroup of J^ generated by all commutators ^ * <p — cp * ^

for 9, ^ ej^ and put ^ab := J^/[j^,Jf].

Proposition in. 4.15. — IfG is split or if K has characteristic 0 then the class of f^p

in J^^ and hence the function {fj[p)^ is uniquely determined by the representation V (and the

Haar measure dg) and does not depend on the choice of U!̂ .

Proof. — Proposition 1, [Kal] Thm. 0, and [Ka2] Thm. B. D

Theorem Dl.4.16. — If G is split or if 'K. has characteristic 0 then we have

trvW - f Hg) W(g~1) dg
JG

for any ^ ejf7 with support in G611.

Proof. — By Proposition 15 we may choose the number e as large as we want.

Let AI, . . . .A^eG6 1 1 be representatives of those equivalence classes which meet the
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support of^ and, for each 1 ̂  i ̂  m, fix a F,(A,) e (X^o. We now choose <? large enough

so that .̂ is U^-right invariant for any 1 < i ̂  m. This means that ^. * e^(<) = ^.

and hence, by Lemma 14, that ^\.*s^.==^.. The statement follows then from
Lemma 13. D

Of course we know from Harish-Chandra that the distribution try is given by

a locally constant function on the regular semisimple subset G"^ in G; let 9y denote

the restriction of that function to G611. The last Theorem can then be rephrased by
saying that under the assumption made there we have

6vW = (AW-1).

This might be viewed as a kind of explicit formula for the character values on the

regular elliptic set; compare also the Hopf-Lefschetz type formula in I V . I . 5.

Corollary IDE. 4.17. — If G is split or K has characteristic 0 then we have:

i) 6y(r1) =0^h)for heG^;

ii) 6^ = (- ly^.ey ifV lies in Alg^G).

Proof. — i) We obviously have /Jp(.?~1) ==/EpC?) for any g e G. ii) It follows

from Proposition 1 and Remark 3 i) that

^{f^ - (- l)^0^) = 0 for any admissible V.

Hence that function is contained in [J^JT) by [Kal] Thm. 0 and [Ka2] Thm. B,
respectively. D

Lemma ffl.4.18.

i) EP(V, V) = EP(V, V) for V and V of finite length in Alg(G);

ii) let © C A be a proper subset and let E be a representation of finite length in Alg(M@); then

EP(V, Ind(E)) = 0.

Proof. — i) The symmetry is obvious from the expression

EP(V,V) = ̂  ̂  (- ir.vo^)-1.^' ^?:^dg

which was given in the proof of Proposition 1. Of course e ^ 0 here should be chosen

in such a way that both V and V lie in Alg^^G).

ii) The subsequent argument is due to Kazhdan. The set of unramified characters

of MQ is a complex algebraic torus of dimension d — #0 (compare [Car] 3.2). The
function

S 1"^ ̂ IndtE ® $) (jEp)
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on this torus is regular according to [BDK] § 1.2. Using Proposition 1 we see that the

function

^h->EP(V,Ind(E®S))

is regular and integral valued; therefore it is constant. On the other hand it is shown

in [Ca2] A. 12 that

Extl̂ (V, Ind(E ® iy) = Extl^e)(Vue. E 0 S)

holds true. But for any character ^o such that the central torus S@ in M@ acts on the

Jacquet module V^ and on E®^o by different characters we have

Extl^V^E®^)^

([BW] IX. 1.9). D

Lemma Dl.4.19. — If K has characteristic 0 then we have

\ /E^QT1 hg) ^ = 0 for any h e G^G611.
Joh\G ^g

Proof. — Proposition 1, Lemma 18, and [Kal] Thm. A. D

Following [Kal] we put

A(G) := 4 ej^ : f ^{g-1 hg) ̂  == 0 for any h e G^G611}
\ JGh\G dg )

and A(G) := A(G)/[^f, J ]̂.

Let

R(G) := Grothendieck group of representations of finite length in

Alg(G) (w.r.t. exact sequences) tensorized by C.

The induction functor Ind(.) induces a homomorphism

R(Me)^R(G)

for any subset © c A. We put

Ri(G) := S image of R(M@) and R(G) :== R(G)/Ri(G).
0 C A

+

If K has characteristic 0 then it follows from Proposition 15 and Lemma 19 that

R(G) -^A(G)

class of V h-» class of/Ep

is a well-defined homomorphism; as a consequence of Proposition 1, Lemma 18, and

[Kal] Thm. 0 this map is trivial on Ri(G).
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Proposition in. 4.20. — If K has characteristic 0 then the map

R(G)^A(G)

class of V \—> class of f^p

is an isomorphism.

Proof. — It follows from Theorem 16 that, up to the substitution h i->A~1, the

map in question is the inverse of the isomorphism in [Kal] Thm. E. D

Our approach allows to establish a kind of orthogonality formula for characters

which was conjectured by Kazhdan and which generalizes [Kal] Cor. on p. 29.
w

Let G®" denote the set of all regular elliptic conjugacy classes in G; then ^, for

any ^ e ̂ , as well as 6y can be viewed as functions on C611. According to [Kal] § 3

Lemma 1 there is a unique measure dc on G^ such that

^ dg == ^{c) dc for any ^ e ̂  with support in G®".
JG Jc^

Theorem III. 4.21 (Orthogonality). — If K has characteristic 0 then, for any two

representations V and V of finite length in Alg(G), we have

J^e^-^.e^^A^Ep^v').

Proof. — According to [Kal] Thm. F we have the identity

t rvW-f Q^c)M^dc
Jc^

for any function ^ e A(G). The Lemma 19 allows to apply this identity to the function

<p ==y^p. Using Theorem 16 we obtain

trvC/E^-f Q^c-^.Q^dc.
Jc^

It remains to apply Proposition 1 to the left hand side. D

By Lemma 18 the Euler-Poincard characteristic induces a symmetric bilinear form

EP(., .) :R(G) x R(G) ->C.

Because of Theorem 21 this form coincides with the form [., .] considered on p. 5 in

[Kal] provided K has characteristic 0; hence it is nondegenerate in this case. As is
pointed out in [Clo] § 5 a better understanding of this form is tied up with the study

of the L-packets.

Finally we want to relate our concepts to the notion of the rank of V introduced

by Vigneras ([Vig]). She extends the formalism of the Hattori-Stallings trace to the
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context of smooth representations. The technical difficulty which arises is that the Hecke

algebra ^ has no unit element in general. For us it is most natural to work with the

subalgebras

^(e) :== s^(<o • ̂  • s^) for e ^ 0

in which e^(<) is the unit element (recall that A: is a fixed special vertex); by 1.2.9

we have

^ == U ^{e).
e^O

The point is that U^ fulfills the assumptions of [Ber] 3.9 as we noted already in 1.3

so that the functor

Alg^G) ^» category of unital left J^(<?)-modules

v i-»v'(<o:== (v')^

is an equivalence of categories which in addition ([Ber] 3.3) respects the property of

being finitely generated. First let V be a finitely generated projective representation

in Alg^^G); then V'(^) is a finitely generated projective ^f(^)-module and we have

the obvious isomorphism

Hom^(V'(.),J^)) ® V'(.) ̂  End^(V'(.)).
Jf(e)

If S -o\ ® ̂  is the element in the left hand side which corresponds to the identity endo-

morphism in the right hand side then the rank of V is defined as

TV, :== class of S v^Vi) in ̂ ab.

Now consider an arbitrary finitely generated representation V in Alg(G). Bernstein

has shown ([Vig] Prop. 37; alternatively we can use 11.3.2) that V has a resolution

0 -> V; -> . . . -> Vo -> V -> 0

by finitely generated projective representations V '̂ in Alg(G). Choosing e large enough

so that the whole resolution lies in Alg^ (G) the rank of V then is defined to be

r^:= S (-l)1.^.
i==0

It is shown in [Vig] Prop. 39 that if G is split or K has characteristic 0 then the class

7y/ e^^ only depends on V and is characterized by the property that

trv^vO-EP^V")

holds true for any irreducible representation V" in Alg(G). Combining this with our

Proposition 1 we see that the Euler-Poincar^ functions f^p of our representation of

finite length V are representatives of its rank Ty.
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Proposition III. 4.22. — If G is split orifK has characteristic 0 then we have

r^ == class off^p in Jf̂ .

Actually a more precise result holds true. Each individual summand offy^p is the rank

of a corresponding direct summand of our projective resolution in 11.3.2: As already

used in the proof of Proposition 1 there is the decomposition

C°;(X^^(V))= ©C-(F,y,(V)).
VE^-q

Fix a facet F e<^ and put V := C^(F,Ye(V)). Since V is projective its rank is

characterized by the property that

tr^(r^) = dim Hom^(V, V")

for any irreducible representation V". But in the proof of Proposition 1 it was shown

that the latter dimension is equal to

tr^(vol(P^)-1.^.^).

Hence we obtain that

rank of G^(F, Ye(V)) = class of vol('P^-1^.^ in ^ab.

Propositions 2 and 22 together give a different proof, for a representation of finite length,

of the dimension formula in the Main Theorem 36 in [Vig]; the positivity statement

in loc. cit. is, by the above discussion, trivial for the projective representations appearing

in our resolution 11.3.2. More importantly we obtain a relation between the rank y-y

and the trace 6y which is entirely similar to the case of a finite group ([Hat]). Note

that the function ^ on G®11 only depends on the class of ^ in ^ab.

Theorem III. 4.23. — If G is split or if K has characteristic 0 then we have

QyW={r^(h-1) for he G611.

Proof. — Theorem 16 and Proposition 22. D

IV. REPRESENTATIONS AS SHEAVES
ON THE BOREL-SERRE COMPACTIFICATION

IV. 1. Representations as sheaves on the Bruhat-Tits building

Let V be a smooth representation of G. For any open subgroup U c G we have

the space

V\j: = maximal quotient of V on which the U-action is trivial

of U-coinvariants of V. We write v mod U for the image in V^j- of a vector v e V. Fix

an integer e ^ 0. In order to simplify the notation we sometimes will suppress indicating
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the dependence on e in the notions to be introduced. Let F be a facet of X. Since U^

is profinite the projection map pr? : V —» V^ in III.l induces an isomorphism

V^)-^V<

Whenever F' is another facet such that F' ^ F then we have the commutative square

V^ ^ V^

Prp,F ^[prp

V^) -^ V\j^)

where pr^, is the other projection map from III. 1 and pr is the obvious quotient map

(coming from the fact that U^ ^ Up^).

The representation V gives rise to a sheaf V on the Bruhat-Tits building X in
w

the following way: For any open subset 0, ̂  X put
•

V(Q) :== C-vector space of all maps s : Q, -> U V^oo such that
W %£Q <;

— s{z) e V^(^) for any z e Q,

— there is an open covering Q, == U ^ and vectors y, e V with
»ei

^(2;) == ^ mod Uj^ for any -2' e ̂  and i e I.

The stalks of the sheaf V are the expected ones as we will see in a moment. The star
w r

of a facet F' in X is the subset of X defined by

St(F') :== union of all facets F c X such that F' c F.

These stars form a locally finite open covering of X.

Lemma IV. 1 .1 .

i) (^L == V .̂) for any z e X;

ii) the restriction of V to any facet F of X is the constant sheaf with value Vy(e) •
w ^

Proof. — There is the obvious map

(^L^V^.)

germ of s \-^ s{z).

20
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It is an isomorphism since if z lies in the facet F then St(F) is an open neighbourhood

of z with the property that U^ c U^ for any z ' e St(F) (by 1.2.11 i). The same

argument shows more generally that, for any nonempty subset 2 open in F, we have

lim V(Q) == locally constant V^-valued functions on S. D
0 £ St(F)

open
Q n F = » S

Lemma IV. 1.2. — Let F be any facet in X; then

[ Vu(.) if * = 0,
H*(St(F), V | St(F)) = H*(F, V | F) = F

^ ' w { [o zy *>o .

Proof. — This is (a polysimplicial version of) [KS] 8.1.4. D

It follows from Lemma 1 that the functor

Alg(G) -> sheaves on X

Vh-^V
»

is exact. Our aim in this Chapter is to compute the cohomology with compact support

H^(X, V) of the sheaf V. The interest in this comes from the fact that this cohomology
w w

can be calculated from the cochain complex ofye(V) considered in III.l.

Proposition IV.1.3. — We have the equality H*,(X, V) == ^((^(X^, YeW). d ) '
w

Proof. — The filtration X = 0.° 3 O1 ̂  ... 3 0^ of X by the open subsets
^ := X^X7*-1 induces the filtration

I \ (X, . )=3lYQi, . )^ . . .3IW.).

Because of [God] II. 4.10.1 the spectral sequence of this filtration reads

E^:== © H^+^YI F) ^H^^^y).

According to Lemma 1 ii) we have

f H;(F, Z) ® V^(.) if F e X, and * = n,
H:(F,V|F)= , , .

^ [0 otherwise.

Inserting this into the spectral sequence we obtain

H:(X, V) == h-[ © H^(F, Z) ® V .̂) -^ ... ̂ 1 © H^(F, Z) ® V^)].
^^ F 6 XQ F F 6 X(/ F

The description of the cellular coboundary in [Dol] V. 6 and VI. 7.11 shows that the

complex on the right hand side coincides with (C^'(X(.p y^V)), d). D
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Corollary IV. 1.4. — Let V be a representation of finite length in Alg^(G); ife is chosen
big enough then we have

<T(V)=H:(X,^).

Proof. — Proposition 3 and III. 1.3. D

The sheaf V at hand, we can reformulate III. 4.16 as a trace formula.
rv

Proposition IV. 1.5 (Hopf-Lefschetz trace formula). — We assume that the connected

center G of G is anisotropic and that either G is split or K has characteristic 0. Let V be a repre-

sentation of finite length in Alg(G) and choose e big enough. For any h e G611 we have

QyW = S (- 1)^. tracer; IP(X\ V)).
ff=-0

Proof. — First of all note that since X71 is compact and V is admissible the coho-

mology H*(X71, ^) has finite dimension. By III. 4.16 (as explained in the paragraph

after that Theorem) we have

6yW = W{h-1).

Moreover III. 4.10 says that

W{h-1) == S S (- l^.trace^V^).
c=o vwe^q

Proposition 3 of course is completely formal and applies to the finite polysimplicial

complex ̂  as well. Therefore the right hand side in the last identity is equal to

S (-l) f f.trace(^COr((X / l)^,y,(V)))
c==o

d

= S (- l^.trace^H^X^V)). n
c==o w

IV. 2. Extension to the boundary

In [BS] Borel and Serre have constructed a compactification X of the Bruhat-Tits

building X with the help of which they could determine the cohomology with compact

support of a constant sheaf on X. Our strategy for computing the cohomology with

compact support of our sheaves V will be similar. In this section we will define an appro-

priate <( smooth55 extension j^ y of V to a sheaf on X. The boundary cohomology

of that extension will be discussed in the next section. Finally in the section after the

next one it will be shown, for V of finite length at least, that ̂  oo Y ls cohomologically
_ ' w

trivial on X. The result about the cohomology with compact support of V will then

be obtained from the long exact cohomology sequence. ^
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We first give a description of the Borel-Serre compactification X which is adapted

to our purposes. Let A denote the compactification of the basic apartment A by (< the
directions of half-lines " ([BS] 5.1). As an explicit model one can take

A:=={x e A : d ( 0 , x ) ^ 1 }

together with the embedding

j : A ->• A

1 _ ^-d(0,x)

—77n——^ i f ^ + 0 ,
x i-> d{Q, x)

0 if x = 0.

A boundary point x e A^ :== A\j(A) then corresponds to the half-line [Ox) := { rx : r ^ 0 }

in A. The N-action on A extends uniquely to a continuous action of N on A. Note that

Z acts trivially on the boundary A^. For any boundary point x e A^ we have the
parabolic subgroup

P^ :== subgroup generated by Z and all U^ for a eO such that v.{x) ̂  0

in G; its unipotent radical is

V^:== subgroup generated by all U^ for a eO such that QL(x) > 0;

clearly

n'P^n-1 =P^ for ^ e N

holds. Moreover [BoT] 5.17 and 5.20 imply that

P^ n N = N^ :== { n e N : nx == x } for any x e A^.

These two properties allow to formally imitate the definition of X by setting

X:= G x A/—

with the equivalence relation ^ on G X A defined by

(^ ^) ̂  (h,y) if there is an n e N such that nx ==jy and g~1 hn e P^.

The group G acts on X through left multiplication on the first factor. The map

A ->X

x »-> class of (1, x)

is injective and N-equivariant. There is an obvious G-equivariant map

J : X ^ X
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which is injective. The latter fact follows from the observation that, because P^ == U^.N^

for x e A, we could have used the groups P^ instead of Ug; in the definition of X. On

the other hand the boundary Xoo := X\X is

X, = G x A,/-.

Hence Xoo as a G-set coincides with the Tits building of parabolic subgroups in G

(compare [CLT] 6.1). We see that at least as a G-set X is the Borel-Serre compactifi-

cation of X. We equip X with the quotient topology of the product topology on A given

by the natural topology on A and the Tr-adic topology on G.

Lemma IV. 2.1. — The space X is the Borel-Serre compactification of X.

Proof. — Without loss of generality we may assume that the origin 0 in A is a

special vertex. Also fix a decomposition 0 = 0'^ u O" into positive and negative roots;

this corresponds to fixing a fundamental Weyl chamber

D : = { x e A : cx.(x) ^ 0 for any a e 0"^ }

in A. Let D denote the closure of D in A. Then the obvious map

PO X D -> X

is surjective. The Borel-Serre topology on X is the quotient topology with respect to

this map if the left hand term is equipped with the product topology of the Tr-adic

topology on P() and the natural topology on D (see [BS] 5.4.1).

Therefore the Borel-Serre topology is finer than our topology. But it is also shown
in loc. cit. that the former one induces on D its natural topology and that the G-action

on X is continuous in the Borel-Serre topology. This implies that the two topologies

under consideration actually coincide. D

We have ([BS] 5.4):

— X is compact and contractible;

— X is open in X and the topology induced by X on X is the metric topology of X;

— XOQ with the topology induced by X is the Tr-adic Tits building of G ([BS] § 1);

— the topology induced by X on A is the natural topology of A;

— the G-action on X is continuous.

In the following we keep the assumptions and notations introduced in the proof

of Lemma 1. One advantage of viewing X as the quotient of Pg X D is that since D

is a fundamental domain for Po in X ([BS] 4.9 iii)) the equivalence relation ̂  for (^5 x)

and {hyjy) e Po x D simplifies to

(<?? x) ̂  (h,y) if and only if x ==y and g~1 h e Po ^ Pa;.

For later purposes it is necessary to explicitly construct appropriate neighbourhoods

in X of any point in the boundary X^. Since Doo :== D\D is a fundamental domain
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for PQ in Xoo it suffices to consider a point x e D^ which is fixed throughout the following.

The set

St^):={^eD,:P,^P,}

is an open neighbourhood of x in D^. Put

O(A;) : = { a e<D:a ( ; c )> 0 } c = ( D + .

We also fix an open normal subgroup U in P() and a real number r ^ 0 such that

U n U^ ^ U^y for any a G$(A:).

£<ww^ IV.2.2. — Let Q.C. St^(x) u{y eD : a(j/) > r/or wy/ a eO(A:) } be any

subset', then the subset U(PQ n PJ X Q ^ ^saturated in PQ X D.

Proo/'. — Consider a point j/ eQ and elements g e P() and ^ e U(P() n P^) such

that g~1 h e P^ n Py. We have to prove that then necessarily ^ e U(P() n PJ. Since

by assumption

^ eA(Po n P,)^ U(Po n PJ(Po n P,)

it suffices to show that

PonP^U(PonPJ

holds true. In casej/ e St^A:) we even have Py c P^. Therefore we may assume that

y e D with a(j^) > r for any a e<I>(A:). According to 1.1.2 and 1.1.4 we have

•PO n -Py = -^[oy] == l\^ ^a./ io^i^roi/]

for an appropriate ordering of the factors on the right hand side. Since N acts on A

by affine automorphisms N[^ is contained in N^^ where x ' e Doo is such that y lies

on the half-line [OA;'). But x ' eStp^); this follows from a(^') > 0 for any aeO(A:)

which amounts to Ug; c U^. We obtain

N^c;N^sP,nP^c=p,nP, .

For a root aeO^ we distinguish two cases: a e<I>\(— ^{x)) or a e •—O(^). In the

first case we have a(^) ^ 0 which means U^ c P^ and hence

Ua./ to^^U^oC P^nP,.

In the second case we have — a(j^) > r and hence

^.W^U^^U^^U. D
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For any subset Q.^ c Stp(^), we now define the subset

^(^oo) ''== ^oo ^ {}> e D :j/ e [(V) for some ^ e Q^ and a ( j / ) > r for any a e O(^) }

in D. For any x ' eQ.^ there is a unique point y ' e [OA;') such that

[(V) n G,(QJ = [0^')\[0y].

Lemma IV. 2.3. — Let Q.^ c Stp(^) 6^ o% oj&^ neighbourhood of x in D^; then

U(PQ n PJ.G,.(t2oJ ^ an open neighbourhood of x in X.

Proof. — It is easy to see that_G,(t2J is open in D. Hence U(Po n PJ x C,(^J
is open and /^-saturated in Pg x D. D

These neighbourhoods have the disadvantage not to reflect the cellular structure
of X. We therefore define

G;(QJ := Q^ u U { St(j/) n D :y e C,(QJ n D a vertex such that St(jQ n D c G,(QJ }.

Lemma IV. 2.4. — Let Q,^ c Stp(^) ^ an open neighbourhood of x in D^ and put

a :== U(Po n PJ.C;(Q^); ̂  then have:

i) Cy(Q^) ^ an open neighbourhood of x in D;

ii) Q is an open neighbourhood of x in X;

iii) a nX == U St(^).
veftnx
a vertex

Proof. — The set U(?o n PJ x C;(t2J is open in P^ x D if we assume i) and

is ^-saturated by Lemma 2. Hence ii) is a consequence of i). Moreover iii) follows

from ii). Indeed, by construction 0, n X is a union of facets. But any open subset of X

which is a union of facets contains with any facet F the whole star St(F). This in particular

shows that the right hand side in iii) lies in Q n X. To see the reverse inclusion first

note that the right hand side is invariant under U(Po n PJ. It therefore suffices

to consider a point z e C!y(QJ n D. Then by definition there is a vertex
y e C,(QJ n D ^ Q. n X such that z e St(j/).

The crucial assertion to establish is i). Since St(j/) n D is open in D for any
vertex y e D it remains to ensure that any point x ' e 0.^ has an open neighbourhood in D

which is contained in G^(t2^). For this it is convenient to use certain standard neigh-

bourhoods of x ' in D^. Thinking of A^ as being the unit sphere in A (as we do in our
explicit model) we have, for any 0< s< 1, the open neighbourhood

^:={^'eD,:rf(^^)<£}

of A;' in D^. We may choose s small enough so that tig c ̂ . Then Cy(^J is an open

neighbourhood of A;' in D which lies in C,(QJ. Let now c > 0 be a fixed real constant.
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It is an elementary computation to show that by decreasing e and increasing r appro-
priately we obtain a G,,(^,) c G/QJ with the property that

{ z' e D : d{z, 0 < c } c G,(QJ for any z e C,,(̂ ) n D.

We choose the constant c in such a way that d(z, z ' ) < c whenever z e D and
z ' e U { St(j/) n D: y any vertex of the facet containing z }; this is possible by 1.2.10.
It follows easily that then C^(^) c Cy(fl^). D

Lemma IV. 2.5. — Let Q. c X be an open neighbourhood of x; then we can choose U and r

in such a way that U(PQ n PJ .Cy(QJ ^ Q for some open neighbourhood Q.^ ^ St^{x) of x

in D^.

Proof. — Consider the quotient map ^ : Po x D -^ X. The subset p"1^) is open

in Po X D and contains (Po n PJ x { A; }. We therefore find, for any h e Po n P^, an

open normal subgroup U(A) c Po and an open neighbourhood Q.o(h) of A; in D such that

V{h)h X QoW c ̂ W

By the compactness of (Po n PJ/C we have

U(Ai) Ax C u ... u U(AJ ̂  C ̂  Po n P,

for finitely many appropriate elements h^ . .., h^ e PQ n Pg;. Now put

QO := ̂ o(^i) n • • • n H)(AJ and U := U(Ai) n ... n U(AJ.

We then obtain

U(Po n PJ x ^o £ p."1^) and hence U(Po n PJ .Qo c .̂

It remains to observe the elementary geometric fact that for any open neighbourhood QQ

of x in D we find an open neighbourhood Q.^ c Stp(^) of x in D^ and a r ^ 0 such
that G/OJ c Q^. c

Lemma IV. 2.6. — ^yy/ boundary point in Xoo A^y a fundamental system of open neigh-

bourhoods QL in X such that

a n X = U St(jQ.
vGOnX
a vertex

Proof. — Lemmata 4 and 5. D

Lemma IV. 2.7. — Let c ̂  Vy^be a compact subset; then there is an open neighbourhood Q

of x in A such that

c <= Vy for any facet F c Q n X.
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Proof. — (Recall that e ^ 0 is fixed throughout this Chapter.) Fixing an enume-

ration of the roots in O1^ n <J)(x) any element g e c can be written in a unique way as

g== II g^ where g^eV^.
a g o"̂  n 0(»)

The compactness of c implies that for any such root a the set

Ca ;= K(5a) ̂  G C SUCh that 5a + 1 }

is bounded below; we put t^ :== min{^ : I e Ca }• Define now

QQ :== {j^ e A : a(j^) > ^ + 1 — ̂  for any a e O"̂  n O(^) }.

Clearly there is an open neighbourhood £1 of x in A such that Q n A == QQ. It therefore

suffices to show that

c c Uy for any facet F c Q^.

Fix a root a e 0^ n O(A:), an element ̂  e c, and a facet F s Qo- ^e actually check that

^eU^^U^nU,

holds true. The case g^ = 1 is trivial. Otherwise we have

^(oc) ^ - ̂  a(jQ ^ - {e + 1 -^) ^ - e - 1 + W

and hence

/;(a)+.<^). D

The sheaf V has the two obvious extensions /, V c ; V to sheaves on X. We
« J l« J «

will work with a third <( intermediate 5) or (< smooth " extension

J^-^j^—j^
which is constructed as follows. Let i: X^ -> X denote the inclusion of the boundary.

The stabilizer Py of any boundary point z e Xoo is a parabolic subgroup of G; let U,

denote the unipotent radical ofP^. For any z e X.^ we may form the Jacquet module V^

of Ug-coinvariants of V; similarly as before we write v mod Ug for the image in V^j

of a vector v e V. Analogously to V we can define a sheaf Y on X^ in the following

way: For any open Q, c Xoo put
•

V(Q) := C-vector space of all maps s : Q -> U Vu suc!1 Aat
— aeo ^

— j(^) e V^j for any 2' e 0,

— there is an open covering Q = U U and vectors y, e V with
< e i

.y^) = ^ mod Ug for any 2' e f2, and i e I.

21
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It was mentioned already that Xoo is a simplicial complex but equipped with a topology

which is coarser than the simplicial one. For any point z e Xoo we put

St(^):={^eX,:P^P,}.

Remark IV. 2.8. — Let z e X^ ^ a boundary point, for any open subgroup U c G
the subset U.St(2') is an open neighbourhood of z in Xoo.

Proof. — Because of St(-2:') c St(z) for any z ' e St(-2;) it suffices to prove that there

is a subset Q c St(z) containing z such that U.Q is open in Xoo. We may assume that

zeT>^. Choose an open neighbourhood Q^, c St^{z) == St(z) n D^ of z in Doo.

According to Lemma 3 the subset U(PonP^).^ is open in X^,. Therefore
Q. := (Po n P^) .Q^ meets the requirement. D

Lemma IV.2.9. — We have Y, == V^ /or any z e X^.

Proo/*. — There is the obvious map

I^^

germ of .? h-^ ^(2:)

which clearly is surjective. In order to see the injectivity let s be a section of V in a

neighbourhood Q c X^ of 2: such that s(z) =0. By shrinking the neighbourhood we

may assume that s is represented by a single vector v e V, i.e. s { z ' ) = v mod U^ for
any <?' e Q. For ^' e St{z) we have U, c U,. and hence v mod U^ = 0. Let U be the

stabilizer of v in G. It easily follows that actually v mod U^ == 0 for any -?' e U.St(^).
We obtain s \ U.St(^) n Q = 0. D

Since the formation ofjacquet modules is exact ([Car] p. 128) Lemma 9 implies
that the functor

Alg(G) -> sheaves on Xoo

V ^ Y

is exact. By construction the sheaf V, resp. V, is a quotient

V -» V, resp. V -» V,
» r =5

of the constant sheaf with value V on X, resp. X^. The first arrow induces by adjunction

and restriction a not necessarily surjective homomorphism

v^i^y.
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Lemma IV. 2.10. — We have the commutative triangle

V

/ \

v —> i'j\y
/"^

where the upper term is the constant sheaf with value V on Xoo and the oblique arrows are the natural

sheaf homomorphisms.

Proof. — We have to show that, for any point z e Xoo, the natural map

v->a^L

contains in its kernel all vectors of the form gv — v for some g e Ug and some v e V.

By the G-equivariance of this assertion we may assume that z e T)^. Choose an open

subgroup U c G such that y, gv e V17. By Lemma 7 and the fact that (P() n PJ/C is

compact we find an open neighbourhood Q.Q of z in A such that

{ h~1 gh : h e PQ n P^ } ̂  Uy^ for any vertex j^o 6 °o n x-

Consider now a vertex j/ e U(Po n PJ .QQ n X, say,

y == ^^ with u e U, A e PQ n Pg, and j^o e ̂ o n x-

We then have

U^ == uhV^ h^u^ and ^' :== h-1 gh e V^

and hence

^y — y = ^Q^"1 y — ^~1 y) == ^^' A~1 u~1 v — v = 0 mod Uy^.

It is quite clear that Q.Q contains a subset of the form Gy(Qoo) as considered above. Using

Lemma 4 we therefore see that z has an open neighbourhood 0, in X such that

Q n X == (J St(^)
yeOnX

a vertex

and gv •— v = 0 mod Vy^ for any vertex y e 0 n X.

I f j ^ ' e t I nX is an arbitrary point, say, y ' e St(j^) for some vertex y ei2 n X then

iy 3 U^ by 1.2.11. We obtain that

gv — v = 0 mod Uy? for any y e D n X.

This means that the image of gv — v in (j\ V) (0) and a fortiori its image in {j\ V)^
% w

is zero. D
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We now define j\ „ V to be that sheaf on X which makes the diagram
w °

^,»Y —>j.y^ w

I I
i.l ——> i.i'J^

cartesian; the right perpendicular arrow hereby is given by adjunction and the lower

horizontal arrow is the direct image of the arrow in Lemma 10. By construction we have

fj'.^ ̂  = ̂  and i*j^ ̂  = Y.

In particular the functor

Alg(G) -> sheaves on X

V-^

is exact; of course this functor depends on the choice of the number e whereas the sheaf V
does not. We also obtain the short exact sequence of sheaves

o^^^.oo^--^Y->o.

Since IT(XJ,^) = H:(X, ? ([KS] 2.5.4 i) and (2.6.6)) the associated long exact

cohomology sequence reads

... -^(xj^p -^(X^Y) -^^(x,?

-H^XJ^)-^...

Later on it is technically important that for the representation V := C^(G/U^),
x a special vertex in A, our " smooth )? extension has a simpler description.

Proposition IV. 2.11. — For the representation V = G^G/U!^), x a special vertex in A,

we have

j^ y = image(V ̂ -̂ ).

Proof. — By Lemma 10 we quite generally have natural homomorphisms

V -» j V —> / VJ*,oo ^ ' J* ^
W W

the first one of which is surjective. We therefore have to show that in case of our parti-

cular V the second one is injective, i.e. that for any boundary point z e Xoo the natural
map between stalks

^-O'.Y).
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is injective. Let us first make this map more explicit. Put

U{z) :== system of all open neighbourhoods 0 of z in X with the property that

a n X == U St(jQ.
ve^nx

a vertex

Because of Lemma 6 we have

U\Y).= Hm V(QnX).
o'elS.) -

The sheaf axiom says that, for any Q e U(-2'), the restriction map

V(Q n x) ̂  n y(St(jO)
^ yeonx ^

a vertex

is injective. According to 1.2 the terms on the right hand side are

^(St(j0)=v^).

Putting this together we see that what we have to show is the injectivity of the natural map

v^ -> im n v^).
Oell(a?) veOnX

a vertex

In other words fix a function ^ e V = C^G/Ui^) and a neighbourhood D e U(^)
such that

^ = 0 mod Uy^ for any vertex y e Q n X.

We have to check that then necessarily ^ = 0 mod U^. We write ^ as a sum

^= s +,
/»eu^\G/u^)

of functions ^ e C,(G/U^) in such a way that ^ has support in U^ AU^/U^ and

we will show that each summand fulfills ̂  == 0 mod Ug,. Consider an individual element

h eG. There is an apartment which contains both points x and h~~1 z in its closure

([Bro] Thm. VI. 8). By 1.1.6 we find an element g e P^ such that x, gh~~1 z e A. Using

the G-equivariance of our problem and replacing z and ^ by ̂ -1 ̂  and gh~1 ^, respec-

tively, we see that it suffices to deal with the case z eA and h eP^. We choose ele-
ments %i, . . ., u^ e Ug such that

supp(^) = { ^i AU^, ..., ̂  ̂ ) }.

Note that u.hV^ = u.V^ h since P^ normalizes U^. According to Lemma 7 we

find an open neighbourhood Q' of z in A such that D' c ̂  n A and

MI, ..., u^ e Vy^ for any vertex y e Q! n A.
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In particular we have

^ == 0 mod Uy^ for any vertex y G Q! n A.

On the other hand it was shown in 1.3.2 that

Vy c= U,.U^ for any x ' e [>;<).

Choosing x ' e [xz) close enough to z in such a way that the closure of the facet F which
contains x ' still lies in Of and choosing a vertex y^ e F we obtain

1.^. . . ,^eU^,

2. ^ = O m o d U ^ , and
3. U ^ c U ^ ^ U ^ c U,.U^.

The properties 1. and 3. imply that

4. U^ hV^ n suppW = U, hV^ n supp(+) = (U^ n UJ MJ^ n supp(+).

It follows from 2. and 4. that

^ == 0 mod U^ and even ^ == 0 mod U^ n U,. D

Appendix. — Geodesies in X.

Implicitly in our thinking about the compactification X is the existence of a unique

" half-line 5) in X between any given point in X and any given boundary point. In

the section after the next one we will have to make explicit use of this fact. Also it is

the link between [BS] and [Bro] VI. 9. Since we could not find an appropriate reference
this will be justified in the following.

We fix a point x e X and a boundary point z e X^,. According to [BTJ 1.7.4.18 ii)

or [Bro] Thm. VI. 8 there is an apartment A' c X such that

x eA' and z e (A')^.

Let [xz}^, denote the half-line in A' in direction z emanating from x and put

[xz]^:== [xz)^. u { z } .

The subsequent result allows to simply write [xz) and to view the latter as the geodesic
between x and z in X.

Proposition. — The half-line [xz)^ does not depend on the choice of the apartment A'.

Proof. — Let A" c X be a second apartment such that x eA" and z e (A")^.

We have to show that \xz)^, = [xz)^,,. We first treat in several steps special cases

where additional assumptions about A' and A" are made.

Step 1. — Here we assume that A; is a special vertex. For notational simplicity

we may assume by G-equivariance that A" = A is our standard apartment and that
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z e Boo. By 1.1.6 we find an element h e P^ such that A' == AA. Write -2; = A-2'o with

^o e AOQ . Since A: is a special vertex we find an n e N3, such that HZQ e D^. We then must

have hn~1 e P^ because D^ is a fundamental domain for P^ in Xoo ([BS] 4.9 iii)).

Therefore replacing h by hn~1 we may assume that

A' == hA with h e P^ n P,.

Again since A: is a special vertex we obtain from [BS] 4.10 that h fixes the half-line \xz)^

pointwise. We now conclude that

[xz}^. == [hx, hz\^ = h[xz}^ = [xz)^.

Step 2. — Here we assume that the intersection A' n A" contains a special vertex XQ.

From the first step we know that \XQZ)^. = [^o^A"* Hence [xz)^. and [xz)^.. are

parallel rays in the sense of [Bro] VI. 9A and therefore have to coincide by the Lemma 1

in loc. cit.

Step 3. — Here we assume that the intersection A' n A" contains a sector D' such

that ,2'e(D')^. Choose any ^eD'. Then clearly [XQ z}^, == [XQ z)^,.. Hence \xz}^

and \xz) ̂ ,, again are parallel and therefore equal.

In order to establish the general case we will show that there is an apartment

X s X such that

x e A, z e Xoo, A' n X contains a special vertex, and A" n A contains

a sector D with z e D^.

Using steps 2 and 3 we then obtain

[xz)^ = [^)l= MA"-

In order to find A we choose

an h e G with A' == hA",

a facet of maximal dimension F c A" with h~1 x e F,

a special vertex x^ e F ([BT] 1.1.3.7), and

a sector D" £ A" such that z e (D")^.

By [BT] 1.7.4.18 ii) or [Bro] Thm. VI. 8 there exists an apartment A C X which
contains AF and an appropriate subsector D c D". Then x e hF c A, z e D^ c A^,

D c A" n X, and XQ :== hx^ e A' n X. D

Corollary. — Any element in Pp n P^ fixes [xz] pointwise.

IV. 3. Cohomology on the boundary

In this section we explicitly compute the boundary cohomology H^X^,, V) in

the case of an induced representation. Throughout the notation introduced in III. 2
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will be in order. In particular A c 0 is a fixed choice of simple roots. Corresponding

to A we had defined in IV. 2 the subset T>^ ^ X^; it is a {d — 1)-dimensional simplex

whose simplicial structure is given by the subsets

D^, := { x e D^ : Ua, == UQ } for any proper subset © C A.

The closure D^ of D^ in D^ (equivalently in XoJ is a (d — 1 — #0)-dimensional

simplex. Since D^ is a fundamental domain for the G-action on Xoo ([BS] § 1) we have
an obvious projection map

T:X,-»D,=G\X,;

it is proper and has totally disconnected fibers. The proper base change theorem

([God] II. 4.17.1) therefore implies

H^oo,Y)=H-(D,,T,Y).

For any subset © £ A we introduce the space

Ind^ (V^j ) := space of all locally constant functions <p : G -^ V^j

such that

^(ghu) == h-^g))

for all g e G, he MQ , and u e U@

on which G acts smoothly by left translations. (This is unnormalized induction!)

Lemma TV .3.1. — For any proper subset © C A the restriction of T^ V to D ,̂ is the constant

sheaf with value Ind^(V\j ).

Proof. — The map

G/Pe X D^T-^

C?PQ^) ^gx

is a homeomorphism and T corresponds to the second projection map on the left hand

side. The inverse image of Y on the left hand space can be computed as follows. For

any x e D^ and any g e G we have the obvious map

v^-v^v^.

Also let

p :== pr x id : G x D^ -> G/Pg x D^.
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An argument as in the proof of 2.9 shows that the inverse image in question can be

identified with the sheaf on G/PQ X D^ whose space of sections in an open subset D

is the

C-vector space of all locally constant maps <p : p""1^ -^Vu such that

cpC?A, x) == h~1 9^, x) for any {g, x) e p~1 n and h e PQ.

On the level of sections this identification is given by

^) ==^P(^)-

It is quite clear that the direct image of this latter sheaf under the projection map to D^

is the constant sheaf with value Ind^ (V^j ). Our assertion follows now by an application

of the proper base change theorem. D

Specializing to the case of an induced representation we once and for all fix a

subset ©o c A and an irreducible supercuspidal representation E of M@^ and we put

V:==Ind(E).

For any © c A we need the subgroup W© :== < ̂  ; a £ © ) o f W $ moreover
let [W/W@J, resp. [WQ\W/W©J, denote the subset in W of representatives of minimal

length for the cosets in W/W© , resp. the double cosets in W@\W/WQ^. The Weyl

group W acts on the set of roots 0. According to [Gas] 1.3.4 two subsets © and ©' in A

are associated if and only if ©/ = w@ for some w € W.

Lemma IV. 3.2. — For any proper subset © C A the following assertions are equivalent:

i) V^ + 0;

ii) w@o £ © for some w e [WQ\W/WOJ ;

iii) © contains a subset which is associated to ©o.

Proof. — The equivalence ofi) and ii) follows from [Gas] 6.3.5. The third assertion

is a trivial consequence of the second one. To see the reverse implication assume that

wQo c © tor some w e W. We then have w e [W^\W/WeJ by [Gas] 1.1.3 and

hence V^Q + 0. But Ue c U^ so that V^ + 0, too. D

Corollary IV. 3.3. — The support of the sheaf ̂  V is equal to the (d — I — ff©o)-

dimensional simplicial subcomplex

Doo(®o) ••= U { D^ : w@o c © C A for some w e W }

of^^

Let < on W denote the Bruhat order. We now fix an enumeration

[W/WJ={1 ^o^l^2...}

22
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in such a way that

w< n if w^^ w^.

For any proper subset © C A, this allows us to define a decreasing filtration

F§ V := { <p e Ind(E) : 9 | PQ w^ P^ == 0 for any TTZ < 71}

of V by P^-invariant subspaces. It induces corresponding filtrations

(FgV)^ofV^

(forming the Jacquet module is exact!) and

F» Ind^(V^) :== Ind^((Fg V)^) of Ind^(V^).

The latter clearly is G-equivariant. Most importantly we obtain a G-equivariant

filtration F" T, Y of the sheaf T, V defined by

F71 T, Y •* = subsheaf of all sections s such that
^)6F"Ind^(V^)

for any z e D^, and any © C A.

Our further computation is based on the associated G-equivariant spectral sequence

E^^H-^CD^gr^Y) ^H^D^T.V) == H^^X^, V).

First of all we have

(gr? T, V), = Ind^((grS^ V)^) for any ^ e D^ and © C A.

(The functor Ind^ (.) is exact by [Car] 1.1.8.) By construction

g r ^ V ^ O if^[We\W/WJ.

For any w^ e [W/We], let us fix a lifting ̂  e N. If w^ e [We\W/WeJ then the compu-

tation in [Gas] 6.3.1 and 6.3.4 shows that

(g^e ̂ ve = 0 if and only if ^n ©o $ ® and

[normalized inducdon of ^El .., _ „
=8•"•el<-^.•"M..oMJ •f!'•e•se•

Since, by [Gas] 1.3.3, we have the Levi decomposition

gn Peo^1 ^ Me == M^eo- (^ Ue,^1 n M@),

the last formula simplifies to

r normalized parabolic induction] .. - _
(gr;.V),.=8;"-0[^^ ̂ ^ ̂  ̂  j rf».8.s8.
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Using the transitivity of parabolic induction ([BZ] 1.9 (c)) we therefore obtain that

( Ind(^E) if ^ e [We\W/WJ and ^ ©o c= 6,
(g^V),== ,

[ 0 otherwise

for any z e D^ and © C A. Put

D,(TZ) := u { D^ : ̂  ©o <= © C A and ^ e [We\W/WJ }

= u { D^ : © C A and w^ ©o c © £ ̂  O4' };

the equality is a consequence of [Gas] 1.1.3. This set is empty if w^ ©o is not properly

contained in A; otherwise it is an open subset in the closure of D^"60 which contains

D^"60. Altogether this establishes the following fact.

Lemma IV. 3.4. — The sheaf gr^r^V is the constant sheaf with value Ind^E)

on D^(^) extended by zero to all qfD^.

For the corresponding cohomology groups this has the consequence that

H-(D^ gr^ T, Y) = H:(D^), Z) ® Ind(^E)

Ip-^D^D^), Z) ® Ind^'E) if * ^ 2,

coker(Z ̂  HO(D^eo\D„(7^), Z)) ®Ind(^E) if * == 1,

( ker(Z -^ H^DS^D^), Z)) ® Ind(^lE) if * == 0

provided Doo(^) + 0.

Lemma IV. 3.5. — Assume that w^ ©o is a proper subset o/*A and that n =(= 0, #W/W© ;

^/z DS^^D^^) is contractible.

Proof. — The set D^*00 is the geometric realization of the abstract simplex given

by the poset (w.r.t. inclusion) of all nonempty subsets ofA\z^ ©o (note that by assumption

A\z^ ©o 4= 0). The set D^^N^D^^) is the geometric realization of the subcomplex
given by the subposet of all those subsets which do not contain A\w^ O4'. Our assumption

that ^ + 0 , resp. + ffW/Wop, implies that AN^O4' =f= 0, resp. + A\z^ ©o. The first

implication is a consequence of [Bor] 21.3. In order to see the second implication assume

71 4= SW/WQ^ and put w:== w^. Let w^ resp. WQ^ be the unique maximal (w.r.t. the

Bruhat order) element in W, resp. WQ^; then w + w^ WQ so that WWQ + w^. Hence
there is an oco e A such that

s^ WWQ^ > ww^ and a fortiori s^ w > w
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which means o^ e w^>+. On the other hand denoting by /'(.) the length function on W

w.r.t. A we have, for any a e ©o,

^(a)^0o) =^a^0o) =^) +^a^0o) = ̂ w) + ̂ w^ - l

=£{WW^) -1.

It follows that ao ^ w@o.

What we have to convince ourselves of therefore is the following. Let C be a non-

empty finite set, let 0 C Co C C be a nonempty proper subset, and denote by 11 the

poset (w.r.t. inclusion) of all nonempty subsets of G which do not contain Co. Then

the geometric realization | II | of the abstract simplicial complex given by II is contractible.

But this is clear: Fix an element c e G\Go. The subset { c } corresponds to a vertex in | II |.

Since for any G' e II also C' u { c } e II, it follows that | 11 | can be contracted onto

that vertex. D

Lemma IV.3.6. — i) D^(0) == D^o if@oC A.

ii) D^(TZ) == D^00 if ©oC A and n = #W/We,.

Proof. — i) Obvious.

ii) This follows from the fact that w^ ©o == w^ O4' n A if w^ is the unique maximal

element in [W/WeJ ([Gas] 1.1.4). D

Theorem IV. 3.7. — Assume that V = Ind(E) for some irreducible supercuspidal repre-

sentation E of MQ ; let g~1 e N be a lifting of the unique maximal element in [W/WQ ] $ we

then have

V C Ind^E) if * = 0, ffOo = d - 1,

| V if * = 0, #©o < d - 1,
H*fX V) ^ . 5 ^ 0 ?

v °°5- . Ind^E) if^ =d- 1 -ff0o>0,

^ 0 otherwise.

Proof. — In case ©o = A we have Y = 0. In the following we therefore assume

that ©o C A. According to the previous results the only nonzero E^-terms in our spectral

sequence then are

V i f7z=m==0,

Ind(̂ E) if n == #W/W^, n + m = d ~ 1 - ff©o.
E^ ^

Moreover since V is a quotient of the constant sheaf with value V on X.^ we have a

natural augmentation map V —^H°(X^,Y) which splits the edge homomorphism

H°(X,, V) == H°(D,, T. Y) -> H°(D,, gr°, T. V) = E?'° = V.

Hence the spectral sequence degenerates and the assertion follows. D
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IV. 4. Cohomology with compact support

Our main aim in this section is to establish the following result. In the proof we

will follow the strategy developed for II. 3.1; but the tools used there have to be

analyzed in more depth.

Theorem IV. 4.1. — Let x be a special vertex in A and let e ^ 0 be an integer; for any

representation V in Alg^ (G) we haw.
f>j _

i) the natural map V—> H°(X,j^^ V) is an isomorphism9^

ii) H,(XJ^Y)=0/.r*>0.

In the proof we will make use twice of homological resolutions. This is made

possible by the following observation.

Lemma IV.4.2.

i) cd(X) == d;

ii) cd(XJ = = ^ - 1 ifd^ 1;

iii) cd(X) = d.

Proof. — (Here cd(.) refers to the cohomology with compact support.) iii) is a

consequence ofi) and ii) by the additivity of the cohomological dimension. Concerning i)

it is a standard fact that a ^-dimensional locally finite polysimplicial complex has cohomo-

logical dimension d. Finally ii) follows from the existence of a proper map from X^

onto a {d — 1)-simplex whose fibers are compact and totally disconnected ([BS] 3.1). D

The functor V h-> j. „ V is exact and commutes with arbitrary direct sums asJ*.oo ^ ^

can be seen most easily from the description of the stalks. Moreover X being compact

the cohomology functor H*(X, .) commutes with arbitrary direct sums.

In the proof of II. 3.1 we had seen that any V as in Theorem 1 has an exact

homological resolution in Alg^ (G) by representations which are direct sums of the

"universal" representation C^T) with T:=G/U^. Using Lemma 2 and the facts

given in the above paragraph we conclude by standard arguments of homological

algebra that in order to prove Theorem 1 it suffices to treat the case V == C^(T).

For the rest of the proof V always denotes the representation C^(T). We begin

by constructing a very convenient simplicial resolution of the sheaf V on X. Fix an
w

integer m^- 0 and consider the (m + l)-fold product

T^:== rTm•}•l := T x ... x T.

As in the proof of II. 3.1 we put, for any facet F in X,

T. :== U^\T and T1, := T X ... X T (m + 1 factors).
Tp Tp
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The latter is a subset in T71'^1. For facets F'^ F we have T^ c T^. Extending

functions by zero therefore induces inclusions

CeTO <= CVT-+1)

in such a way that

CoTO s C,(T^) if F' s F.

We recall that C^(.) stands for the space of complex valued functions with finite support.

If the point z e X is contained in the facet F we write

T,:-T^ and T^:=T^.

A sheaf ̂  on X can now be defined in the following way: For any open subset t2 c X

put
•

^(0) :== C-vector space of all maps s : Q. -> U Cg(T^) such that
»e^

— s(z) eG,(T:J for any ^e0,

— there is an open covering Q = U ^ and functions
»e i

^ e C^^-^'1) with s{z) = ̂  for any z eQ., and ^ el.

Lemma IV. 4.3.

i) (rj, = G,(T^)/.r a7y/ z eX;

ii) ̂  restriction of ̂  to any facet FofKis the constant sheaf with value C^(T^);

iii) y^r any facet F ̂  X w^ have

H-(St(F), r, I St(F)) = H-(F, r, I F) = ^C(TJ ^ ̂ 5

Proo/'. — Entirely analogous to 1.1 and 1.2. D
In order to distinguish various constant sheaves in the following it is convenient

to follow the convention that M^y, for any abelian group M and any topological space Y,

denotes the constant sheaf with value M on Y. Obviously

T, : . . . ZZf T x T x T —> T x T ZZl T

as well as

T^ ZZfT x T x T —>T x T:
—> Tp Tp —> Tp

j.
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for any facet F are simplicial sets in a natural way. The push-forward of functions with

finite support with respect to these face maps commutes with extension by zero. In
this way we obtain simplicial sheaves

G,(T.)̂  : ... ̂ J C,(T^ ̂  C,(T\)^ ZZf C,(T)^

and r. : ... ZZ^ ̂  ̂  ^\ ZZ^ ^

on X together with an inclusion

^GcCr.)^

which in degree 0 is an equality ^ = Gc(T)/x. The obvious surjecdon C^T)/x -» V

defines an augmentation

r. ->v.
w

Applying^ we obtain the augmented simplicial sheaf

J^.^

on X.

Lemma IV. 4.4. — For any abelian group M we have

J.(M^) = M^.

Proof. — We will establish a slightly stronger fact. Fix a boundary point ^ e X^.

We will show that z has a fundamental system of open neighbourhoods Q in X such

that both 0, and Q n X are path-connected. The tool to construct such neighbourhoods

is the notion of the angle between two intersecting geodesies in X ([Bro] VI. 7 Ex. 1).

We first need some notation. Let x e X be any point. For any other point^ e X different

from x we put

, , iW\{^} ifj^eX,
[xy) : =

[ half-line emanating from x in direction y i f j /e Xoo

([Bro] VI. 9 A). In either case [xy] : == [xy) u [y } is a path from x toy in X. We also put

(xy] : == [xy]\{ x } and (xy) : = [xy]\{ K,y }.

There is a unique facet F(x;jy) in X such that

x e 'F(x;y) and (xy) n F(x^) =t= 0;
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clearly the latter intersection is of the form

{xy) n F { x ; j y ) == (r^J for some y^ e {xy].

Given now two points y , y ' eX different from x the two geodesies [xy^] and [%] lie

in a common apartment (which is euclidean) so that the angle 0 ̂  Y^J^Y) ^ 3, 14...

between them is defined (and, in fact, is independent of the chosen apartment). For

any real number 0 < e < 1 we consider the subset

Q{x; z; s) : = [y e X\{ x } : y(^ z) < s }

of X which contains z. We will successively prove:

1. H{x; z; s) and Q,{x; z; s) n X are path-connected.

2. The function

X\{x}->R^

y ̂  T^;^ ^)

is continuous.

3. There is a constant 0 < e(^; z) < 1 such that

F(A;; z) c F(^;jQ for any y e i2(A:; z\ s(^; ^)).

4. For any z ' eQ(^; 2:; s) n X^o and any e' < min(s — y(^; ^/, z), s(^; ^')) we have

0(^';c')c^(;^;s).

5. Q(A:; 2'; s) is open in X.

6. For x ' e \xz) and 0 < s' ^ e we have

Q(^$^£')ca(^;^s) .

7. Let e( . ) : R^. -> (0, 1) be a decreasing function; then

n Q(^;£(^O)):={^}.
a?' e [a;a)

8. The tl(A;$ 2'; e) for varying x and s form a fundamental system of neighbourhoods

of z in X.

The assertions 1., 5., and 8. contain what we wanted to establish.

Ad 1. — Letj/ andj/ be points in Q{x', z; s). Then obviously

[^^^[^y]^^;^;^.
By looking at an apartment which contains 'F{x;jy) and ' F { x ; z) and hence the convex

hull of{ x^y^ z^ }one sees that {y^ z^] g 0.{x', z; s). We similarly have [j^ ^] c ^(.v; 2;; e).

Ad 2. — The sets F\{ ̂  } with F running through all the facets of X form a locally

finite closed covering of X\{ x }. It therefore suffices to check the continuity of the function
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restricted to each such set. But the latter is clear again by looking at an apartment
which contains F(^; z) and F.

Ad 3. — This follows from [BT] 1.2.5.11 and the elementary geometry of an
apartment containing F(^; z) and F(A;;J/).

Ad 4. — Letj be a point in (^(x; z ' \ s/). Looking at an apartment which contains

F(;v; z) and ' F ( x ; y ) and hence, by the assumption on c', also F{x; z ' ) we find

^{x;y, z) ̂  s' + T(^; ̂  ̂  < e-

Ad 5. — As a consequence of 2, we know already that Q.{x; z; c) n X lies in the

interior oft2(.v$2';s).It remains to consider a boundary point. Because of 4. it is actually

sufficient to show that Q.{x; z; e) is a neighbourhood of z where in addition we may

assume that z e Doo. Suppose this would not be true. Then we find a sequence (^J^N

of points in X\(t2(;v; z; s) U { x }) which converges to z. This means in particular that

y(A:; z^ z) ^ s for all n eN. On the other hand we will show below that

lim ^ ( x : 2:_, z) == 0 whenever lim z^ •== z.
n-^ao ' ' " / n-»-oo n

This gives a contradiction and proves our claim.

By the construction of X we have z^ == hnVn wltn ^n E PO ^dj^ ^ D. Since Po/C
and D are compact we may assume by passing to a subsequence that the h^ C converge

to hC for some h e Po and that the y^ converge to some y e D. It follows that hy == z

and hence even y == z so that h e Po n P^. Passing again to a subsequence we further

assume that all hh^1 fix F(x; z) pointwise. Using that the G-acdon on X respects angles
([BT] 1.7.4.11) we conclude that

T(^; ^n> z) == T(^n'1 A;; ̂ , hh^1 Z) = y(A:; A^, z).

This argument shows that it suffices (replace D by AD) to consider a sequence z^

contained in D. Now using [BT] 1.7.4.18 ii) or [Bro] VI. 8 Thm. we find a subsector

D' := x ' 4- D c D such that x and D' are contained in a common apartment A'. In

particular z eD' because of (D')^ == Doo$ moreover ( x ' + ^Jwew ls a ^q^^6 m D'
which converges to z (note that ^' + z^ == <?„ if z^ e Doo). It is clear from the definition

of the topology of A' that

lim y(^; x ' + z^ z) = 0.

From the cosine inequality in [Bro] VI. 7 Ex. 2 it is also clear that

Hn^Y(^n^' + ̂ ) -O-

We finally pass for a last time to subsequences of {z^) and [x' + z^) in such a way that

the facet F := F{x', z^), resp. F' := F(^; x ' + ^J? is independent of % eN. Then

23
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necessarily ¥{x', z) ^ F'. In this situation we see by working in an apartment which
contains F and F' that

T(^; ̂  ̂  ̂  T(^; ̂  ̂  + ̂ ) + Y(^; ̂ ' + ̂  -0.

Combining the last three formulas we obtain lim ^(x\ ̂ , z) ==0.
»-»-oo • ' ' "' /

^rf 6. — Letj/ be any point in Q.^, z', s'). Assume thatj/ ^ [.y-2') because otherwise

y lies in Q(A;$ <2:; s) for trivial reasons. Then the function

x ' ^->^(x';jy, z) on [;̂ )

is defined. We show that it is increasing as a function of d(x, x ' } . Choose an apartment A'

which contains F(A:'; z ) u {y }. Looking at the convex hull of { x ' , z^.,y } in A' it is clear
that

T^";-^ ^ ̂  Y^';^ ^ for any x" e [x' ^].

Ad 7. — Let y be any point in the intersection on the left hand side. Then y f \xz)

and Y(A;';J^, z) ^ s{d(x, x ' ) ) for any x ' e [xz). The left hand side is increasing with d(x, x ' )

by the previous argument whereas the right hand side is decreasing by assumption.

It follows that ^{x'\y, z) == 0 for any A?' e [xz). Would y and z be different then we
would have

[xz] n [xy\ = [xx'] for some x ' e [xz).

On the other hand one easily deduces from ^{x'-,y, z) = 0 that {x'y^.) n {x' z^) + 0.

Hence we would obtain a contradiction.

Ad 8. — Choose a sequence of points ^1,^33 .. . in [xz) such that d(x, x^) is

increasing and tends to oo and choose a decreasing sequence of real numbers

0 < Si, eg, ... < 1 which converges to 0. Then, by 5. and 6., the subsets Q(^$ z , s,)

form a decreasing sequence of open neighbourhoods of z such that the intersection

of their closures is, by 6. and 7., equal to { z }. It is a general fact about compact Hausdorff

spaces that such a sequence has to be a fundamental system of neighbourhoods. D

This has two consequences: First of all we obtain an inclusion

^r.c:c,(T.)^

of simplicial sheaves on X. Secondly because of j\ ̂  == V,x it follows from 2.11 that

j*, oo y is the image of the augmentation map. Therefore we actually have an augmented

simplicial sheaf

J.^.-^AooY
/N/

with surjective augmentation map.
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Proposition IV. 4.5. — The associated complex of sheaves

^^i-^^o-^.ooY-^o
w

is exact.

Proof. — This is shown stalkwise. First let z be a point in X. By 1.1 i) and Lemma 3 i)

the sequence of stalks in z is the complex of functions with finite support associated

with the augmented simplicial set T^ -> Tg. It is exact since the fibers of that augmen-

tation are contractible simplicial sets (compare [SS] p. 22). The same reasoning works

for a boundary point z e Xoo where we use the unipotent subgroup Ug in order to

analogously define

T, :== U,\T and T^ := T X ... X T {m + 1 factors)
Tz Tz

once we show that the augmented simplicial vector spaces

a^.).-c,(T)^
and C,(T:)-^G,(TJ

coincide. Both simplicial vector spaces are contained in C^(T.) so that the comparison

can be done termwise. We need the subsequent two facts.

Lemma IV. 4.6. — Let z e Xoo be a boundary pointy for any open neighbourhood 0, of z

in X we have

D r? rp

- m — ~ m9

yGOnX

Proof. — Assume that (^, . .., ^J is a tuple which is contained in the left hand

side but not in the right hand side. Then there is 1 ̂  j ̂  m such that

^o4= tj for any g e U^.

Let gQ e G be a coset representative of /o == go U^. Choose a point y eQ, n [^oW z)9

By assumption we have

htQ == ty for some h e U^.

In 1.3.2 it was shown that

U^sU^.U^

or equivalently

u^oU^lUoU^

holds true. (Observe that by [Bro] Thm. VI. 8 there is an apartment which contains

the special point gQ x and the boundary point z in its closure.) But this implies

Uy^.^o^ Ujs-^o ^hich is a contradiction. D
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Lemma IV. 4.7. — Let z e Xoo ^ ^ boundary point, for any tuple (^, ..., t^) e T9^

there is an open neighbourhood Q of z in X .wA ^A^

(^...,0^ for any j /e^nX.

Proo/. — By G-equivariance we may assume that z e Doo where D is the funda-

mental Weyl chamber introduced in 2.1. Let U7 S G be an open subgroup such that

gty == tj for all g e U' and 0 < j ̂  m.

By assumption there are elements Uj e Ug such that

tj == Uj IQ for 1 ̂  j ̂  m.

The subset

c:== U { A ^ . r ^ A e P o O P , }
1 ̂  3 ̂  m

of U^ is compact. Hence we find, by 2.7, an open neighbourhood Qo of z in A such that

c c vy for any facet F <= ^o n X.

According to 2.5 there is now an open neighbourhood Q of z in X of the form

Q = = U ( P o H P J . Q i

where

— U c U' is an open subgroup,
— QL^ is an open neighbourhood of z in D such that Q^ n X is a union of facets, and

— QI c QQ.

In particular we have

c <= Vy for any y e 0.^ n X.

Consider an arbitrary point

y == ghy with ,? e U, A e Po n P^, and y ' e Q^ n X

in Q n X. By construction we obtain

t, ̂ gt, ==gu,to =gu,g-lto

= gh{h-1 u, h) h-1 g-11, e ghV^ h-1 g-^t, = U^.^o

for any 1 ̂  j ̂  m which means that {to, ..., ^J e T^. D
Returning to the proof of Proposition 5 let first ^ be a function in (j\ ̂ Jg £ Cp(T^).

This means that there is an appropriate open neighbourhood Q of z in X such that

^ e C^(T^) for anyj/ e Q n X. In other words the support of ^ is contained in fl T ,̂

and hence in T^ by Lemma 6.
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Conversely let ^ be a function in C^(T^). Then it follows from Lemma 7 that
^ can be^ viewed as a section in rjQ n X) ==^rja) for some neighbourhood 0.
of -? in X.

Finally in order to compare the two augmentation maps we have to check that

the push-forward of functions with respect to the projection map T ->- T\ induces an
isomorphism

Cc(T)^ G,(T,).

The surjectivity is trivial. For the injectivity it suffices to consider a function ^ e G^(T)

whose image in G^TJ vanishes and which is supported on a single U^-orbit in T. We

then find a compact open subgroup U in U^ such that ^ even is supported on a single

U-orbit in T. Hence the image of^ in G^(U\T) vanishes which implies that ^ = 0 mod U.
This finishes the proof of Proposition 5. D

The computation of the cohomology of a sheaf j\ ̂  will be based on the obser-

vation that this sheaf has a natural direct sum decomposition. For each tuple

(^05 • • - 5 ^») 6 T^ we introduce the subset

X«o , . . . , ^ ) :={ ,eX: ( /o , . . . ^ J^T^}

of X and we put

X((o....^);=x(<o....,<,n) nX

and X^'-^^X^-^nX,,.

Clearly X^--'^ = 0 if ^ = = . . . = ^. Assuming therefore that { ̂  ...,U has
cardinality at least 2 let us first collect a number of properties of the subspace X^0'"-' ̂ )

which will be of use later on.

IV. 4.8. X"0"-"^ is a nonempty closed geodesically contractible GW-subspace
ofX.

(This was already noted in the proof of 11.3.1.)

IV. 4.9. For any open subset Q c X such that Q n X^0'-'"^ + 0 we have
OnX^—^ 0.

(This follows from Lemma 6.)

_ IV. 4.10. Any boundary point z e X^X^0"-"^ has an open neighbourhood Q.

in X such that 0. n X^0"--'^ = 0.

(This follows from Lemma 7.)

IV. 4.̂ 1. Choose g^ e G such that ^ =^U^; for any ^ eX^--^ we have
[g,(x)z)^X^"-^\

(This is proved literally in the same way as Lemma 6.)
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IV. 4.12. We have

X^o,...,^) == x^0 '-'"^-

in particular X^0"*"^ is closed in X.

(This is a consequence of 10. and 11.)

For an arbitrary tuple we now define the sheaf G ( ^ ( ^ on X to be the constant

sheaf with value C on the open subset X\X (<o '••"<m) extended by zero to all of X.

Lemma IV.4.13. — We have r - © 0, . ..m «o....,^)eT, ^•••^m)

Proof. — Straightforward. D

Lemma IV. 4.14. — The sheaf j ^ C ^ ^ ^ ^ is the constant sheaf with value C on the

open subset XNJX^0"-"^ extended by zero to all of X.

Proof. — This is a consequence of 12 and Lemma 4. D

By comparing stalks we obtain

•^^ ^.er "̂o,...̂{to, . .. , t^fc 1^

and hence

HW.rj =^^e^^H*(x,^c,,,,j

© H^X^—^Ci).
«o, . . . , (m)eT^

Proposition IV. 4.15. — W? have

C,(T) zy *=o ,
H*(XJ. rj

0 zf * > 0.

Proo/'. — The space X is contractible by [BS] 5.4.5. The same argument together

with 8. and 11. shows that X^01""^, for { to, . . . , t ^ } of cardinality at least 2, is

contractible as well. D

Because of Lemma 2 the resolution in Proposition 5 gives rise to the hypercoho-

mology spectral sequence

E^-iP(xj,r_,) ^H^xj^y)./•^
It degenerates by Proposition 15 and exhibits H^X,^ „ V) as the homology of the

complex

.. . _°^ V -^ V -°> V.

This proves Theorem 1.
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Corollary IV. 4.16. — Let V be a representation of finite length in Alg(G); ife is chosen

large enough then we have

^(v-^xj) zy *==o ,

H;(X, Y) = coker(V -> Y(XJ) if * = 1,

[iT-^X^Y) if* ^ 2.

We fix a subset © c A. As in the proof of 3.5 let w^, resp. w^, denote the unique

maximal (w.r.t. the Bruhat order) element in W, resp. W@. We also fix a lifting g e N
of WQ w^ note that {w@ w^)~1 is the unique maximal element in [W/W©].

Theorem IV. 4.17. — Assume that V == Ind(E) for some irreducible supercuspidal

representation E of M@; if e is chosen large enough then we have

(Ind(^E) if * = d - #8,
H:(X, V) ^

w [ 0 otherwise.

Proof. — Corollary 16 and 3.7. D

Corollary IV. 4.18. — Let E be an irreducible supercuspidal representation in Alg (M@);

we then have

[ Ind^E) if • = d - #©,
<T(Ind(E)) ^ ^ ^

{0 otherwise.

Proof, — Theorem 17 and 1.4. D

Corollary IV. 4.19. — Let V be a representation in Alg^^(G)$ if e is chosen large enough

then we have H^(X, V) = 0 for * + d — #©.

Proof. — This follows from Theorem 17 by an induction argument as in the proof

of III .3.1. (Because of 1.4 the present assertion and III. 3.1 i) actually are equivalent.) D

IV. 5. The Zeievinsky involution

We fix a central character ^ and let Rz(G; ^) be the Grothendieck group of

representations of finite length in Alg^(G) (w.r.t. exact sequences); the class in Rz(G; ̂ )

of a representation V is denoted by [V]. It follows from III. 3.1 that

^Rz(G$x) ->Rz(G;x)

[V]^ S (-l)1.^)]
i^O

is a well-defined homomorphism such that

^([V]) = (- l^-^o.E^)] for any V in Alg^(G).
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Proposition IV. 5.1. — The homomorphism L respects up to sign the classes of irreducible

representations.

Proof. — This is III.3.2. D

Consider a representation V in Alg^(G). It is a consequence of 3.1 that there
is an augmented complex

^Ind^(V^)=V

$©==d

e?. ^(Vue) —— • • • -> ̂  Ind^(Vve)
#@=d- l f f © = 0

which computes the cohomology H^X^, Y). By combining 1.4 and 4.16 we see that

the only nonvanishing homology group of that complex is <^(^)$ it sits in degree

d — 1 — #©o it the complex is put in degree — 1 up to d — 1. Since the formation of

Jacquet modules as well as the parabolic induction respect representations of finite

length ([Ber] 3.1) each term in the above complex has a well-defined class in Rz(G; ^).

Proposition IV. 5.2. — For any representation V of finite length in Alg^(G) we have

.([V])= S (-ir^.CInd^V^)].
© £ A

Proof. — Obvious from the preceding discussion. D

For any © ^ A let P_Q be the parabolic subgroup of G which contains M© and

is opposite to PQ$ then P_Q n P@ == MQ. Let U_@ denote the unipotent radical of P_@.
The modulus character of P_Q is

P_,^Me-8^^

([Gas] 1.6).

Lemma IV. 5.3. — Let E be a representation of finite length in Alg^(Mg) for some

© £ A; we then have

[Ind^E^CIiKHV/^E)].

Proof. — I f ^ e N lifts w^ then g-1 P_^g = P^^e- We obtain

Ind^(E) s Indp^@('E) = Ind(8^^e®-E)= Ind^V^E)).

Because of g~lMQg = My, „, @ we may apply III. 2.1 and we see that the latter
A @

representation has the same irreducible constituents as Ind(8Ql/2®E). D
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Proposition IV .5.4. — For any representation V in Alg^ © (G) we have

E-W] = K(V)~].
Proof. — Dualizing the discussion preceding Proposition 2 we obtain

K(vn= s (-i^^.Eind^c^n
© £ A

= S (- ̂ ^.[^(V^V-)]
e s A

where the second equality even holds termwise by [Gas] 4.2.5. On the other hand

Proposition 2 holds true, of course, for any choice of simple roots, e.g. — A. Hence

we have

[<W] == ̂ (- l̂ .̂lInd^V )̂].

Apply now Lemma 3. D

Corollary IV. 5.5. — The map L is an involution^ i.e. i o i == id.

Proof. — Combine Proposition 4 and III. 1.5. D

The Proposition 2 shows that (— 1)^.1 coincides with the involution D^ studied

in [Aul] 5.24. It therefore follows from [Aul] 5.36 that in case G = GL^i(K) the

Zeievinsky involution i considered in [Zei] 9.16 is equal to — i. Hence Proposition 1

proves the Duality Conjecture 9.17 in [Zei]. It also follows that the orthogonality
property discussed in [Aul] 5.D holds true.

Assume K to have characteristic 0 and the center of G to be compact. Then the

above results hold without having specified a central character. In III. 4 after Thm. 21

we had seen that the Euler-Poincar^ characteristic EP(., .) induces a nondegenerate

symmetric bilinear form on the quotient R(G) = R(G)/Rj(G) of the Grothendieck

group R(G) ==Rz(G)®C. It follows from Proposition 2 or from III. 4.3 i) that

EP(i., .) == EP(., .). Hence the involution L respects the subgroup Ri(G) and induces

the identity on the quotient R(G) or, equivalently, (id — i) (R(G)) c Rj(G).

V. THE FUNCTOR FROM EQUIVARIANT COEFFICIENT SYSTEMS
TO REPRESENTATIONS

In this final Chapter we want to examine more closely the relation between

representations and coefficient systems. The category CoefF(X) of coefficient systems

(of complex vector spaces) on X was introduced in 11.2. We say the group G acts on

the coefficient system (Vp)p if, for any g e G and any facet F c X, there is given a

linear map

^:Vp^v,p
24
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in such a way that

— &F ohy == [gK)y for any g, h e G and any F,
— 1 .̂ == idy^. for any F, and

— the diagram

V. ̂  V,,

^ [f^
Vp, ̂  V,,,

is commutative for any g e G and any pair of facets F' c F.

In particular the stabilizer Pp, for any facet F, acts linearly on Vp.

Definition. — An equivariant coefficient system on X is a coefficient system (Vp)p on X

together with a G-action on it which has the property that, for any facet F, the stabilizer P? acts

on Vp through a discrete quotient.

Let GoefF^X) denote the category of all equivariant coefficient systems on X.

This is an abelian category.

Fix an object i^ = (Vp)p in Goeff^X). By definition, for any 0^ y^ d the

space of oriented ^-chains of V is

•
C^(X^, f) := C-vector space of all maps co : X^ -> U Vp such that

^* G ̂ -q

— co has finite support,

— co((F,<;)) eVp, and, if ̂  1,

— <o((F, - . ) )==- <o((F, .)) for any (F, .) e X^.

The group G acts smoothly on these spaces via

(^((F,.)):^^?^^-1^^-1.))).

The boundary map

^G^X^.^^C^X^,^)

(O^((F', , ' )^ S ^(<o((F,,))))
(F,c)GX(^+i)

F' £F

^(c) = c'

is G-equivariant. Hence we obtain the chain complex

G^X,,,,^)^...-^^^,,^)
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in Alg(G). Its homology is denoted by H,(X, V^). It is not difficult to see that the above
complex as well as its homology actually lies in the full subcategory

Alg^G) :== category of those smooth G-representations V which are

generated by V17 for some open subgroup U c G.

As a consequence of Bernstein's theorem (1.3) the category Alg^G) is stable with

respect to the formation of G-equivariant subquotients; moreover it is closed under
extensions. In the following only the right exact functor

Ho(X, .):Coeff^(X) -^Alg^G)

will be of importance for us. Let S be the class of morphisms s in Coeff^X) such that

Ho(X, s) is an isomorphism. We then have a unique commutative diagram of functors

Coefl^(X) Ho(x^ Alg^G)

o\ /^

Coef^(X)[2-1]

where Q is the canonical functor into the category of fractions with respect to S.

Theorem V.I. — The functor

p.-Coe^^p-^^Alg^G)

is an equivalence of categories,

Proof. — The following properties are a consequence of the right exactness of
Ho(X, .) ([GZ] I.3):

1. S admits a calculus of left fractions.

2. Goeffe(X) [S~1] is additive and has finite direct limits.

3. The functors Q^ and p are additive and respect finite direct limits.

4. The functor p detects isomorphisms.

The latter two properties imply:

5. The functor p is faithful.

Namely, let a and b be two morphisms in Coeffo(X) [S~1] such that p(a) = p(6).
Using 3. we have that

p(coker(fl — b)) == coker(p(a — &)) = coker(p(a) — p(&)) = coker(O)

is an isomorphism. By 4. then coker(a — b) is an isomorphism, too; hence a = b. Fixing

a special vertex A: in A we have

Alg^G) = U Alg^G).
e^O
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In II. 2 we have constructed, for any e ^ 0, an exact functor

Y,:Alg^(G) ->Coef^(X);

moreover there is an obvious natural transformation

Y^Y^ilAlg^G).

It follows from II. 3.1 that the latter induces a natural isomorphism in homology

H,(X,Y,(.))-^H,(X,Y^(.)) on Alg^G).

After composing with the functor Q^ the above natural transformation therefore becomes

a natural isomorphism

Q.oT^Q.oTe+ilAlg^G).

Hence we obtain in the direct limit the functor

Y := Hm Qo Y, : Alg°(G) -> Coeff^X) [S-1].
e^O

Again by II. 3.1 we have

6. p o y ^ id^c^.

It is an immediate consequence of 5. and 6. that p and y are quasi-inverse to each

other. D

Because of their practical importance let us state separately the following facts

which were established in the course of the previous proof.

Lemma V.2.

i) S admits a calculus of left fractions',

ii) the functor ^ : Algc(G) -> Coeff^X) [2~1] is quasi-inverse to p.

INDEX OF NOTATIONS

K a nonarchimedean locally compact field

o the ring of integers in K

TT a fixed prime element in o

co the discrete valuation of K normalized by co(7r) == 1

K the residue class field of o

X the base change to K of some object X over o

G a connected reductive group over K

G the group of K-rational points of G

C the center of G
S a maximal K-split torus in G

W the Weyl group of G

0 the set of roots of G

Qred the set of reduced roots of G

<D+, <D~ the set of positive resp. negative roots in 0
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©

< © >

Se

MQ
U©
Pe == M@ Ue
8©
x
d

X(3)(Xg)

X<ff)

A

D

F

St(F)

X

Xoo

PQ

PQ

U^

Ua,r

T == G/U^

^ell
Cell
V

Alg(G)

Algn(G)

Alg^G)

Alg^(G)

R(G)

In^e^)
Ind(E)

•^x

EP(V, VQ

d ^ g

voly
£d-#0

Coeff(X)

T.(V)

Ye

G^XM^V))

y

^,00 y
v

the set of simple roots in (D+

the root subgroup corresponding to the root a

a subset of the set A of simple roots

the subset { a 6 0 : a is a integral linear combination of roots from © }

the connected component of f l ker(a)
a ^= ©

the centralizer of SQ in G, i.e. the Levi subgroup corresponding to ©

the unipotent subgroup of G generated by all root subgroups Uoc for a e O^^ © )

the parabolic subgroup of type © with respect to the choices S, 0-1-

the modulus character of the parabolic subgroup P©

the Bruhat-Tits building corresponding to G

the distance function on the metric space X

the set of oriented (nonoriented) ^-dimensional polysimplices of X
the ^-skeleton of X

a fixed (basic) apartment of X, a (/-dimensional affine space

a fundamental Weyl chamber in the apartment A

a polysimplex of X

the star of the facet F

the Borel-Serre compactification of X

the boundary of X in X

the pointwise stabilizer in G of a subset €1 c; X

the stabilizer in G of a subset H c X

for any integer e ̂  0, the e-th filtration subgroup of Pp

subgroup of Uoc of lvalue ̂  r

for a special vertex x e A, the basic homogeneous G-set

the subset of all regular elliptic elements of G

the set of conjugacy classes of regular elliptic elements of G

a smooth representation of G

the category of smooth G-modules

for U a compact open subgroup, the subcategory ofAlg(G) of those G-modules which are gene-
rated by the subspace of their U-fixed vectors V17

for / a character on the connected center C of G the full subcategory of Alg(G) of those

G-modules on which C acts by the character /

the full subcategory of Alg^(G) of those G-modules which are of finite length and whose irre-
ducible subquotients are all of type ©

the Grothendieck group of representations of finite length in Alg(G) tensorized by C

the (unnormalized) induction to G of a smooth P©-module E

the normalized induction to G of a smooth P© -module E

for a character ̂  of the connected center C, the Hecke algebra of locally constant functions on G,

compactly supported modulo C and transforming with respect to the action of C by the character /

the Euler-Poincare characteristic of the smooth G-modules V, V, V finite length, V admissible
the Euler-Poincare measure for V

the volume corresponding to d^ g

the involution functor on Alg^ ©(G)

the category of coefficient systems on X

the coefficient system associated to a smooth G-module V for a fixed integer e ̂  0

the corresponding functor from Alg(G) to Coeff(X)

the oriented chain complex associated to a coefficient system Yg(V)

the sheaf on the Bruhat-Tits building associated to the smooth representation V

the smooth extension of V to the compactification X

the sheaf on the boundary Xoo of X in X corresponding to the smooth representation V
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