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REPRESENTATION THEORY AND SHEAVES
ON THE BRUHAT-TITS BUILDING

by PeTer SCHNEIDER and Urrica STUHLER

The Bruhat-Tits building X of a connected reductive group G over a nonarchi-
medean local field K is a rather intriguing G-space. It displays in a geometric way the
inner structure of the locally compact group G like the classification of maximal compact
subgroups or the theory of the Iwahori subgroup. One might consider X not quite as
a full analogue of a real symmetric space but as a kind of skeleton of such an analogue.
As such it immediately turned out to be an important technical device in the smooth
representation theory of the group G. As a reminder let us mention that the irreducible
smooth representations of G lie at the core of the local Langlands program which aims
at understanding the absolute Galois group of the local field K.

In this paper we develop a systematic and conceptional theory which allows to
pass in a functorial way from smooth representations of G to equivariant objects on X.
There actually will be two such constructions—a homological and a cohomological one.
Since the building carries a natural CW-structure the notion of a coefficient system
(or cosheaf) on X makes sense. In the homological theory we will construct functors
from smooth representations to G-equivariant coefficient systems on X. It should be
stressed that the definition of the coefficient system only involves the original G-repre-
sentation as far as the action of certain compact open subgroups of G is concerned.
One therefore might consider the whole construction as a kind of localization process.
Our main result will be that the cellular chain complex naturally associated with a
coefficient system provides (under mild assumptions) a functorial projective resolution
of the G-representation we started with.

In the cohomological theory we will associate, again functorially, G-equivariant
sheaves on X with smooth G-representations. The main task which we will achieve
then is the computation of the cohomology with compact support of the sheaves coming
from an irreducible smooth G-representation. The result can best be formulated in
terms of a certain duality functor on the category of finite length smooth G-represen-
tations. As a major application we will prove Zelevinsky’s conjecture in [Zel] that his
duality map on the level of Grothendieck groups preserves irreducibility. For carrying
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out our computation we have to extend the sheaves under consideration in such a way
to the Borel-Serre compactification X of X that the cohomology at the boundary becomes
computable. Since the stabilizers of boundary points are parabolic subgroups it might
not surprise that this can be achieved by using the Jacquet modules of the representation
as the stalks at the boundary points. The cohomology at the boundary then is computed
by adapting a strategy of Deligne and Lusztig ([DL]) for reductive groups over finite
fields to our purposes.

Apart from the theory of buildings we will very much rely on the beautiful results
of Bernstein on the category of smooth representations in [Ber]. All the known homo-
logical finiteness properties of this category follow already from his work. The point
of our paper is rather that we construct nice projective resolutions in that category in
a functorial as well as explicit manner. Exactly this explicitness enables us to apply
our theory to the harmonic analysis of the group G. It turns out that Kottwitz’ Euler-
Poincaré function in [Kot] is a special case of a general theory of Euler-Poincaré functions
for finite length smooth G-representations. Besides being pseudo-coefficients their main
property is that their elliptic orbital integrals coincide with the Harish-Chandra character
of the given representation. This leads to a Hopf-Lefschetz type trace formula for the
Harish-Chandra character at an elliptic element. Combined with powerful results of
Kazhdan in [Kal] it also leads to a proof of the general orthogonality formula for Harish-
Chandra characters as conjectured by Kazhdan.

Let us now describe the contents of the paper in some more detail. The first chapter
contains most of the input which we need from the theory of buildings. The cells of
the natural GW-structure of X actually are polysimplices and are called facets. For any
such facet F of X let Py denote its pointwise stabilizer in G. The technical heart of our
theory is the construction of certain decreasing filtrations P, 2 UY o ... 2 U¥ o ...
of P, by compact open subgroups Uy’. This is done in I.2 where also the more basic
properties of these filtrations are established. Since we work with an arbitrary connected
reductive group G that construction involves more or less all of the finer aspects of the
theory developed in the volumes [BT]. This unfortunately makes numerous references
to [BT] unavoidable so that any reader without an expert knowledge of the work [BT]
might find this section hard to read. We apologize for that. In order to make it a little
easier we give in I.1 a brief overview over the theory of buildings for reductive groups.
In the section 1.3 we give those properties of the groups Uy’ which later on are needed
for the computation of the (co)homology. Notably we study how the groups U{’ behave
if the facet F is moved along a geodesic in the building X. In case G is absolutely quasi-
simple and simply connected similar filtrations appear in [PR] and [MP].

The second chapter contains the homological theory. In II.1 we briefly recall
the formalism of cellular chains. The section II.2 contains the definition of the functor v,
from smooth G-representations to equivariant coefficient systems on X. Here ¢> 0
is a fixed “level ”. The coefficient system v,(V) corresponding to a representation V
is formed by associating with a facet F the subspace of U{-invariant vectors in V. In
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addition properties of finite generation and projectivity of the chain complex of v,(V)
are discussed. The main result is shown in II.3. It says that at least for any finitely
generated smooth G-representation V we can choose the level ¢ large enough so that
the chain complex of v,(V) is an exact resolution of V in the category Alg(G) of all
smooth G-representations. In the case that G is the general linear group we proved
this already in [SS]. The strategy of the proof for arbitrary G is the same once the necessary
properties of the groups U} are known.

In the third chapter we develop that part of the duality theory which uses the
chain complex of v,(V). Since the polysimplicial structure of the building X is locally
finite we actually can associate with the coefficient system v,(V) also a complex of
cochains with finite support. Let us fix a character y of the connected center of G, let
Alg,(G) denote the category of all those smooth G-representations on which the
connected center acts through y, and let 5, denote the y-Hecke algebra of G. If V
is an admissible representation in Alg,(G) then the functor Homgy(., 5#,) transforms
the chain complex of v,(V) into the cochain complex of v,(V) where ¥ is the smooth
dual of V. Assume now that V even is of finite length and choose ¢ large enough. Then
we know that the chain complex of v,(V) is a projective resolution of V in
Alg (G). It follows that the cochain complex of v,(V) computes the Ext-groups
(V) 1= Ext’;lgx(G)(V, ). All this is shown in III.1. Later on in IV.1 we will see
that the same cochain complex computes the cohomology with compact support of a
certain sheaf on X associated with the representation V. This fact will enable us in
chapter IV to compute the groups €*(V) in the case that V is a representation which
is parabolically induced from an irreducible supercuspidal representation of a Levi
subgroup. In IIT.2 we briefly recall the theory of parabolic induction following [Cas].
Then in ITI.3 taking the computation of &*(V) for induced V for granted we deduce
the following result for an arbitrary irreducible smooth representation V: The
groups &*(V) vanish except in a single degree d(V), &(V):= &%V(V) again is an
irreducible smooth representation, and moreover &(&(V)) = V. Standard techniques
of homological algebra now allow to establish a general duality formalism which relates
the Ext- and Tor-functors on the category Alg (G). Loosely speaking one might say
that 5, is a ‘ Gorenstein ring ”.

Since our applications to harmonic analysis all come from the exactness of the
chain complex of v,(V) we include them here as the section III.4 before we turn to
the sheaf theory on X. For reasons of convenience we assume that the center of G is
compact. Since in the paper [Kal] the field K is assumed to be of characteristic 0 we
have to make the same assumption in most of our results of this section. We obtain:
A general notion of Euler-Poincaré functions, a formula for the formal degree, the
existence of explicit pseudo-coefficients, the Harish-Chandra character on the elliptic
set as an explicit orbital integral, the general orthogonality relation for Harish-Chandra
characters, and the O-th Chern character on the Grothendieck group of finite length
representations.
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In the fourth chapter we present the sheaf theory on X. In IV.1 we functorially
associate a sheaf V on X with any representation V in Alg(G). Of course this construction

again depends on the choice of a level ¢ > 0 which is fixed once and for all and which,
for simplicity, is dropped from the notation. The sheaf V is constant on each facet F

having the U{'-coinvariants of V as stalks. As promised earlier we show that the coho-
mology with compact support of V is computable from the complex of cochains with

finite support of the coefficient system v,(V). We also rewrite our earlier formula for
the Harish-Chandra character of a finite length representation V at an elliptic element
k € G as a Hopf-Lefschetz trace formula: The character value at % is equal to the trace
(in the sense of linear algebra) of & on the cohomology of the sheaf V restricted to the
fixed point set X*. In IV.2 we construct a ¢ smooth > extension of V to a sheaf j, , V

~

on the Borel-Serre compactification X of X. This extension is in some sense intermediate
between the extension by zero j, V and the full direct image j, V. It requires a rather

detailed and technical invcstigati:’)n of the geometry of X. Let X, := X\X be the
boundary. In IV.3 we compute the cohomology of j, ., V restricted to X, in the case

where the representation V is parabolically induced from a supercuspidal representation.
Then in IV.4 we show that, for any finitely generated V and any ¢ large enough, the
sheaf j, , V in fact has no higher cohomology. The combination of these two results

~

immediately leads to the computation of the cohomology with compact support of the
original sheaf V provided V is parabolically induced as above. This is the fact which

we had taken for granted in chapter III. So the duality theory, i.e. the investigation
of the Ext-groups &*(V), now is complete. As an application we prove in IV.5 Zele-
vinsky’s conjecture. At this point we want to mention that Bernstein has a completely
different proof (unpublished) of this conjecture along with the fact that the Zelevinsky
involution comes from the functor &*(.).

The last chapter complements the discussion of coefficient systems. We show
that a rather big subcategory of Alg(G) is a localization of the category of equivariant
coefficient systems on X. As will be explained in a forthcoming paper of the first author
the latter objects constitute something which one might call perverse sheaves on the
building X. From this point of view our constructions bear a certain resemblance to
the Beilinson-Bernstein localization theory from Lie algebra representations to perverse
sheaves on the flag manifold.

During this work we have profited from conversations with M. Harris, G. Henniart,
M. Rapoport, M. Tadic, J. Tits, and M.-F. Vigneras for which we are grateful. We
especially want to thank E. Landvogt whose expert knowledge of the building has helped
us a lot. The support which we have received at various stages from the MSRI
at Berkeley, the Newton Institute, the Tata Institute, and the Université Paris 7 is
gratefully acknowledged.
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Added in proof. — As the referee has pointed out, special cases of the Zelevinsky
conjecture are treated in the papers [Kat] and [Pro]. Their methods are completely
different from ours. Also in the meantime Aubert has given in [Au2] a proof of the
Zelevinsky conjecture in the general case by studying on the Grothendieck group a
certain involution which is defined in terms of parabolic induction (compare our IV.5.2).
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I. THE GROUPS Uy
I.1. Review of the Bruhat-Tits building

The (semisimple) Bruhat-Tits building X of the group G is the central object
in this paper. Since the monumental treatise [BT] is not so easily accessible for the
nonexpert we believe it to be necessary to briefly review the construction and basic
properties of X. Most of the notations to be introduced for this purpose will be needed
later on anyway.

We fix a maximal K-split torus S in G. (Strictly speaking S is the group of K-rational
points of that torus. This kind of abuse of language will usually be made.) Let X*(S),
resp. X,(S), denote the group of algebraic characters, resp. cocharacters, of S. Similarly
let X,(C) denote the group of K-algebraic cocharacters of the connected center C of G.
The real vector space

A= (X,(8)/X.(C) O R

is called the basic apartment. Let Z, resp. N, be the centralizer, resp. normalizer, of S
in G. The Weyl group W := N/Z acts by conjugation on S; this induces a faithful linear
action of W on A. On the other hand let

(52 X,(8) x X(S) ~Z

be the obvious pairing; its R-linear extension also is denoted by (, >. There is a
unique homomorphism

viZ > X,(S)®R

such that
<v(g), xS )> = — wlxlg)

for any g € Z and any K-algebraic character y of Z. We let g € Z act on A by the
translation

gx:= x + image of v(g) in A for x e A,

The first important observation in this theory is that this translation action of Z on A

can be extended to an action of N on A by affine automorphisms ([Tit] 1.2). We fix

one such extension and simply denote it by % + nx for n € N and x € A. One has:

— All possible other such extensions are given by x +— n{x 4 x,) — x, where x, € A
is a fixed but arbitrary point.

— If w e W is the image of n € N then

(x > wx) = linear part of (x > nx).

In order to equip A with an additional structure we need the set ® < X*(S) of roots
of G with respect to S. Any root « obviously induces a linear form o: A — R. Also
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corresponding to any « € ® we have the coroot & € A and the involution s, € W whose
action on A is given by

So% =% — a{x).a for x € A.

For us the most important object associated to an « € ® is its root subgroup U, = G
([Bor] 21.9 where the notation U, is used); in particular it is a unipotent subgroup
normalized by Z. Let @™ :={« € ® : «/2 ¢ @ } be the subset of reduced roots. Crucial
is the following fact ([BoT] § 5): For « e ®*® and each # € U\{1} the intersection

U_uU_, NN ={mu)}

consists of a single element called m(«); moreover the image of m(x) in W is s,. A central
assertion in the Bruhat-Tits theory now is the fact that the translation part of the affine
automorphism of A corresponding to m(«) is given by — #(u) . & for some real number £(x),
i.e. we have

mu) x = s, x —£(u). & = x — (a(x) +¢(u)).& for any x € A.

We may view m(u) as the  reflection > at the affine hyperplane { x € A : a(x) = — ¢(u) }
([Tit] 1.4). Put Ty :={¢(u) : u e U\{1}} = R; thisis a discrete subset in R unbounded
in both directions and — I', =T'_, ([BT] I.6.2.16). The affine functions «(.) +¢
on A for « e®™ and / € T, are called affine roots. Two points x and y in A are called
equivalent if each affine root is either positive or zero or negative at both points; the
corresponding equivalence classes are called facets. This imposes an additional geometric
structure on the apartment A which is respected by the action of N.

Parallel to this structure the root subgroup U, for a € @™ possesses the filtration

Uy, i={ueU\{1}:4(u)>r}u{l} for reR.
This is an exhaustive and separated discrete filtration of U, by subgroups ([BT]
1.6.2.12)); put U, ,:={1}. For any nonempty subset Q = A we define
faoi@>RuU{w}
%> — zlélg a(x)
and Ug := subgroup of G generated by all U, .., for « e @™,
This group has various important properties ([BT] I.6.2.10, 6.4.9, and 7.1.3):

1. nUgn™ ' = U,q for any n € N; in particular Ny:={neN:nx = x for any x € Q}
normalizes Ug,.

2. Uy NN = N,.

UQ N Ua = Ua, Q@

4, Let ® = ®* U @~ be any decomposition into positive and negative roots and put

e

for any « € ®™,

U# := subgroup of G generated by all U, for « € ®* n P™4,;
then Ug = (U nU7) (Uy n U (Ug nN);
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moreover the product map induces bijections

1 Uy, sqm = Ug N U

ag oE Aored
whatever ordering of the factors on the left hand side we choose. Define

Pﬂ = NQ. UQ
which contains Uy, as a normal subgroup by 1. By 2, we have Py N N = N,. (Warning:
In [BT] our groups N, and P, are denoted by N, and P, and our symbols have a
different meaning.) In case Q ={ x} we write f,, U,, N,, and P, instead of f,,, ...

We now are ready to define the Bruhat-Tits building X. Consider the relation ~
on G X A defined by

(& %) ~ (k)
if there is a n € N such that
nx =y and g 'hnelU,;
it is easily chec;k::d that this is an equivalence relation. We put
X:=G X Al~.
It is straightforward to see that G acts on X via
g.class of (A, ) := class of (gh,y) for geG and (£,9) eG X A
and that the map
A->X

%+~ class of (1, %)

is injective and N-equivariant. Viewing the latter map as an inclusion we can write gx
for the class of (g, x). A first basic fact ([BT] I.7.4.4) is that, for Q < A nonempty,

P,={geG:gx=x for any xeQ}

holds true. The relation between the facet structure of A and the subgroup filtration
in U,, for « e @, is given by the fact that for « e U \{ 1} we have

{xeAtux=x}={xecA:a(x) +£(u) >0}
([BT] I.7.4.5). The subsets of X of the form gA with g € G are called apartments.

A very important technical property of the G-action on X is the following:

5. For any g € G there exists a n € N such that gx = nx for any x e An g™ ' A ([BT]
1.7.4.8).
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For example it implies that the partition into facets can be extended from A to
all of X in the following way: A subset F’ = X is called a facet if it is of the form F’ = gF
for some g € G and some facet F < A. It also implies:

6. For any nonempty Q < A the group U, acts transitively on the set of all apartments
which contain Q.
From the Bruhat decomposition

G=U,NU, for x,yeA

one concludes:

7. Any two points and even any two facets in X are contained in a common apartment
([BT] I.7.4.18).
For any nonempty subset Q = X we define

Po:={geG:gz=2zfor any 2€Q}
and PL:={geG:gQ0 =0}
and we abbreviate P,:= P, = PL} for any z e X,

Finally we fix once and for all a W-invariant euclidean metric d on A. The action
of N on A then automatically is isometric. As a simple consequence of 5-7, this metric
extends in a unique G-invariant way to a metric 4 on all of X.

The metric space (X, d) together with its isometric G-action and its partition

into facets is called the Bruhat-Tits building of G. Further properties of this very rich
structure will be recalled when they are needed.

1.2. Definition of the groups Uy

For any facet F in A let G} be the smooth affine o-group scheme with general
fiber G constructed in [BT] II.5.1.30. By [BT] II.5.2.4 the group G&(o) is the
subgroup of G generated by Uy and 2°(0) where 27° is the connected component of
the “ canonical ” extension £ of Z to a smooth affine o-group scheme ([BT] II.5.2.1).
Put

H:={neN:nx=xfor all xeA}
and H :={neH: o(yn) = 0 for any K-algebraic character y of G }.
According to [BT] II.5.2.1 we have

Z(0) = H.
Therefore Z°(0) is of finite index in H'. Since H < N we see that

Uy € G5(0) = Uy. 2%0) < P,.

14
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It follows from [BT] II.4.6.17 that any inner automorphism g+ ngn~' of G with
n € N extends to an isomorphism of o-group schemes

~

0 0
Gy — GY5.

The closed fiber GS is a connected smooth algebraic group over K; let Ry denote its
unipotent radical. Put

Ry:={geGj(o) : (¢mod =) e Ry(K) };
this is a compact open subgroup of G. Because of 7Ry n~! = R, for n e N, it is nor-
malized by

Nl:={neN:nF =F}
The property 1.5 implies that

P} = N} P, = N} U,.

Hence Ry is a normal subgroup of P}. In the sequel we will construct a specific decreasing
filtration

Gio)2 Ry =UP=2UP =2 ...

by subgroups U which are normal in P} and compact open in G. For doing this we
need the concept of a concave function in [BT] I.6.4.1-5.
First we have to introduce the totally ordered commutative monoid

f{:=RU{r—{— treR}U{o}

Its total order is given by the usual total order on R and by
r<r+<sg o0 if r<sg

its monoid structure extends the addition on R and is given by
r+(+H)=0+H)+ H) =0+ +

and r 4+ o0 = (r4) 4+ 0 = 0 4 00 = oo.

We put %.(r+) := (4r) + and }.00:= c0. A function f: @ —>R is called concave if
S(&) +F(B) = f(« +B) for any o, B« +Pe®,

and Sfla) +f(—a)=0 for any « €@

hold. For « € @ and r € R we define
Ua, r+ L= U Ua,"

sER,8>¢
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Then, for any concave function f, the group
U, := subgroup of G generated by
all U, ;4 for « e®* and
all Uy, N, 4400 for «, 20 €@
has properties completely analogous to 1.1-1.4 ([BT] I.6.4.9). Observe that Uy = U fa*
Starting from the concave function f, for a facet F in A, we define a new function
f5:0 —~ R by
Se(w)+ if o | F is constant,

Ji(a) i=

So(a) otherwise;

it is concave, too, by [BT] I.6.4.23. In case «,2x € ® we have fi(2a) = 2f5(x) so
that Uy, is the subgroup generated by all U, g, for « € @™

Lemma 1.2.1. — We have Ry N U, ;o) = U, o for any o e O™

Progf. — We have to introduce further notations. In case 2x € ® put
Pou:={20(x) :u e Uy \{1}}
(recall that U,, < U,) and
Po:={t(u) ey :ueU\U,, and ¢(x) = sup£(aU,,) };

3

one has ', = I', U 4T, ([BT]11.6.2.2) and I'; + 0 ([BT] II 4 2.21). In case 2« ¢ ®
put I'y := I',. The * optimization ” gz :® — R of the function f; is deined by

gw(B) :=inf{f e Ty: 42> fi(B) }.
Moreover we put

ge(B)+ if gx(B) + ge(— B) =0,
2e(B) otherwise.

&(B) 1= {

(The functions g and g in general are no longer concave but only quasi-concave in
the sense of [BT].) In [BT] II.4.6.10 (compare in particular the third paragraph
on p. 321) and 5.1.31 it is proved that

Uu, o) if 2« ¢ (D,

RpnU, , 0= .
H A {Ua,,;.a,.wzanUa.*,;m» if 20 € ®

holds true. Let us first consider the case 2o ¢ ®. If gp(a) + gp(— @) = 0 then clearly
also fyp(a) + fe(— @) =0, i.e. «| F is constant and gp(a) = fi(«); we obtain

Ua, P Ua, gl + — Ua, PHON
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Assume now that gp(a) + gg(— «) + 0. If « | F is not constant then by the definitions
we have
Ua, o T Ua, ople) — Ua, felwy — Ua, 120
the same holds if « | F is constant since, in that case, fg(«) ¢ I',, which implies the last

identity.
We turn to the case 2a € @. There are the following four possibilities:

1) gx(a) = ge(e)+ and gg(2a) = gg(20) +,
2) gp(x) = ge(x)+ and gp(2a) = gg(2a),
3) gp(e) = ge() and gp(2a) = gx(2a),
4) gu(e) = go(2)  and g5(2e) = gg(2) +.

1
« | F is constant, fy(«) = gg(a) € T, N 3 Iy, and gp(20) = 2fp(a)
and hence
Ua, gha) * (Uza N Ua,}g;ma)) = Ua, F/CN (U2a N Ua, f;(a)) = Ua, bi<CIN

In case 2) we have

1
« | F is constant, fy(«) = gg(«) € T, and §gF(2<x) > fy(@)

and hence
Ua, o) * (UZu N Ua, ga;(za)) = Uo:. i (UZa N Ua,ia,(za)) = Ua, I

In case 3) we have
Gilw) = inf{ e T it > fola) }
and %g}(Qa) = inf{¢ e% Top il > fo(x) (.
Let us first assume that 4 gp(2«) > gp(a); then
g(a) =iInf{f el > fi(x) }.

This implies
Uu, g (Uza N Ua,ia;(za)) = Ua, o T Ua, Tl

Now assume that } gp(2¢) < g(a); then

ég;(za) =inf{ el :¢> fol@)}.
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We are going to use the following general fact which is a straightforward consequence
of the definition of the set I',: If » < s are values in I, such that

r¢l', and s=inf{fel, :f>1r}
then
(*) Ugr S Uy (Uye n U, ).
Applied to our situation this leads to

Ue, gt (Uge N Ua,t}af,(za)) = Uy g0 = Us, -

Moreover in case 3) we always have U = U, pq since if « | F is constant then
a, fpla) &, fplo)

both gp(x) and 3 g;(2a) are strictly bigger than fg(a).
Finally in case 4) we have

1 1
« | F is constant, fp(a) = §gF(2a) €5 Iy, and gg(a) > fp(a)

and hence
Ua, oha) (Uza N Ua,}a;(za)) = Uoc, PACE (Uza A Ua, fp(a)-l-) = Ua, P2 0)
where the second identity again is a consequence of (#) since fp(«) ¢ I';. O
There is a scheme-theoretic version of 1.4 ([BT] II.5.2.2-4): GI possesses

smooth closed o-subgroup schemes %, ; for « € ®*? and % for any fixed decomposition
® = ®* U @ into positive and negative roots such that

Uyw(0) = Uy sy and  Zz(0) = Uy n U=,

(We have simplified the notation a little by writing %, g for %, (5w, s in loc. cit.)
Moreover the product map induces an isomorphism of o-schemes

H %a,F _=> %Fi

aE oL h@“d

(whatever ordering of the factors on the left hand side we choose) as well as an open
immersion of o-group schemes

Uy X F° X UF — GY.
We put

Z9:={ge Z%0): (gmod =) e R,(Z (K)}
where R, (Z°) denotes the unipotent radical of Z°.

Proposition 1.2.2. -—— The product map induces a bijection

( I Uppa) xZx ( I U, pw) = Ry

@€ & nored acotnoed T
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Proof. — We recall from [BT] I1.4.6.4 and 5.1.31: If &° denotes the connected
component of the Néron model over o of S then &° is a maximal K-split torus in G%
and 27 is its centralizer. Also the %, p are the root subgroups in G3. By [BT] II.1.1.11
the above open immersion therefore induces an isomorphism

e

( II 027«,1? N ﬁF) X Ru(-afo) X ( 11 02;«,1“ a iiF) —

ae o~ nered a e @t nared ¥

and hence also an isomorphism between formal completions
(T%2,) x 2% x (I%%,) > GI»
where ?® denotes the formal completion of ? along ? N Ry. It remains to observe that
Uix(0) = Ry N Uq ) = Vs, gy 2°7(0) = Z, and Gi*(0) = Rg. O
Corollary 1.2.3. — We have Ry = U0 Z¢.

With fi also the functions fi + ¢, for any integer ¢ > 0, are concave. Hence we
have the descending sequence of subgroups

Up2Up,; 2Us,2...
We also need a corresponding filtration
Z9 279 2 ... 27292 ...
The subgroups we are looking for then will be defined to be
U(Fe) = Uf;+¢.Z(¢);
note that H normalizes U, for any concave function f ([BT] I.6.2.10 (iii)). The
properties which we want the subgroups Uy’ to have impose certain conditions on the

possible shape of the filtration Z'*. These conditions are axiomatized in [BT] 1.6.4
in the following way.

First of all it is notationally convenient to define
Uy :i={1}in case « €¢® but 2« ¢ P
and Uge,r := Uy N U, 4y for any « €® and any % eR.
For any %k € R put
H;, := set of all £ € H such that

(ha Ua,r) ::{ (h’ u) ‘uE Ua,r} S Ua,r+k'U2a,2r+k

for any « €® and any r eR.
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The H,, form a decreasing family of subgroups in H which are normal in N; obviously
H,, = H for £ < 0. Another such family denoted by Hy,, is given as follows: For 2 < 0 put

Hj,, := subgroup generated by all

Hn<U,,vU > for « €® and reR.

—_,

In case 0 <%k < o the commutator (u,u') for ueU,,, 2’ eU_,, with r +s =%
oru' elU_,, ,with2r s =% r,5¢€ I~{, and any « € @ lies in a double coset U, 4, , U_,
with a uniquely determined element %, , € H ([BT] 1.6.3.9); we put

H,,, := subgroup generated by all those £, ..

Finally we set
Hip, 1= n Hyy-

k<o

The Hp, again form a decreasing family of subgroups of H which are normal in N.
One has H, , = sg H,, for any r e R. The key property of this latter family is the

following. Let us call a function f: ® v{0} — R concave if S| @ is concave and if
Sfla) +f(—a)2f(0)>0 for any a €
holds. In this situation we have

HnU; o € Hyy

([BT] I.6.4.17).
A good filtration of H now by definition is a family of subgroups H, < H for r eR
such that
— H,=H for r< 0,
— H, e H,if r> 5,
— H,, € H, € H, for any r eR, and
— (H,,H,) € H,,, for any 7,s eR.

These properties together with [BT] I.6.4.33 imply that the H, are normal in N.
A necessary and sufficient condition for the existence of a good filtration is, according
to [BT] 1.6.4.39, that

Hy = Hy
holds true for any % eR. In [BT] I.6.4.15 it is stated that this condition actually is

fulfilled—see Proposition 6 below. For the moment we assume that a good filtration
is given. We pose

H,, := ‘g'Hs for reR and H,:= N H,.

reR T



112 PETER SCHNEIDER AND ULRICH STUHLER

Also for any concave function f:® U {0} —~R we define the subgroup
U;i=Ujjo-Hyg-

Lemma 1.2.4. — Let f,g:® U{0} >R be iwo concave functions such that

g(po + gB) < pg(o) + qf (B) forany o, B e ® U {0} and p, g € Nsuch that pe + g e ® V{0 };
then U, normalizes U,.

Proof. — [BT] 1.6.4.43. O
Lemma 1.2.5.

3 (0) .
1) Hyyy € 29 < Hyy;

ii) Z® is normal in N.

Proof. — i) The subgroup Hy,, is generated by the 4, , for ueU,,, and
' eU_, _, with « e®® and r e R. Fix such « and #’ and choose a vertex x in A
(ie. {«x}is a facet in A) such that U, , = U, _,,,. Then z e R,; by Lemma 1 and
u' €U,  P,. Since R, is normal in P, the commutator (x, ) lies in R,,. It follows
now from Proposition 2 that 4, , € Z.

On the other hand we have to show that (Z9,U,,) < U, ,, for any « e ®™
and 7 € R. But choosing the vertex x as before we have

(0) __ (0) —
(Z s Ua, r) - (Z ’ Ua, fx(a)) = RF N Uﬂt, Iel) T UG, Sylo)+ = Ua, r+°

ii) By the very construction of the o-group scheme Z° any automorphism g - ngn™*

of Z with n € N extends to an automorphism of the o-group scheme 2°. O

Proposition X.2.6. — There exists a good filtration (H,),og of H such that:
i) Hy, = Z,
i) Hy, ={1}, and
iii) H,, is open in H for any r e R.

Proof. — As mentioned already this is a slightly sharpened version of [BT] 1.6 .4.15.
We are indebted to J. Tits for explaining to us the proof which is missing in [BT] and
which we briefly sketch in the following.

First of all we note that it suffices to find a good filtration H, which fulfills ii),
iii}, and the weaker condition

i) Z° c H;,,

because then
H for r< 0,

H,:=
Z°°nH, for r>0

re

is a good filtration satisfying i)-iii). This follows from Lemma 5 i) and the fact that
Z? is open in Z.
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Step 1. The split case. — If G is split then we have S = Z = (K*)" and Z° = G}, ,.
We define

H, := ker(Z°(0) — Z°(o/n™10))

fm<r<m-+ 1 withmeNuU{0}. The only thing which has to be checked is
H,<H,cH, forr>0.

()

The left inclusion, by [BT] II.3.2.1, can be checked in SL,(K) where it is straight-
forward. For the right inclusion we use the following two identities. Let « € ® be a root.
— ([BT] 11.3.2.1)

(hyu) = («(k) — 1) u for keZ and u e U,.
— ([BT} 1.6.1.3 b) and 6.2.3 b))

{(au) = w(a) +¢(u) for a e K and u € U, (here £(1) := o).

By definition any % € H, satisfies w(«(k) — 1) > m 4- 1. For u e U, , we therefore

obtain

((hu) =@ —1)+éwzm+1+s>r+5, e (hu)elU,,,,.

This shows that %z e H,.

To deduce the general case we observe that Bruhat and Tits proceed by applying
the descent theory in [BT] 1.9 in two steps: First from the split to the quasi-split case
([BT] II.4.2.3) and then from the latter to the general case ([BT] II.5.1.20). Hence
we may use [BT] I.9.1.15 in order to see that our assertion descends as well. In each
of the two steps we have to check that the assumption (DP) in loc. cit. is fulfilled and
that the descent preserves the properties i), ii), and iii).

Step 2: From the split to the quasi-split case. — If G is quasi-split then Z is a maximal
torus in G and & is that part of the Néron model of Z over o which in the closed fibre
consists of the connected components of finite order. The condition (DP) follows from
the explicit computations in [BT] 1X.4.3.5. The filtration of H by construction is the
intersection of H with a corresponding filtration over a splitting field of Z. From this
it is obvious that the properties i’), ii), and iii) are preserved.

Step 3. From the quasi-split to the general case. — Note that the descent is along an
unramified extension L/K. The condition (DP) (with ¢ = 0) holds by [BT] II.5.2.2.
The descent of the properties i)-iii) is deduced from the following fact: Applying the
argument in the proof of Proposition 2 to the group scheme 2 (compare [BT] II.5.2.1)
we obtain the decomposition

29 =Zn (_II Uz, xZP X 11,+U§,o+)§
€ &;

&' ;E(Do

here Z{® denotes the analog of Z® for G(L), ® is the root system of G(L) with respect
to some maximal L-split torus which contains S, and @, is the subset of those reduced
roots which restrict to 0 on S. 0O
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We fix once and for all a good filtration of H as in Proposition 6. Define
Z¥:=H, ~and Uy:=Ug,,Z" fore>0.
In other words we have

U%e) = Uh,F+e

where the concave function /i : ® U{0} R is defined by

by |®:=fy and 7Az(0) :=0+.
The functions 4 and f; extended by fz(0) := 0 fulfill the assumption of Lemma 4:
This is straightforward if one of the «, B, pa + ¢B is equal to 0; otherwise it is shown

in the proof of [BT] I.6.4.23. Therefore Uy normalizes U}’ for any e > 0. Since N
normalizes Z® and N} normalizes Ug, . ([BT] 1.6.2.10 iii)) we obtain that

Uy, for any ¢ > 0, is normal in P}.
The same argument shows that

nUgPn =0 for neN and ¢> 0.
Proposition X.2.7. — For any ¢ > 0 the product map induces a bijection
( I Up,,nU,)x2Zx( II Uu,,nU,)—=> UL,

aeﬂb_r\lbred ae@*htb“d
moreover we have
— red
Uf§+e N Ua - Ua,f;(a)+e‘U2a,ZI;(a)+e fDT any a € @,

Proof. — Proposition 2 and [BT] 1.6.91). O
Corollary 1.2.8. — The following equality holds for any ¢ > O:
UY = (UY nU™) (UP NnZ) (U nUT).

Corollary 1.2.9. — The UY for e> 0 (and F fixed) form a fundamental system of
compact open neighbourhoods of 1 in G.

Proof. — Since
Uz X Z° X UF - G
is an open immersion the subset

( O Uppe) X Z%0) x( MO Uypw)

ac® nored a € @+ A ored
is compact open in G. Clearly the Ug,, N U, form a fundamental system of compact
open neighbourhoods of 1 in U, for any « € @™, Similarly Proposition 6 implies that
the Z' form a fundamental system of compact open neighbourhoods of 1 in Z°(0). O




REPRESENTATION THEORY AND SHEAVES 115

Using 1.5 we may define, for any facet F’ in X and any ¢ > 0, a compact open
subgroup

U :=gUPg ' if F' =gF with geG and F a facet in A
in G. By construction we have
gUQ g~ =UY. for any geG.

If x is a vertex of X, i.e. { # } is a facet, then we replace similarly as before { x } by x in

all our notations; e.g. we write Uy instead of U{},.

Lemma 1.2.10. — There is a point y, € A such that we have
1
Iy =a(p) +—2Z for any o € P
na.

where n, € N is a natural number which moreover is even in case 2a € @.

Proof: Step 1. — According to [BT] I.6.2.23 the statement at least holds with

1
some real number &, > 0 instead of —. (The point — y, has to be a special point; in
n

loc. cit. it is assumed to be the origin and therefore does not appear. Also note that
@' =@ by [BT] 1I.4.2.21 and 5.1.19.)

. 1 .
Step 2. — It suffices to show that I', contains a subset of the form ¢, + — Z with
nﬂ
some n, € N which is even in case 2« € ® and some ¢, € R. Because then there has to

be 2 map v:Z — Z such that

1
€, + = m = a(y,) + &, v(m) for any m e Z.
n

(-4

If m = 0 this means that ¢, = «(y,) + ¢, v(0) which inserted back implies
g, V(0) + —=m = ¢, v(m) for any m e Z.

We obtain
g1 = ng. (v(1) — v(0))

so that our assertion holds with 7, := n,.(v(1) — v(0)).

Step 3. — Let K™ be the strict Henselization of K. The quasi-split group Gg.m
possesses 2 maximal K®.split torus T which is defined over K and contains S ([BT]
I1.5.1.12); let ®™ be the set of roots of G with respect to T. Restricting characters
defines a surjective map ®" uU{0}—>® U{0}. By [BT] IL.5.1.19 we have
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I'; ¢ I'y = I', whenever & € @™ restricts to « € ®. The sets I'y are explicitly computed
in [BT] I1.4.2.21 and 4.3.4: For any & € ®® one has
, 1
Iy =c+—1Z
ng
with appropriate constants ¢z € R and n; € N. Let now an « € ®™ be given. If 2o ¢ ®
then we choose an @ € @™ restricting to « and we obtain
I, 2T =¢ —I——I—Z.
"y
If 2u € ® then we choose a § € O restricting to 2« and we obtain

1 1
Ty = - o5 + — Z.
it gy O

N| =

7
F2a 2

N —

r

a =
Proposition 1.2.11. — One has:
i) UY < U for any two facets F, ¥’ in X such that ' < F;

i) U = TII UY for any facet F in X and any ordering of the factors on the right hand side.
vertex

x

inF
Progf. — We may assume that F < A. First we consider the case that F' ={x}

is a vertex. Then
(e} . red
Uy NU, = Uq, (caw+ 0+ Uze,(—2am+ o+ 10T @ € D™

If «(x) = 1,lrElf]; «(y) then clearly (— a(x)) + > fo(«) and hence U® n U, < U¥ n U,.
If a(x) > Jtelfl; «(y) then « | F is not constant so that

— a(x) < fy(x) =5 (a).
Furthermore, by the definition of facets, we then have

—a(y) ¢, for any y eF.

Hence inf{f el :{> — a(x) } > folx)

and because of Lemma 10 also
inf{fel,:{> —a(x) e}z fala) +¢

and inf zen,:z>—a(x)+-;l >fF(oc)—{—%in case 20 € ®.

This implies that again UY N U, = UY N U,. Using Proposition 7 we obtain

Ul = the subgroup generated by all U for x € F a vertex.
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To get the reverse inclusion we fix an « € @ and consider UY N U,. Let x €T be
a vertex such that «(x) = sup «(y). Then

VEF
< — vlgf]; a() if o | F is not constant,
(=l 4+ _ inf a( )+ =55®) i 4| F is constant;

hence U n U, < UY N U,. Again using Proposition 7 we see that

Ul = the subgroup generated by all U® for x € F a vertex.

This implies in particular the assertion i) for an arbitrary facet F* < F. For ii) it remains
to show that for any two vertices #, y € F the subgroup U{® normalizes the subgroup U.
But by i) we have

(e) (&)
UY cUY <« Pp P,

and U is normal in P,. O
Finally we define, for any z € X,

Ul := UY if z lies in the facet F of X.
Note that U, = Uy in this situation if F < A ([BT] 1.7.1.2).

I.3. Properties of the groups Uy

Here we will establish those properties of the groups U{¥ which are responsible
for our later results about the cohomology of the Bruhat-Tits building. We recommend
the reader to skip this section at first reading and only come back to it when the results
are needed. Fix an ¢> 0.

A first technical clue is the observation that the following representation-theoretic
fact is at our disposal. The notion of a smooth G-representation will be recalled in IT.2.
A vertex x in A is called special if «(x) e — I', for any « € @™, There always exists
a special vertex ([BT] 1.6.2.15).

Theorem (Bernstein). — Let x be a special vertex in A. The category of smooth G-repre-

sentations V which are generated (as a G-representation) by their U'P-fixed vectors VU is stable
with respect to the formation of G-equivariant subgquotients.

Progf. — This is [Ber] 3.9 i). We only have to check that our group UY fulfills
the assumptions made there. Since the vertex x is special the Iwasawa decomposition

G =U,P = G2(0).P for any parabolic subgroup P = G

holds true ([BT] 1.7.3.2 ii)). Moreover the decomposition property (3.5.1) in [Ber]
is a consequence of 2.7. O
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Next we need some control over how U changes if z varies along a geodesic
line in X. We fix two different points x and »’ in A. The geodesic [xx'] joining x and x’ is

[xx] ={(l =) x + " :0<r< 1}

Proposition X.3.1. — Assume x to be a special vertex; for any point z € [xx'] we have
U < UP.UL.
Proof. — We may assume z to be different from x and #’. Let F, resp. F’, denote
the facet in A which contains z, resp. x’. Define
Vi={aed™: q(x) < alx')}.

There certainly exists a decomposition ® = ®* U @~ into positive and negative roots
such that ¥ < ®*. As a consequence of 2.7 it suffices to check that

: red
U U - Ua, (—a(@) + o)+ * Uza, (—2a(a) + &) + if e e® \‘F,
a, e + e V20, 2f%a) + e = U U . ¥
o, fEo 4+ et 20, 218 (@) + ¢ ifaeV¥.

Assume first that o € @\ ¥ Since x is special we have / := — «(x) € ['y. If «(x) = a(x")
then — a(y) ={fforanyy e{x} UF U F and hence f;(a) =¢+. If a(x) > a(z) > a(x’)
then — «(y) > ¢ for any y € F and hence fz(«) = fo(a) = £+.

Now assume that « € ¥, i.e. that «(x) < a(z) < a(x’). If there exists an ¢' eI,
such that — a(x') <{¢'< — «(z), then

S (@) = fola) 2 &' > fi(a).

Otherwise there are two successive values ¢/ < ¢ in T', such that
< —a(x) < — af2) < ¢

hence U <fale)<?t' and < fa(a) <t

Using 2.10 we see that in this case

Ua, IR+ e’ U2¢. 2fp@ +e Ua, U'te U2a, 2l +e
= Ua, F@+er U2a, 2f3() + e* O

Because of 1.7 the assumption that x and x’ are contained in the basic apartment A is
unnecessary. Also the statement remains true even if x is not a special vertex. Since
it is not needed we do not go into this. But see the proof of I11.4.14.

Consider the half-line

s:={(l—nrx+mnm':7r>0}




REPRESENTATION THEORY AND SHEAVES 119

in A and put
U, := subgroup generated by all U,
for « € ® such that a(x") > a(x).

As will be explained in IV.2 this group is the unipotent radical of some parabolic
subgroup of G.
Proposition 1.3.2. — Assume x to be a special vertex; for any point z € s we have
Ul < U,.UY.
Proof. — This is a straighforward (actually simpler) variant of the previous proof.
The only additional fact to use is that the product map induces a bijection
I U,5U,

ac¥

whatever ordering of the factors on the left hand side we choose ([Bor] 21.9). O

II. THE HOMOLOGICAL THEORY
II.1. Cellular chains

Through its partition into facets the Bruhat-Tits building X acquires the structure
of a d-dimensional locally finite polysimplicial complex ([BT] I.2.1.12 and I1.5.1.32)
where d := dim A is the semisimple K-rank of G. For 0< ¢< d put

X, :=set of all g-dimensional facets of X.
In particular we may view X as a d-dimensional CW-complex the g-cells of which are
the facets in X . The G-action on X is cellular. Let

Xq =

FEX,

denote the ¢-skeleton of X; also put X~!:= 9. With the composed maps
8y Hyy o(X9H, X% Z) 2> H(XO, Z) > H(X4, X0 Z)
as boundary maps the augmented complex

H,(X?, X014, Z) 28 L 2 H (X0, Z) = Dz Ny /
computes the (singular) homology of X ([Dol] V.1.3). It is G-equivariant and it is
exact since G is contractible ([BT] I.2.5.16).
In order to motivate later constructions we want to give a more combinatorial
description of that complex. By [Dol] V.4.4 and V.6.2 we have the direct sum
decomposition

H (X%, X" Z) = D H(XY X\F; Z).

FEX,
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Consider, for any F € X ,, and F' € X, the composed map

& H,, (X9, XOHNF; Z) o H,, (X9, X4 Z) —% H (X9, X013 Z)

;

H (X9 X\F'; Z).
One has:

— H (X% X\F;Z) 2 Z for F e X, (but for ¢ > 0 no canonical such isomorphism
exists).
— &, is an isomorphism if F' = F and is the zero map otherwise.
(Using [Dol] V.6.11 this follows from the fact that in our case the characteristic
map Py of F can be chosen to be injective and hence to be a homeomorphism onto F.)

Define now an oriented g-facet to be, in case ¢ > 0, a pair (F, ¢) where F e X,
and ¢ is a generator of H (X% X®\F; Z); then (F, — ¢) is another oriented g-facet.
In case ¢ = 0 an oriented O-facet simply is a O-facet F which we sometimes also think
of as the pair (F, 1) where 1 is the canonical generator of Hy(X° X°\F; Z) = Z. Let
X o denote the set of all oriented ¢-facets. Observe that for any (F,¢) € X, ,, with
¢> 1 and any F’ € X such that F' < F we have

(F, %(c)) e X

(@°
The group of oriented cellular ¢-chains of X by definition is
C¥(X,g> Z) := group of all maps w: X, —Z such that:

(@)

— o has finite support, and, if ¢ > 1,

— o((F, —¢)) = — o((F, ¢)) for any (F,¢) e X,,.
Clearly
O (X Z) > H(X4 X033 2)
25, . c)éx(q) o((F, ¢)).c
with e = — 1, resp. 0, in case ¢ > 0, resp. = 0, is an isomorphism which is G-equivariant

if G acts on the left hand side by
(gw) ((F, 0)) := w((g™"F, g7 " ¢)).
The boundary map 9, becomes
91 CF (X0 Z) —~ CF (X, Z)
on (@ m, B o(F ).

FcF
e =¢
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The augmentation map becomes
e: Gl (X Z) > Z
o~ 2 olF).

FeX()

II.2. Representations as coefficient systems

A smooth (or algebraic) representation V of G is a complex vector space V
together with a linear action of G such that the stabilizer of each vector is open in G.
Let Alg(G) denote the category of those smooth representations.

On the other hand a coefficient system (of complex vector spaces) V on the
Bruhat-Tits building X consists of

— complex vector spaces V; for each facet F < X, and
— linear maps rg : Vi — V. for each pair of facets F' < F such that rp = id and
3 = o o 1w Whenever F" < F' and F’ ¢ F.

In an obvious way the coefficient systems form a category which we denote by
Coeff(X).

We fix now an integer ¢ > 0. For any representation V in Alg(G) we then have
the coefficient system V := (VUI(")) of subspaces of fixed vectors

VF::-_VUl(*e)::{veV:gv = for all g e UP };
because of U < UY for F’ = F the transition maps 5. are the obvious inclusions.
Since the Ui are profinite groups the functor
v, : Alg(G) — Coeff(X)
Vi (V)
is exact. For any 0 < ¢ < d the space of oriented (cellular) ¢g-chains of y,(V) by definition is
CI (X Yo(V)) := C-vector space of all maps w: X, —V such that:
— « has finite support,
— o((F,¢) e V¥ and, if ¢ 1,
— o((F, —¢)) = — o((F,¢)) for any (F,¢) € X,.
The group G acts smoothly on these spaces via
(gw) ((F,0)) := glo((g™* F, g7 0))).
A straightforward computation shows that the boundary map
0 G (X g4 15 1Y) = CF(X g 7.(V))
o (F,d)- 5 o(F, )

(B, ©) € X(4.1)
FeF
e =c

16
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fulfills 90 @ = 0. In this way we obtain the augmented chain complex
2 2 €
CS (X 1e(V)) =+ oo > G (K 7o(V)) > V
where the augmentation map is given by
e: GY (X, 1e(V)) >V

o~ 2 of).
¥ e X()
The homology of this chain complex could be called the (cellular) homology of the
coefficient system v,(V) on the space X. We will not use this terminology since in the
next section it will be shown that these complexes under a rather weak assumption
are exact. That assumption has to do with the surjectivity of the augmentation map.
For any open subgroup U < G we have the full subcategory

Alg"(G) := category of those smooth G-representations V which (as
G-representation) are generated by their U-fixed vectors V©

of Alg(G). If the representation V lies in AlgU’(f)(G) for some vertex x in X then the
augmentation map ¢ clearly is surjective. The subsequent two statements are immediate
generalizations of the Propositions 1 and 2 in [SS] § 3. Recall that a representation V
in Alg(G) is called admissible if the subspace VY, for any open subgroup U < G, is
finite-dimensional.

Proposition X1.2.1. — If V in Alg(G) is admissible then the complex CI (X, v,(V))
consists of finitely generated G-representations.

Progf. — By the admissibility assumption the subspace in C¥ (X, v.(V)) of
g-chains supported on { (F, +¢) }, for a given facet F € X, is finite-dimensional. If F
runs over a set of representatives for the finitely many G-orbits in X then the corres-
ponding subspaces together generate C¥(X,, v,(V)) as a G-representation. O

For any continuous character y : C — CG* of the connected center G of G we
define the full subcategory

Alg,(G) := category of those smooth G-representations V
such that gv = y(g).v for all geC and v eV

of Alg(G). Since G acts trivially on X the complex C¥(X,,,v.(V)) lies in Alg, (G)
if V does.

Proposition IL.2.2. — For any representation V in Alg, (G) the complex CI(X,,), v.(V))
consists of projective objects n Alg, (G).

Proof. — This relies on the fact that the group P}/CUY is finite for any facet
F < X. As a consequence of 1.2.9 the group G}(0)/Uy is finite. On the other hand
Pl/CGY (o) is finite according to [BT] II.4.6.28. O
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II.3. Homological resolutions
In order to formulate the main result of this chapter let ¢ > 0 be an integer and
let x be a special vertex in A.
Theorem IL.3.1. — For any representation V in AlgU’(")(G) the augmented complex
Co(Xs 1(V)) =~V
is an exact resolution of V in Alg(G).
Proof. — In the case G = GL,;_,(K) this result was established in [SS]. The

proof in the general case in its most parts is a direct generalization of the arguments
in [SS]. Insofar we will only indicate the main steps.

Step 1. — Let G (T) denote the space of complex-valued functions with finite
support on the G-set T := G/U{. This is a smooth representation of G which acts

by left translations. It lies in AlgU’(")(G) and one has the surjective G-homomorphism
G(T)® Vo v
@2 1> X b(g).g(o).

gcaud)

Bernstein’s theorem (I.3) now ensures the existence of an exact resolution in AlgUSf)(G)
of the form

ue@mn»@qmevao

1

with appropriate index sets Iy, I;, ... Since the functor v, is exact a standard double
complex argument reduces therefore our assertion in case V to the ¢ universal > case C,(T).

Step 2. — A slightly more sophisticated double complex argument for C,(T) ([SS]
§ 1) further reduces our assertion to a geometric property of the Bruhat-Tits building X.
For any facet F we put

Ty := UP\T.
It follows from I.2.11.ii) that
Ty =T, 0...UT,
T T

if{ x,, . .., %, } are the vertices in F. The natural projection T — Ty is finite and induces
an isomorphism

G(Ty) = G(T)™’
which we will view as an identification. More generally we have the simplicial set

T S TxTxT-2TxT—>T
._—__.;) Tr Tr — Tr -
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all face maps of which are finite. There are obvious commutative diagrams
TF
T — Ty

and T — Tu

oo

TF — T, for FFcF.

By passing to functions we obtain the double complex

(A)
0 0 0
I o 1

0 - F%BX dCc(TF) > FEDXOCG(TF) ——> C(T) — 0
! ! |

0 ——— D cT ® ¢, (T) —— C,(T) — 0

FeEXy FeXp

! ! I

0 —— Fg%dcc(T % T) FGEBXOC,,(T X T) —— C,(T) —> 0

l ! |

0 — DCITXTXT) — ... — D CTXTXT) — C(T) — 0

FeXy Te Tr FEXo Tr Tp

l_ i. ‘

All its columns are exact. This follows from the fact that each T is the disjoint union

™= U T®
. = .
of the simplicial finite sets
(t) —_—> g
T™W: ... T, xT, xT,—T, xT, 3T,
— >

where T, denotes the fiber of the map T — Ty in ¢ Simplicial sets of the form T¢"
are well-known to be contractible. The top row in (A) is the complex whose exactness
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we want to establish. Here we have fixed for simplicity an orientation of the building X.
Next we have to study, for a fixed m > 0, the row

(An) 0> @ C(T7) ... > D C,(T7) - C(T) -0
FeXy FeXp
from (A). If we view each T}, resp. T, as a subset of T®*':=T X ... X T(m + 1 fac-

tors) in the obvious way, resp. diagonally, then the differentials in the above complex
are induced by the inclusions

TcTl «TF for F' c F.

In order to rewrite this row in a more suitable form we introduce certain subcomplexes
of the Bruhat-Tits building. For a fixed (¢, ..., t,) € T"*! we put

Xlr-estm) ;= unjon of all facets F < X such that ¢, ..., ¢,
are not mapped to the same element in U\ T.

It is easy to see that

N =T,
FEXy
i.e. that XU~ js empty if and only if {, = ... = ¢,. If {4, ..., ¢, } has cardinality

at least 2 than X"~ ! i3 a nonempty closed CW-subspace of X (I.2.11.i) and [Dol]
V.2.7). We now have

S Crh = D CX\X o)

FeX.

and the decomposition on the right hand side is compatible with the differentials. As
a result of this discussion we obtain that

(A,) = . tG?ET , (augmented complex of relative chains of the pair (X, D CUNEELIN
0102 er by m+

Since X is contractible this means that we are reduced to show the contractibility of
the subspaces X0 for any { f,, ..., ¢, } of cardinality at least 2.

Step 3. — The special vertex

xy:= gox where #, = g, U

is contained in X'+~ ([SS]§ 2 Remark 1). We show that with any point y € X!+ m
the whole geodesic [x, y] lies in X0+~ This of course implies the wanted contrac-
tibility. Fix a point z € [, y] and lct F, resp. F’, denote the facet in X which contains z,
resp. y. Clearly F' = X"~ 50 that there exists 1 < j< m such that

gt £ 4, for all g e UY,
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If F is not contained in X"o-~'m then we find g, e U¥ with gy ¢, = #,. According
to I.3.1 we have

(e (e) (e)
Uy € U, .Uy
(e (e)
so that & € hUy for some £ e U,).

Put g:=h"1g € UY. Then gt; = k™' ) = ¢, which is a contradiction. O

Corollary I1.3.2. — For any representation V in AlgUSf)(G) N Alg, (G) the augmented
complex

CoXis velV)) =V
s a projective exact resolution of V in Alg, (G).

Proof. — Combine Theorem 1 and 2.2. O

Corollary IN.8.3. — Let V, resp. V', be an admissible representation in

AlgUS")(G) N Alg,(G), resp. Alg,(G); then the vector spaces Exty, o(V, V') are finite-
dimensional and vanish for % > d.

Proof. — Combine Corollary 2 and 2.1 (compare [SS] § 3 Cor. 3). O
Note that because of I.2.9 any finitely generated smooth G-representation lies
in AlgU’(f)(G) if ¢ is chosen large enough.

. DUALITY THEORY
II1.1. Cellular cochains

An element of the space CJ(X,,v,(V)) also can be viewed as an oriented
cellular cochain with finite support on X. This suggests that there is a cohomological
differential, too. Indeed, for any pair of facets F, F' < X such that F’ = F, we have
the projection map

(e)

pr¥ : Vor s voi

1

V> ———— X g
[UY:UP] sev@o®

Since the partition of X into facets is locally finite the coboundary map
d: CF (X Yo(V)) = CT(Xg 415 1(V))
o ((Fe) > X pry(e((F, &)

FEX,
TP
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is well defined; in case ¢ = 0 the summands on the right hand side have to be inter-
preted as & (c).w(F’). A standard computation ([Dol] VI.7.11) shows that

a d
C‘;’(X(o), Ye(V)) = ... = GF (X (V)

is a complex in Alg(G)—the cochain complex (with finite support) of v,(V). We will
see in Chapter IV that this complex computes the cohomology with compact support
of a certain sheaf on X. Here we are interested in the relation between the chain and
the cochain complex.

Againlety : G — C* be a continuous character. In Alg, (G) there is the ¢ universal ”
representation
A, := space of all locally constant functions ¢ : G — G such that:

— Y7 h) = x(g) - ¢(k) for all g€ G, keG,
— there is a compact subset X < G such that ¢ wvanishes
outside %.C

where G acts by left translations. This is the y-Hecke algebra of G; its algebra structure
will be recalled later on. Note that G also acts smoothly on 5, by right translations.
Both actions commute with each other. In the second action the connected center G
acts through the character y =

Fix now a representation V in Alg, (G). Its smooth dual ¥ lies in Alg,+(G).
For any 0 < ¢< d we have the pairing

C (K> 7.(V)) x CT(X g, 7.(V)) £,
(0, 0) » ¥,
defined by
¥, u@)i= I 9((F, ) [(g! o) ((F, )]

(F, &) € X(q)

One easily verifies that

¥, e =¥, , and ¥, =Y, (k) for any heG.

This means that the above pairing induces a homomorphism
¥ G (X 1o(V)) = Homg(CT (X ¥(V), )
N (0¥, )

which moreover is G-equivariant if the action on the right hand side is the one induced
by the right translation action on 5, . Next one checks that

Yopo=T and Y, .,=Y, -

7, do an, »

In other words ¥ is a homomorphism of complexes from the chain, resp. cochain,
complex of v,(V) into the Homg(., #,)-dual of the cochain, resp. chain, complex
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of v, (V). We claim that ¥ is injective. For any (F, ¢) € X, and any v € V, define an
oriented g¢-chain vy, , of v, (V) by
er(v) if (F’,¢') = (F, 6),
O, c),v((Fl> cl)) =y er(v) if q=z 1 and (F', C’) = (F> - C),

0 otherwise;

here pry denotes the projection map

pry: V — V&
1

V> —— X p» if »eVY for some open subgrou
[Uy: U] aenfﬁmg P group
UcUY.
We then have
¥ a (1) = 220((F, ) [pre(®)] = 2°.1((F, o)) [2]
with € = 1, resp. 0, in case ¢ > 1, resp. = 0. The second identity comes from the

observation that any linear form in Vo factorizes through pry. This clearly implies
the injectivity of W',

Lemma XL 1.1, — Let V be an admissible representation in Alg, (G); then the G-equivariant

linear map

¥ GF(Xe 1.(¥)) S Homg(GF (X, 1,(V), )
ts an isomorphism; under this identification we have

Homgy(9,#,) =d and Homgy(d, #,) = o.

Progf. — Only the surjectivity of ¥ remains to be established. Let ¥, be an
element of the right hand side. Define a map n: X, — V by

7((F, 0)) [1] := ¥ (o, o,.) (1)-

For a fixed (F,¢) the function ¥ (0wg  ,) in 5, only depends on pry(v). Therefore
the admissibility assumption guarantees the existence of a compact subset Z < G such
that all functions ¥, (wg, ) ,) for 2 € V vanish outside ¥.C. Because of

n(g7H(F, ) [1] = ¥,(om, o,0) (8)

it follows that

7(g7'(F,¢)) =0 for g7t ¢X.C.
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Since G has only finitely many orbits in X, we obtain that the map = has finite support.
It is now straightforward to see that 7 e G (X, Ye(?’)) is a g¢-chain such that
¥(n) = 2°.¥, with the same ¢ as above. O

This duality between chain and cochain complexes is perfectly suited to analyze
the Ext-groups

&'(V) 1= Exty, (V, 7))

in the category Alg,(G). Through the right translation action of G upon #, the
space &*(V) in a natural way is a G-representation which in general might not be
smooth. As before we fix a special vertex x in A.

Lemma TIL.1.2. — For any representation V in Alg“ge)(G) N Alg (G) we have
¢*(V) = k'(Homg(CZ(X,), 1.(V)), #,), Homg(, ).
Proof. — 11.3.2. O

Proposition IIL.1.3. — For any admissible representation V in AlgU’(f)(G) N Alg, (G)
we have

& (V) = I (CHX.,, 1.(V)), d).

[

Proof. — Lemmata 1 and 2. O

Remark TI1.1.4.

1) The category of finitely generated smooth G-representations is stable with respect to the formation
of G-equivariant subquotients;

ii) a smooth G-representation is finitely generated and admissible if and only if it is of finite length;

iii) let 'V be an admissible representation in AlgU’(f)(G) N Alg, (G); then V is an admissible

representation in Alg%(G) N Alg _1(G) and we have V = V.

Progf. — i) and ii) [Ber] 3.12.iii) [Cas] 2.1.10 and 2.2. 3 together with Bernstein’s
theorem (I.3). O

In particular it follows from these considerations together with II.2.1 that the
spaces &*(.) form functors

finitely generated and finitely generated
&* : admissible representations — representations
in Alg,(G) in Alg,.(G)

If *> d then & = 0. For later use we need the following technical consequence of
the above results.

17
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Lemma XMX.1.5. — Let V be a representation of finite length in Alg,(G) and assume that
there is an integer 0 < d(V) < d such that &*(V) = 0 for x + d(V); we then have:
1) For e big enough the complex

o d

CH X (V) =5 oot 2 CF(Xuwm—ps Y.(V)) —Z> ker d*V
évd(V)(V)

is an exact projective resolution of &*V(V) in Alg, _,(G);

i) e(evwy =| @ A"

0  otherwise.

II1.2. Parabolic induction

The computation of the spaces €*(V) in an essential way makes use of the theory
of parabolic induction. We fix a decomposition @ = ®* U @~ of the set of roots ® into
positive and negative roots. Let A < ®* be the corresponding subset of simple roots.
The subsets ® < A parametrize the conjugacy classes of parabolic subgroups of G in
the following way. First we have the torus

Sg := connected component of ag@ ker o

of dimension dim S — #® and the Levi subgroup
Mg := centralizer of Sg in G.

Second there is the unipotent subgroup
Ug := subgroup of G generated by all root subgroups U,
for « e®T\(O)

where (® > :={a €®: « is a linear combination of roots in @ }. The product
Pe = Me Ue
is a parabolic subgroup of Gj; its unipotent radical is Usg.
Let
3¢ : Pg > Mg — RX
k| det(Ad(k); Lie Ug) |
denote the modulus character of Pg. Because of G = Mg the category Alg,(Mg) of

all smooth Mg-representations on which G acts through the character y is defined.
We have the “ normalized ”’ induction functor

Alg (M) — Alg,(G)
E ~ Ind(E)
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where Ind(E) := space of all locally constant functions ¢ : G — E such that

o(ghu) = 88*(h) .k~ (o(g))
for all g e G, h e Mg, and u € Uy

with G acting by left translations. The reason for introducing the character 3¢ is the
formula

Ind(E)~ = Ind(E)

([Gas] 3.1.2) for the smooth dual E. An irreducible representation V in Alg, (G) is
called of type O if there is an irreducible supercuspidal representation E in Alg,(Mg)
such that V is isomorphic to a subquotient of Ind(E). We put
Algll (G) := category of all smooth G-representations of finite length
all of whose irreducible subquotients are of type ©.

Any irreducible representation in Alg, (G) has a type, i.e. lies in some category Algf ¢(G)
([Cas] 5.1.2). Also Ind(E) lies in Alg? (G) if E is irreducible supercuspidal in Alg, (M)
([Cas] 6.3.7). Technically very important is the fact that

Algl o(G) = Algf ¢.(G) if @ and @' are associated

([Cas] 6.3.11). We recall that two subsets ® and ©" of A are called associated if Sq
and Sg. are conjugate in Gj; in this case Mg and Mg, are conjugate in G, too, and
$® = #0’. We actually need a more precise version of that fact. Fix a g € G such that
Mg = gMg g7 ' and let E be an irreducible supercuspidal representation in Alg, (Msg).
Via the map

My — M,

k> ghg™

1

E can be considered as an irreducible supercuspidal representation in Alg, (Mg) which
we denote by ’E. Obviously the isomorphism class of ?E does not depend on the choice of g.

Proposition L. 2. 1. — The representations Ind (E) and Ind (°E) have (up to isomorphism) the
same irreducible subquotients; moreover given an trreducible subquotient V of Ind(E) there is a
subset ® < A associated to © such that V is a homomorphic image of Ind(°E).

Proof. — [Cas] 6.3.7 and 6.3.11. O

A key result of this paper which will be established in the Chapter IV (IV.4.18)
is the following.

Theorem II.2.2. — Let E be an irreducible supercuspidal representation . Alg, (Mg);
there is a subset ®" < A associated to © such that
Ind(°E) if * =d — #0,
&*(Ind(E)) =~
0 otherwise.
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II1.3. The involution

Theorem IIL.3.1. — For any representation V in Algf o(G) we have:
1) (V) =0 for » +d — #0;
il) &4V les in Algll, o(G).

Proof. — We prove the vanishing of &*(V) for 0< *<d — $0 and all V in
Algf! o(G) by induction with respect to *. Fix an integer ¢ such that 0< ¢<d — 0
and assume that £*(V) = 0 for all * < ¢ and all V. We have to show that &%V) =0
for all V. By induction with respect to a Jordan-Holder series we obviously may assume
that V is irreducible. Then 2.1 says that there is an exact sequence of G-representations

0>V >Ind(E) -V >0

where E is an irreducible supercuspidal representation in Alg,(Mg,) for some subset
®' < A associated to ®. We obtain an exact sequence

EYV') - £Y(V) - &4(Ind(E)).

Because of Algf o.(G) = Algl 4(G) (and #0' = #0O) the left term vanishes by the
induction hypothesis and the right term by 2.2.

For proving ii) we again may assume that V is irreducible. Similarly as above
we then obtain an injection

& 49(V) & &4 #9(Ind(E)) = Ind(°E)

where the right hand equality comes from 2.2. This shows that &?~%8(V) lies in
Algl, o(G) = Alg, o(G).

The remaining vanishing assertion in i) also follows by induction. We already
know that &*(V) =0 for *> d. Since, quite generally, Ind(E)™ = Ind(E) holds,
2.1 can be dualized to the statement that in case V is irreducible we find a mono
morphism of G-representations V & Ind(E’) where again E’ is an irreducible super-
cuspidal representation in Alg, (Mg.) for some subset ®' = A associated to ®. Therefore
‘an induction argument similar to the above one but downwards from * =d 4 1 to
* =d - 1 — #0 is possible. O

This result together with 1.5 ii) implies that

& : Algh o(G) — Algl, 4(G)
V s £37%(V)
is an exact (contravariant) functor such that &0 & = id.

Corollary I.3.2. — If V is an trreducible representation in Alg, (G) then &(V) is
irreducible, too.
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Corollary IIN.3.3. — For any representation V in Algl o(G) we have:

i) V has an exact projective resolution in Alg,(G) of length d — $0;
i) Exty, @V, V') =0 for x> d — 30 and any representation V' in Alg, (G).

Proof. — Theorem 1 and 1.5 1i). O

Remark N.3.4. — For any representation V in Algl \(G) we have
&(V) = Homgy(V, #,) = V.
Proof. — We may assume V to be irreducible. Then Homg(V, ) is irreducible,

too, by Corollary 2. On the other hand the matrix coefficients of V provide an embedding
¥ & Homy(V, #,) ([Cas] 5.2.1). O

Fix an invariant measure dg on G/C. Then 5, becomes an associative C-algebra
(without unit) via the convolution product

o) (=] 4o ele N dE for 4o <t
Also this algebra 5, acts from the left on each representation V' in Alg, (G) through
¢ *v :=f Y(g).gvdg for yesf,, veV'.
6/C

The antiautomorphism g > g~* of G induces an algebra antiisomorphism
#,5 x,_..

Hence any representation in Alg,_1(G) can be viewed as a right 5 -module. In this
way the tensor product V"’ -3% V’ and its left derived functors Tor*(V*’, V') are defined

for any V" € Alg, ,(G) and V' € Alg, (G).

Duality theorem. — Let NV be a representation in AlgS o(G); we then have a natural
isomorphism of functors

Extie @V, ) = Tor] %y _(E(V), .)
on Alg, (G).

Proof. — For any V' in Alg, (G) consider the smooth representation %%V'
where G acts only on the first factor. The map

3@(?V'—»V'
Y®0 —>Prv

is a G-equivariant epimorphism. According to (a slight generalization of) a result
in [Bla] (compare also [Ca2] A.4) the representation #, and hence fogV' is a
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projective object in Alg, (G). We see that the objects in Alg, (G) have a functorial
projective resolution by representations of the form 5, ® V’. It follows from Theorem 1
that

EXt*Algx(G)(V> #, C? V) = EXtLgX(G)(V, ) C? V=0

for x + d — $0; here the first equality is an immediate consequence of the fact that
V has a projective resolution by finitely generated G-representations (II.2.1 and
IT.3.2). These two properties imply by a standard homological algebra argument
([Har] I.7.4) that Ext:;lgx(G,(V, .) is the left derived functor of Ext"Agf(g)(V, ). In
order to establish our assertion it therefore remains to exhibit a natural isomorphism

Ext"A;)ﬁg)(V, V) > &(V) % V' = Exﬁﬁg)ﬁg)(v, ) ‘g)x V.
Using the projective resolution in II.3.2 (for an ¢ large enough) to compute the Ext’s
on both sides we see that a natural homomorphism

Extlp (Vs ) _,(;)x V" — Extyp @(V> V')

is induced by the homomorphism of complexes
Homg(GI(X), v.(V)), #5) @ V' —Homg(CF(X,,, 7.(V)), V')
YOy - (0 ¥(w)*xv).
In order to establish that the induced homomorphism in degree d — #0 in fact is an

isomorphism it suffices, again by applying the above constructed resolution of V’, to
consider the case V' = 5, . But then the map in question simply is

EV) gx H, - E(V)

w®o > w*kg
which, although the ring 5, has no unit element, is bijective ([BW] XII.0.3 i)). O
In a more elegant but less precise way these results can be formulated on the level

of derived categories. Let DY (Alg, (G)) denote the bounded derived category of complexes
in Alg (G) whose cohomology objects all are of finite length. Then the functor

D, : Dy(Alg,(G)) — Dp(Alg,-1(G))
V* = R Homy,, (V", 9£,)

is well-defined and is an anti-equivalence such that D, _; o D, = id. The Duality theorem
becomes the statement that

L
R Homyy,, ) (V", V') = Dy (V7) Ex V' for V°, V' in Dj(Alg,(G)).

These facts constitute a kind of ¢ Gorenstein property ”” ([Har] V.9.1) for the non-
commutative ring 57,.
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III.4. Euler-Poincaré functions

In this section we assume that the connected center C of G is anisotropic and
hence compact. Then all our previous results hold true without fixing a specific central
character y in advance. Dropping y from a notation has the obvious meaning; e.g. 5 is
the Hecke algebra of all locally constant functions with compact support on G. We fix
a representation V in Alg(G) of finite length. By II1.3.3 we have, for any other admissible
representation V' in Alg(G), the Euler-Poincaré characteristic

EP(V,V'):= X (— 1)%dim Ext% (V, V).
=0
It will be a consequence of our theory that this Euler-Poincaré characteristic is a character
value of V’. The character of V' is the linear form

try : # — G
§ > trace(¢ * . ; V')

which exists since the operator ¢ * . on V' has finite rank. In order to see this consequence
we fix, for any 0< ¢< d, a set &, of representatives for the G-orbits in X ,. By our
assumption on G the stabilizer P} of a facet F is a compact open subgroup in G. Let
eg: PL —{+ 1} be the unique character such that

g((F,¢)) = (F, e5(g).¢) for (F,¢) e X, and any g e P}.

We also fix a special vertex x in A and an integer ¢ > 0 such that V lies in AlgU’(f)(G).
Since U is normal in P} the finite group P}/UY acts on the finite-dimensional
space V%", The character of this latter representation will be denoted by 3, ,: P} — C.
We extend the functions e; and <f , by zero to functions on G. With these notations

we define
da

fli= 3 X (= Duvol(P))~l.y,.cp.
¢=0 FEF,
The volume vol(P}) is formed with respect to a fixed Haar measure dg on G. In order
to be consistent with our earlier conventions we always let the invariant measure dg
on G/C be the quotient measure of dg by the unique Haar measure of total volume
one on C. Then the operator ¢ * . on V', for ¢ € 5#, can be written

VN =f Y(g).gvdg for v eV’
G

The function f3p obviously lies in . It depends on our choices which, for simplicity,
we do not indicate in the notation. We call fi%p an Euler-Poincaré function for the repre-
sentation V. If V = C is the trivial representation then fyg, is the Euler-Poincaré function
of Kottwitz ([Kot]). Our subsequent results generalize corresponding results in [Kot] § 2.
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Proposition IIX.4.1. — For any admissible representation V' in Alg(G) we have:
try.(fee) = EP(V, V').
Proof. — According to II.3.2 we have
Extyq(V, V) = £ (Homg(CF (X, v.(V)), V')
But each G¥(X,, v,(V)) decomposes as a G-representation into

Cr(Xa> 1(V)) = B CE(E, 7,(V))

where GI(F, v.(V)) :== subspace of all those chains with support in the union
of the G-orbits of the oriented facets with underlying
facet F.

We therefore obtain

EP(V, V') = 5 3z (— 1)¢.dim Homgy(C*(F, v,(V)), V').

=0 FEF,

Consider now a single facet F € %, and fix an oriented facet (F, ¢). Using the oriented
g-chains wg , , introduced in ITI.1 we have the isomorphism
Homg(C2(F, ,(V)), V') = Homg(V%H", Vo)
¥ = (2 — V(og, )

where the exponent ¢, on the right hand side stands for the e -eigenspace of P}. It is
a standard fact from the representation theory of finite groups ([CR] (32.8)) that

dim Homg (VU Vo) — vol(P}) 1. f +?§.T§",.sF dg.

Py

Therefore our assertion finally comes down to the following general observation: For
any function ¢ €5 which is supported on P} and is constant on the cosets modulo UY’

one has
o (§) = [ 4-+F.de
3!
([Car] p. 120). O
The real number
d
frl) =3 (— D)%vol(Ph)~!.dim V&’

¢=0 FEF,
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is independent of the choice of the sets &#,. Moreover the invariant measure
¥ g:=fup(l).dg

on G does not depend on the choice of the Haar measure dg. We call it an Euler-Poincaré
measure for V. The corresponding volume function is denoted by voly. In case of the
trivial representation V = C the measure d°g is the canonical measure of G in the
sense of Serre ([Ser] 3.3). We recall that d° g is nonzero with sign (— 1) ([Ser] Prop. 28).
Serre’s ¢ Euler-Poincaré property ” of d°g has a counterpart for any V.

Proposition IXX.4.2. — For any cocompact and torsionfree discrete subgroup T' in G we have
voly(T\G) = X (— 1)%.dim H(T, V) = X (— 1)%.dim Ext(V, C).

=0 =0

Proof. — Since V is admissible the spaces V% are finite-dimensional. Moreover
I’ being torsion free and cocompact acts freely on X, with finitely many orbits. Hence
C¥(Xip> Y.(V)) is a finitely generated free G[I']-module. We therefore can use the
resolution in II.3.2 in order to compute the homology groups H,(T', V) and we see
that those groups are finite-dimensional and vanish in degrees > d. The second identity
is also clear from that. We obtain (compare [Ser] p. 140)

T (—DudimHI, V)= I (- 1)% ¥ dim V%

a0 a0 FeT\X,

= 3 (— 1) ¥ dim V9 $T\G/P}

=0 FeF,

= vol(ING). = (— ). = vol(Pt)~*.dim V&

=0 Fe."q

= f¥(1).vol(P\G) = vol,("'\G). O

If K has characteristic 0 then a discrete subgroup I' as in Proposition 2 always exists
([BH] Thm. A and Remark 2.3). Hence in this case the measure dV g is uniquely
determined by the representation V (and does not depend on the choice of U{).

We also introduce the rational number

_ R
F&(1)

dep(V)

it fulfills
4V g = dgp(V).d%g.

The denominator of dg,(V) is bounded independently of V. If K has characteristic 0

then as a consequence of Proposition 2 the number dg,(V) only depends on V; in the

rare case that V is finite-dimensional we have dgp(V) = dim V ([Ser] p. 85). We
18
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therefore call dg,(V) the formal dimension of V. In a moment it will be seen that this

is compatible with the notion of the formal dimension (or degree) of a square-integrable
representation.

Remark T .4.3. — If V lies in Algh(G) then we have:
i) EP(&(V), V') = (— 1)#=%0 EP(V, V') for any admissible representation V';
i) X (— 1)dimHYT, &W) = (— 1)¥~#. I (— 1)%.dim H(T, V) for any cocom-
=0 =0
pact and torsionfree discrete subgroup T' in G;
iii) dgp(& (,\7)) = (— 1)47% 4..(V) if K has characteristic 0.

Proof. — In the proofs of the above two Propositions we used the chain complex
(CF (X5 ¥.(V)), 9) whose only nonvanishing homology is V in degree 0. On the other
hand we know from 1.5 i) and 3.1 that the only nonvanishing homology of the cochain
complex (C¥(X,, v,(V)), d) is é”(V) in degree d — #0. 0O

Associated with any irreducible square-integrable representation V is a unique
Haar measure dy g on G which makes the Schur orthogonality relations hold (compare
[Car] p. 122 and p. 131); dy g is called the formal degree of V.

Proposition II.4.4. — If either V is irreducible supercuspidal or V is irreducible square-
integrable and K has characteristic O then we have d¥ g = dy g.

Let us draw immediately the following consequence which reproves results of
Harish-Chandra, Howe, and Vigneras.

Corollary XXL.4.5. — If either V is supercuspidal or V is square-integrable and K has
characteristic O then the rational number dgp(V) only depends on V and has sign (— 1)%; s
denominator is bounded independently of V.

Progf. — The only additional observation which we have to make is that dgp(-)
is additive in short exact sequences. O

The proof of Proposition 4 requires the abstract Plancherel formula. Let G denote
the unitary dual of G, i.e. ([Car] p. 133), the set (of isomorphism classes) of preunitary
irreducible representations in Alg(G). For any ¢ € the Fourier transform  is the
function on G defined by

V') 1= try.(d).

Since the group G is of type I([Car] p. 133) the abstract Plancherel formula ([Dix]
18.8) is available; it says:

— (1) = J;@(g ) dg for any ¢ e # where dg denotes the Plancherel measure (cor-
el

responding to dg) on G;
— a V' in G is square-integrable if and only if volz({ V' }) > 0 in which case we have
dy. g = vol,;({ V' }).dg.




REPRESENTATION THEORY AND SHEAVES 139

Let us now first consider the case of an irreducible supercuspidal representation V.
Since V is a projective object in Alg(G) ([Cas] 5.4.1) Proposition 1 implies that

R 1 i V' 2V,
(fer) (V') =

0 otherwise.

Inserting the function f3, into the abstract Plancherel formula therefore gives
d% g =frp(l).dg = volg({V}).dg = dy g

which proves Proposition 4 in the special case under consideration. The argument in
the other case is the same once we use the following two additional facts. Firstly the
support of the Plancherel measure is contained in the tempered irreducible represen-
tations ([Be2] Example 4.3.1). Secondly we have the following result.

Theorem XIL.4.6. — Assume that K has characteristic 0. If V is irreducible square-integrable
and V' is irreducible tempered then

1 if ViV,
EP(V,V') =
0 otherwise.

Proof. — The vanishing assertion is a consequence of the subsequent Theorem 21
and [Kal] Cor. on p. 29. In the case V' = V we have to show, again by Theorem 21,

that f uev(a“l).ev(c) dc = 1; here C*™ denotes the set of regular elliptic conjugacy
CC

classes in G and dc the natural measure on it ([Kal] § 3 Lemma 1). But this can easily
be deduced from [Kal] Thm. F and [Kal] § 5 Prop. 3 O
There are two more consequences of this type of arguments.

Corollary L. 4.7, — Assume that K has characteristic 0. If V is irreducible tempered but
not square-integrable then dgp(V) = 0.

Progf. — More generally Theorem 21 and [Kal] Cor. on p. 29 imply that, for V
and V' irreducible tempered, we have

EP(V, V') =0

unless V and V'’ are relatives in the sense of [Kal] p. 10; the latter means that there
is a representation which is parabolically induced from a square-integrable represen-
tation of a Levi subgroup and of which V and V' both are constituents. None of these
finitely many relatives is square-integrable ([Kal] Lemma 1.4). Using Proposition 1
we see that the Fourier transform (fa,)~ has support in a set of Plancherel measure O.
Hence the abstract Plancherel formula says that fgo(1) = 0.
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Recall that if V is irreducible square-integrable then a function ¢ € # is called
a pseudo-coefficient for V if

0 for V'’ irreducible tempered but V' g V,
Tel) = I for V'V

Corollary TIL.4.8. — Assume that K has characteristic 0. If V 1is irreducible square-
integrable and lies in Alg(G) then fY and (— 1)~ £29 are pseudo-coefficients for V.

Proof. — Proposition 1, Remark 3 i), and Theorem 6. O
It is very likely that the restriction to characteristic 0 is unnecessary in all of the
above statements. Actually we strongly believe that

Ext) o (V, V) =0 for any * > 0

holds true whenever V and V' are two irreducible tempered representations which are
not relatives in the sense of [Kal] p. 10. A possible strategy to prove this would be the
following. Define an appropriate category Temp(G) of tempered representations and
show that the Ext-groups in Alg(G) and in Temp(G) of any two admissible tempered
representations (which naturally belong to both categories) coincide.

Next we will discuss the orbital integrals of the Euler-Poincaré functions fg, and
their relation to the character try as a locally constant function on the regular elliptic
set. Recall that an element of G is regular elliptic if its connected centralizer in G is
a compact torus. For the sake of completeness let us include the following well-known fact.

Lemma XX.4.9. — If h € G is regular elliptic then the map
G -G

g —g the

is proper.

Progf. — Tt suffices to show that the preimage of a compact subset of the form
Ug, U where U < G is a compact open subgroup is compact. This preimage equals
9EG;\G/T G gU
0 lhg EUg, U
where G, denotes the centralizer of % in G. The element % being regular elliptic its
centralizer is compact. Hence the double cosets G, gU are compact. On the other hand
it is a particular case of Lemma 19 in [HCD] that the set over which the above union
is taken is finite. O
We denote by G™ the open subset of all regular elliptic elements in G. The
above Lemma says that for each % € G and each ¢ € # the integral

$ih) = fG«p(g-l he) dg
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exists. As another consequence of that Lemma the set X" of fixed points of a given
element 42 € G* in the Bruhat-Tits building X is compact (compare also [Rog] Lemma 1).
To see this fix a facet F € #,. The Lemma says that the set

{geG:g " hgePL}YPL ={geG:hePl}/P}
={geG:X*ngF+ 0}/P}

is finite. It follows that X" is covered by finitely many facets and hence is compact.
We have AF = F for a facet F e X if and only if F(%):= F n X" + ¢; moreover,
as explained in [Kot], F(%) then is a polysimplex whose dimension fulfills

SF(}I> —_ (_ l>q'~dimF(h)'

In this way X" is a finite polysimplicial complex; we denote its set of g-dimensional
facets by (X"),.

Lemma TX.4.10. — For any h € G we have

d
(fe)'()=Z X (=1)%g,(h).
¢=0 FmE (Xhy,

Proof. — We first quite generally consider a function ¢ € # whose restriction
to P}, for some facet F € X, is a class function and which is zero outside of Pl. Let
(X,)* denote the set of fixed points of £ in X  and let (G.F)" be the intersection of (X,)"
with the G-orbit G.F of F in X ,. We compute

[Wertde= = 4lg™ he).vol(GrgBh
G 7EGR\G/PL
gihge P}:

= Y $(g~ hg).vol(P}).[G, : G, N Pl

9F € Gp\(G. P

=vol(Pf). I (g hg).

FEG. P

Applying this to each summand of our function fj, we obtain

d [
(fe)') =2 X (=1)% X (15,50 (g " hg)
¢=0 FEF,; JF € (G .k
d

=2 X L (= 1)%ep(h) o5, .(B)

¢=0 FEF, ¢FE(G. P

=3 3B (= Dtel®). k)

g=0 Fe(Xph
d

=X X (=%, k). O

a=0 Fm e Xk,

An element in G is called noncompact if it is not contained in any compact subgroup.
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Remark IIL.4.11 (The Selberg principle for Euler-Poincaré functions). — For any
noncompact semisimple element h € G we have

dg
v(gTlhg) = =0
th\G Juelg 9) dg'

where dg' is any Haar measure on the centralizer G, of k in G.

Progf. — Note that since semisimple orbits are closed their orbital integrals exist
in any characteristic. The Euler-Poincaré function fg, vanishes on noncompact
elements. O

Lemma M.4.12. — The function (fge)’ on G™ is locally constant.

Proof. — This is a consequence of Lemma 10 once we know that for any given
h € G there is an open subgroup U = G such that
X¥ = X" for any &' € AU n G
First note that X" is never empty ([Tit] 2.3.1). We choose a point y € X*. Since X" is
compact we find a constant r > 0 such that
Xtc{zeX:d(y, 2)<r}
Consider now the open subgroup
U:={geG:gz= 2z for any ze X with d(y,2)< r}.
Clearly, for any 4’ € U, we have
Xh e X¥
and XM\Xrc{zeX:d(y, z)>r}.
Since with any z € X* the whole geodesic [ yz] is contained in X* the latter inclusion

forces X*\X* to be empty. O
We define an equivalence relation on G by

h~R if XP = X",

In the preceding proof we have seen that the corresponding equivalence classes are
open. Hence any function ¢ € # with support in G can in a unique way be written as
b= X 4,
hEGeu/~
where ¢, € # has support in the equivalence class of k. Also the function

d

Gi= T 5 (= leyy

2=0 Fm € (xh,
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in £ only depends on the equivalence class of %; here, for any compact open subgroup
U < G, ¢y denotes the idempotent

vol(U)~! if geU,
eglg) 1= .
0 otherwise
in J%.

Lemma MX.4.13. — For any { e # with support in G we have
[ 4o U e = T e
G heGT~

Proof. — Tt is clear ([Car] p. 120) that
8, o(h) = trv(”(%,ﬁ"))

holds true for any facet F in X such that F n X* 4 9. Using this together with Lemma 10
we obtain

(f5e) " (B7Y) = try(h(e))

= trace (v I——)f g1 g) gv dg)
G

= trace (v n——»f &,(g) hgv dg)
G

= trace (2 + k(s, * v)).

Therefore the left hand side in our assertion becomes
f ¥(g) . trace(v > g(e, * v)) dg = trace (v i—»f $(g).g(e, * v) dg).
G a

If ¢ has support in the equivalence class of some % € G the last expression obviously
is equal to

trace (v n—»qu;(g) .g(g, 2 0) dg) =trace(vi> P * (5, %0)) =try(d*g). O

Lemma M. 4.14. — For any k € G™ and any Fy(h) e (X*)y we have
EUlge) * g = aUl(f)‘

Proof. — Let Fy(k) ={y} be the given vertex of X*. We introduce a relation
between facets F and F’ in X as follows: We write F > F’ if
— F(k) =9, F'(k) + 0,
— F’ ¢ F (equivalently F'(k) < F(%)), F' + F, and
— there are points z € F(k) and 2’ e I'(k) such that z € [y2'];
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moreover in this situation F, resp. F’, is called y-large, resp. y-small. These notions have
the following elementary geometric properties:
1. Any facet F + F, with F(k) + 0 is either y-large or y-small.
2. A y-large facet is not y-small and vice versa.
3. For any y-small facet I’ there is a unique y-large facet F such that F SF.
4. If F is y-large we have

(__ )dimF(h) + 2 (_ 1) dim F’ (») = 0.

F—»F

In order to see these properties consider an arbitrary point » € X* different from ».
The whole geodesic [ yy'] then belongs to X*. In addition one has:

5. There are only finitely many facets Fy, ..., F,, in X such that F, n [ '] + 0.
Indeed, X is locally finite.
6. Each intersection F; N [ 9y'] either consists of one point or is an open convex subset

of [»'].
Choose an apartment A’ = X which contains [yy'] and therefore each F,. Let

{ F; > denote the affine subspace of A’ generated by F,; note that F; is open in (F; .
If the intersection F, N [’] consists of more than one point then [ '] = (F; ).

The enumeration F, ..., F,, obviously can be made in such a way that
d(y, z) < d(y, z,,) whenever z;eF;n[p] and 2z, €F, , 0[]

Then the intersections consisting of one point precisely are the
.. m
Fyn[»] for 0gi<g 5

and we have

Iﬂ

FocF,2F,cF,=2F,

It is clear that F,_; 5F w if Foo 0[] ={'}. The converse holds in the following
stronger form.

7. 1f F 5 F,_ then F =F,_, and hence F, 0 [p'] ={y' }.

Let z e F(k) and 2 €F,(k) be points such that z € [yz’]. Choose A’ as above
so that F,, = A’ and hence [yz'] UF < A’. Applying the preceding discussion to 2z’
we obtain that ( F ) contains [y2'] UF, and hence [y'] and F,,_,. We also obtain
that F,, n[y2] ={2'} so that [y'] cannot belong to (F, >; this means that
F,n[w]={y}or in other words that F,_, =2 F,. As a consequence (F,_,>
contains [ y'] UF, and hence [yz'] and F. Therefore F and F,,_, must be facets of
the same dimension both having F, in their boundary. Assuming F and F,_, to be
different there would exist an affine root for A’ which is 0 on F,, but has different signs
on F and F,,_,. On the other hand because of F N [y2'] + 0, resp. F,,_, n [»'] + 0,

this affine root has the same sign on » and on F, resp. F which is a contradiction.

m-—17
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This implies 3. together with the following characterization.

8. A facet F' + F; in X such that F'() @ is y-small if and only if F' n [y2'] ={ 2’}
for some (or any) 2z’ e ¥F'(k).

It also implies the direct implication in the following analogous characterization
of y-large facets.

9. A facet F + F; in X such that F(&) #+ 0 is y-large if and only if F N [y2] is open
in [ yz] for some (or any) z € F(k).

For the reverse implication let A’ < X be an apartment which contains [ yz]
and let L = A’ denote the affine line generated by [yz]. It follows from I.1.5 that
F nL < X" The intersection (F\F) N L consists of exactly two points and those
belong to X”. Taking as ' that one of bigger distance to y we obtain, with the previous

notations, that F > F,.

Clearly 6., 8., and 9. imply 1. and 2. It remains to discuss the property 4.
Fix a y-large facet F. In particular F + F,.
10. Let F’” and F’ & F be facets such that F' < F’, F' = F, and F (k) + 0; if F S F
then F 5> F',

We choose points z € F(k) and 2"’ € F"'(h) such that z € [y2’]. We also choose
an apartment A’< X containing y and F and therefore also F’ and F”. Fix a point
Z’ e F'(k) and consider the euclidean triangle in A’ with vertices y, z’’, and 2. It follows
that (27') := [22']\{ 2, 7'} is nonempty and is contained in F(%). Fix a point Z'e (22"').
The two affine lines in A’ through y and 7 and through z'* and Z’ intersect in a point
z € F'(k). Then? e[yz'] and hence F > F’.

The last statement means that
Y := union of all ¥'(#) where F' < F, F"+ F, and not F LF

is a subcomplex of F n X" Since the latter is contractible we have

by (— l)dimF'(h) = 1.
FeF
Fh) *+o

The property 4. therefore is equivalent to
p> (— l)dlmF'(h) = 1.

e+ TR Y

The latter certainly holds if we show Y to be contractible. We may assume that y and F
are contained in the standard apartment A. Let ( F > denote the affine subspace of A
generated by F. Since F is y-large we necessarily have y e (F >. Let Hy, ..., H, € A
be affine root hyperplanes such that the F,, ..., F, defined by

FF=H,nF

19
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precisely are the codimension 1 facets of F. For each H; fix a defining affine root «;(.) + ¢
in such a way that

F={xed(F):qx) +£{>0forany 1<i<s}.
Since F + F, the set
In={1<i<s:q(y) +£4<0}
is nonempty. Using [Bou] V.3.9.8 ii) one sees that the «; for : € I restricted to the

linear subspace parallel to ¢ F > are linearly independent. Hence there is a facet F' = F
such that

F=NF,.
€T
Since  fixes y and F it permutes the F; with ¢ € I and fixes F’. This means that F'(k) + 0.
Once we show that

Y=UFnx*

iel

it is then clear that Y can be contracted to any point in F'(%). Consider first a point
x € F, n X* for some i € I. Then

(%) +4,=0 and o) +£<0.
This implies («;(.) +¢;) | [»¥] < 0 and hence [yx] NF =9. If F<F is the facet

containing x then it follows that not F 5 F. We conclude that x € F(h) < Y. Now let x
be a point in Y. Then [yx] N F = 0. Moreover we have

(as(.) +2) | [»I\{x}> 0 for any i ¢ L.

The case ¥ = y is clear since, in that case x € F; for all i € I. Assume therefore that
x + y and that x is not contained in the right hand side of our claimed equality. Then
o;(x) +¢4,>0 for any i el. Hence we would find a %" €[yx], " + x, such that
o (5") +¢£,> 0 for any 1 < i< 5. The latter means that x’ € F which is a contradiction.

This finishes the proof of the properties 1.-4. It follows from 1.-3. that
g = 805') + E ((_ l)dlmF(h) EU,(»') + E (__ l)dJmF’(h) auée’)).
° ¥

v —large iy
Because of 4. it is therefore sufficient to show that

v !
Ep) * Syl = &gl * Syl whenever F — F'.

Fixing a pair F > F’ we have to check that

(e} (e) __ (e) (e)
UL U = UR. U
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holds true. The inclusion U{ < U is clear from I.2.11. Hence it remains to establish
the other inclusion

(e) (e) (e)
Uy < Up. Uy

This is a variant of I.3.1. We may and will assume that the facets F,, F and F’ lie in
the basic apartment A. Let ze F(4) and 2’ € F'(%) be points such that ze[yz']. It is
trivial to see that, for a € % we have

So(a) = fy(x) and hence UY nU, c UY
except possibly in the case

Sp(2) =fe(a), «|F not constant, but « | F’ constant.
In that case we have

—a()) < — «(2) < — a(2) =fi(x).

If fe,(«) < — a(z') then f7(a) > fy («) and hence UY n U, < UY. Otherwise there
are two consecutive values / < ¢’ in I, such that

1< —a(y) < —a(2) <.
Using I.2.10 we obtain

(
U;Fe; nUa=Ua,["U2a,2/’+e:UB?)nUa' O

To get further we need the subsequent result which doubtlessly holds true in general
but which we can establish, at present, only under some additional assumption. Let
[5#, #] be the additive subgroup of # generated by all commutators ¢ ¢ — ¢ * ¢
for ¢, ¢ e# and put H#*® := H|[H,H].

Proposition IIL.4.15. — If G is split or if K has characteristic O then the class of fgp
in #* and hence the function (fop)' is uniquely determined by the representation V (and the
Haar measure dg) and does not depend on the choice of UL .

Proof. — Proposition 1, [Kal] Thm. 0, and [Ka2] Thm. B. O

Theorem M.4.16. — If G s split or if K has characteristic O then we have
() = [ o) (3 dg

Jor any § e H# with support in G™.

Proof. — By Proposition 15 we may choose the number ¢ as large as we want.
Let hy, ..., &, € G" be representatives of those equivalence classes which meet the
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support of ¢ and, for each 1 < 1< m, fix a F;(%,) € (X*),. We now choose ¢ large enough
so that {§,, is Ug-right invariant for any 1< i< m. This means that {, * eg =

and hence, by Lemma 14, that ¢, * ¢, = {§,. The statement follows then from
Lemma 13. O

Of course we know from Harish-Chandra that the distribution try is given by
a locally constant function on the regular semisimple subset G™¢ in G; let 0y denote
the restriction of that function to G*'. The last Theorem can then be rephrased by
saying that under the assumption made there we have

Oy(h) = (fep)' (A7).

This might be viewed as a kind of explicit formula for the character values on the
regular elliptic set; compare also the Hopf-Lefschetz type formula in IV.1.5.

Corollary TIL.4.17. — If G is split or K has characteristic O then we have:

i) Oy(h™7) = Oy(k) for h e G
i) 0,4 = (— 1)3#0 .0, if V lies in Algl(G).

Proof. — i) We obviously have fip(g™?!) = fap(g) for any g eG. ii) It follows
from Proposition 1 and Remark 3 i) that

tro (fEP — (— 1)9-%8 £¥) — 0 for any admissible V.

Hence that function is contained in [+, #] by [Kal] Thm. 0 and [Ka2] Thm. B,
respectively. 0O

Lemma M. 4.18.
i) EP(V, V') = EP(V', V) for V and V' of finite length in Alg(G);
i) let G)E A be a proper subset and let E be a representation of finite length in Alg(Mg); then
EP(V, Ind(E)) = 0.

Progf. — 1) The symmetry is obvious from the expression

a
EP(V, V)= X X (— l)".vol(P%)“.f L1y ,.ep dg
e=0 FEF, b2 A ’

which was given in the proof of Proposition 1. Of course ¢ > 0 here should be chosen
in such a way that both V and V’ lie in Alg%(G).

1) The subsequent argument is due to Kazhdan. The set of unramified characters
of Mg is a complex algebraic torus of dimension d — #® (compare [Car] 3.2). The
function

- trpgmen(fep)
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on this torus is regular according to [BDK] § 1.2. Using Proposition 1 we see that the
function

£ > EP(V, Ind(E ® £))

is regular and integral valued; therefore it is constant. On the other hand it is shown
in [Ca2] A.12 that

Extipe(V, Ind(E®E)) = Ext)gorg)(Vugs E®E)

holds true. But for any character &, such that the central torus Sy in Mg acts on the
Jacquet module Vi and on E®E, by different characters we have

Ext} o) (Vugs E®E) = 0
([BW] 1X.1.9). ©

Lemma TIL.4.19. — If K has characteristic O then we have

a
[ raehe) =0 for am hecmmG,
NG dg

Progf. — Proposition 1, Lemma 18, and [Kal] Thm. A. O
Following [Kal] we put
d
AG):={des# :f (g~ hg) _g’ =0 for any % € G’“\G""}
oR\G dg

and A(G) := A(G)[[#, #].
Let

R(G) := Grothendieck group of representations of finite length in
Alg(G) (w.r.t. exact sequences) tensorized by C.

The induction functor Ind(.) induces a homomorphism
R(Me) - R(G)
for any subset ® < A. We put
R,(G) := GJ%‘.Aimage of RMg) and R(G) := R(G)/R(G).
*

If K has characteristic 0 then it follows from Proposition 15 and Lemma 19 that
R(G) - A(G)

class of V i class of fgp

is a well-defined homomorphism; as a consequence of Proposition 1, Lemma 18, and
[Kal] Thm. O this map is trivial on Ry(G).
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Proposition T.4.20. — If K has characteristic O then the map
R(G) > A(G)
class of V > class of fop

is an isomorphism.

Progf. — It follows from Theorem 16 that, up to the substitution 4 — %!, the
map in question is the inverse of the isomorphism in [Kal] Thm. E. O

Our approach allows to establish a kind of orthogonality formula for characters
which was conjectured by Kazhdan and which generalizes [Kal] Cor. on p. 29.

Let C* denote the set of all regular elliptic conjugacy classes in G; then :J/;, for
any ¢ € #, as well as 6, can be viewed as functions on C". According to [Kal] § 3
Lemma 1 there is a unique measure d¢c on C* such that

f {dg = f us\f;(c) dc for any ¢ e # with support in G%.
G c®

Theorem MI.4.21 (Orthogonality). — If K has characteristic O then, for any two
representations V and V' of finite length in Alg(G), we have

0y(c—Y).0y.(c) de = EP(V, V).

cell

Proof. — According to [Kal] Thm. F we have the identity
v
o (@) = [ 00 $0)

for any function ¢ € A(G). The Lemma 19 allows to apply this identity to the function
¢ = fge. Using Theorem 16 we obtain

(S = [, 0.000) .

It remains to apply Proposition 1 to the left hand side. O
By Lemma 18 the Euler-Poincaré characteristic induces a symmetric bilinear form

EP(.,.):R(G) x R(G) - C.

Because of Theorem 21 this form coincides with the form [., .] considered on p. 5 in
[Kal] provided K has characteristic 0; hence it is nondegenerate in this case. As is
pointed out in [Clo] § 5 a better understanding of this form is tied up with the study
of the L-packets.

Finally we want to relate our concepts to the notion of the rank of V introduced
by Vigneras ([Vig]). She extends the formalism of the Hattori-Stallings trace to the
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context of smooth representations. The technical difficulty which arises is that the Hecke
algebra 5 has no unit element in general. For us it is most natural to work with the
subalgebras

H(e) i= ey ¥ H * eyr for e> 0
in which ey is the unit element (recall that x is a fixed special vertex); by I.2.9
we have

o = U #e).

ez=0

The point is that UY fulfills the assumptions of [Ber] 3.9 as we noted already in I.3
so that the functor

AlgUd(v')(G) 25 category of unital left 5 (¢)-modules
V' s V(o) 1= (V)0
is an equivalence of categories which in addition ([Ber] 3.3) respects the property of

being finitely generated. First let V' be a finitely generated projective representation

in AlgUJ(f)(G); then V’(¢) is a finitely generated projective 5 (¢)-module and we have
the obvious isomorphism

Hom,e,, (V'(¢), #(e)) @ V'(e) 5 End e, (V'(#)).

He)

If X 5; ® v, is the element in the left hand side which corresponds to the identity endo-
morphism in the right hand side then the rank of V' is defined as

. : b
ry 1= class of Ei]v;' (9;) in 5#°®,

Now consider an arbitrary finitely generated representation V' in Alg(G). Bernstein
has shown ([Vig] Prop. 37; alternatively we can use IT.3.2) that V’ has a resolution

0->V;—>...>V;=>V >0

by finitely generated projective representations V; in Alg(G). Choosing e large enough
so that the whole resolution lies in AlgU’(f)(G) the rank of V' then is defined to be

[
Ty i= 4§o (— Diry.

It is shown in [Vig] Prop. 39 that if G is split or K has characteristic 0 then the class
ry. € #° only depends on V' and is characterized by the property that

try.(ry.) = EP(V’, V")
holds true for any irreducible representation V'* in Alg(G). Combining this with our

Proposition 1 we see that the Euler-Poincaré functions f3, of our representation of
finite length V are representatives of its rank 7.
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Proposition . 4.22. — If G is split or if K has characteristic O then we have
ry = class of foap in ™.
Actually a more precise result holds true. Each individual summand of f3, is the rank

of a corresponding direct summand of our projective resolution in II.3.2: As already
used in the proof of Proposition 1 there is the decomposition

Co (X T.(V)) = D CHF, v (V).

- FEF,
Fix a facet F e #, and put V' := C¥(F, v,(V)). Since V' is projective its rank is
characterized by the property that

try.(ry.) = dim Homg(V’, V")

for any irreducible representation V. But in the proof of Proposition 1 it was shown
that the latter dimension is equal to

try. (vol(P}) 2. :cf,: .Ep)-

Hence we obtain that

rank of G (F, v,(V)) = class of vol(P})~ 1.1} ,.c; in #®
Propositions 2 and 22 together give a different proof, for a representation of finite length,
of the dimension formula in the Main Theorem 36 in [Vig]; the positivity statement
in loc. cit. is, by the above discussion, trivial for the projective representations appearing

in our resolution II.3.2. More importantly we obtain a relation between the rank ry
and the trace 6y which is entirely similar to the case of a finite group ([Hat]). Note

that the function t\f) on G* only depends on the class of ¢ in s#°P,
Theorem MI.4.23. — If G is split or if K has characteristic O then we have
By(h) = (ro) (6™ for he G,

Progf. — Theorem 16 and Proposition 22. O

IV. REPRESENTATIONS AS SHEAVES
ON THE BOREL-SERRE COMPACTIFICATION

IV.1. Representations as sheaves on the Bruhat-Tits building

Let V be a smooth representation of G. For any open subgroup U< G we have
the space
Vg := maximal quotient of V on which the U-action is trivial

of U-coinvariants of V. We write » mod U for the image in Vy of a vector » € V. Fix
an integer ¢ > 0. In order to simplify the notation we sometimes will suppress indicating
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the dependence on ¢ in the notions to be introduced. Let F be a facet of X. Since U

is profinite the projection map pry: V —» V% in III.1 induces an isomorphism

= (
VU,(,e) I VUF‘) .

Whenever F’ is another facet such that F’ < F then we have the commutative square

VUI(FZ' ) Drg’ VU 1(:)

er,T = ;Tpr,,

pr
Vo —> Vop

where pr, is the other projection map from III.1 and pr is the obvious quotient map
(coming from the fact that Ul < UY¥).
The representation V gives rise to a sheaf V on the Bruhat-Tits building X in

the following way: For any open subset Q = X put

~
~

V(Q) := CG-vector space of all maps s:Q — zyg Vug) such that

— 5(2) € Vg for any z €Q,
Z
— there is an open covering Q = U Q, and vectors ; € V with
iel
s(z) = o;mod U{® for any z€Q, and 7 el.
The stalks of the sheaf V are the expected ones as we will see in a moment. The star

of a facet F' in X is the subset of X defined by
St(F’) := union of all facets F = X such that F' < F.

These stars form a locally finite open covering of X.

Lemma IV.1.1.
i) (V), = Vou for apy 2€X;

ii) the restriction of 'V to any facet ¥ of X s the constant sheaf with value V).

Progf. — There is the obvious map
(Y). = Vo

germ of s — s(z).
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It is an isomorphism since if z lies in the facet F then St(F) is an open neighbourhood
of z with the property that U¥ < UY for any 2z’ e St(F) (by I.2.11 i). The same
argument shows more generally that, for any nonempty subset £ open in F, we have
lim  V(Q) = locally constant Vyg-valued functions on 2. O
Q< sm '

open
QNF=X

Lemma IV .1.2. — Let F be any facet in X; then
Voo o * =0,

H*(St(F), ¥ | St(F)) = H'(F, YV | F) = 0 i+ >0

Proof. — This is (a polysimplicial version of) [KS] 8.1.4. O
It follows from Lemma 1 that the functor

Alg(G) — sheaves on X
VeV

is exact. Our aim in this Chapter is to compute the cohomology with compact support
H}(X, V) of the sheaf V. The interest in this comes from the fact that this cohomology

can be calculated from the cochain complex of y,(V) considered in III.1.
Proposition IV .1.8. — We have the equality H),(X, X) = I"(C¥(X,.), Y.(V)), d).
Proof. — The filtration X =Q°2 Q1= ... 2 Q% of X by the open subsets
Q" := X\X""! induces the filtration
(X, )2 T,Q )= ... 2T,9Q4.).

[

Because of [God] IT1.4.10.1 the spectral sequence of this filtration reads

Epm:= @ H!+™F,V|F) =H: "X, V).

FEX,
According to Lemma 1 ii) we have

HF,Z)® Vg if FeX, and * = n,
H)(F,V|F) = ¥
R 0 otherwise.

Inserting this into the spectral sequence we obtain

do,0 gd-1,0
1 1

H(X, ¥) = K[ D HI(F, 2)® Vo D HYF, Z) © Vopl.

FeXy

The description of the cellular coboundary in [Dol] V.6 and VI.7.11 shows that the
complex on the right hand side coincides with (C(X,,, v.(V)), d). O
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Corollary IV .1.4. — Let V be a representation of finite length in Alg (G); if ¢ is chosen
big enough then we have

&(V) = HyX, V).

Proof. — Proposition 3 and II1.1.3. O

The sheaf V at hand, we can reformulate I11.4.16 as a trace formula.

Proposition IV.1.5 (Hopf-Lefschetz trace formula). — We assume that the connected
center G of G is anisotropic and that either G is split or K has characteristic 0. Let V be a repre-
sentation of finite length in Alg(G) and choose ¢ big enough. For any h € G we have

0y (h) = éo (— 1) trace(k; HY(X?, V)).

~
~

Proof. — First of all note that since X" is compact and V is admissible the coho-
mology H*(X", V) has finite dimension. By III.4.16 (as explained in the paragraph

~

after that Theorem) we have
Bv(h) = (fae)" (A71).
Moreover III.4.10 says that

(fee)V (1) = % 2 (— D%trace(k; VUr(f)),

a=0 Fh) € xhy,

Proposition 3 of course is completely formal and applies to the finite polysimplicial
complex X* as well. Therefore the right hand side in the last identity is equal to

Z (= 1)t trace(k; CH(X > ¥e(V)))

d
= X (— l)%trace(k; H(X" V)). O
=0 ~

a

IV.2. Extension to the boundary

In [BS] Borel and Serre have constructed a compactification X of the Bruhat-Tits
building X with the help of which they could determine the cohomology with compact
support of a constant sheaf on X. Our strategy for computing the cohomology with
compact support of our sheaves V will be similar. In this section we will define an appro-

priate ¢ smooth > extension j, , V of V to a sheaf on X. The boundary cohomology

of that extension will be discussed in the next section. Finally in the section after the
next one it will be shown, for V of finite length at least, that j, , V is cohomologically

trivial on X. The result about the cohomology with compact support of V will then
be obtained from the long exact cohomology sequence. =
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We first give a description of the Borel-Serre compactification X which is adapted
to our purposes. Let A denote the compactification of the basic apartment A by * the
directions of half-lines >’ ([BS] 5.1). As an explicit model one can take

A:={xeA:d(0,x)< 1}

together with the embedding

j:A—>A
l_e—d(o,z)
———.x if 0
x—{ d(0,x) ¥ s
0 if x=20.

A boundary point x € A, := A\j(A) then corresponds to the half-line [0x) :={rx:7> 0}
in A. The N-action on A extends uniquely to a continuous action of N on A. Note that
Z acts trivially on the boundary A_. For any boundary point x € A, we have the
parabolic subgroup

P, := subgroup generated by Z and all U, for « € ® such that «(x) > 0
in G; its unipotent radical is
U, := subgroup generated by all U, for « € ® such that «(x) > 0;

clearly

nP,n~'="P, for neN

holds. Moreover [BoT] 5.17 and 5.20 imply that
PANN=N,:={neN:nx=x} for any x € A,.
These two properties allow to formally imitate the definition of X by setting
X:=G x A/~
with the equivalence relation ~ on G X A defined by
(g, x) ~ (h, ») if there is an n € N such that nx =y and g~ '/in €P,.
The group G acts on X through left multiplication on the first factor. The map
A-+X
x > class of (1, x)

is injective and N-equivariant. There is an obvious G-equivariant map

j:X X
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which is injective. The latter fact follows from the observation that, because P, = U,.N,
for x € A, we could have used the groups P, instead of U, in the definition of X. On
the other hand the boundary X, := X\X is

Xo =G X A/~

Hence X, as a G-set coincides with the Tits building of parabolic subgroups in G
(compare [CLT] 6.1). We see that at least as a G-set X is the Borel-Serre compactifi-
cation of X. We equip X with the quotient topology of the product topology on A given
by the natural topology on A and the w-adic topology on G.

Lemma IV.2.1. — The space X is the Borel-Serre compactification of X.

Proof. — Without loss of generality we may assume that the origin 0 in A is a
special vertex. Also fix a decomposition ® = ®* U @~ into positive and negative roots;
this corresponds to fixing a fundamental Weyl chamber

D:={xeA:a(x)> 0 for any « ed*}

in A. Let D denote the closure of D in A. Then the obvious map
P,xD->X

is surjective. The Borel-Serre topology on X is the quotient topology with respect to
this map if the left hand term is equipped with the product topology of the =-adic
topology on P, and the natural topology on D (see [BS] 5.4.1).

Therefore the Borel-Serre topology is finer than our topology. But it is also shown
in loc. cit. that the former one induces on D its natural topology and that the G-action
on X is continuous in the Borel-Serre topology. This implies that the two topologies
under consideration actually coincide. O

We have ([BS] 5.4):

— X is compact and contractible;

— X is open in X and the topology induced by X on X is the metric topology of X;
— X,, with the topology induced by X is the n-adic Tits building of G ([BS] § 1);
— the topology induced by X on A is the natural topology of A;

— the G-action on X is continuous.

In the following we keep the assumptions and notations introduced in the proof
of Lemma 1. One advantage of viewing X as the quotient of P, X D is that since D
is a fundamental domain for P, in X ([BS] 4.91iii)) the equivalence relation ~ for (g, x)
and (h, y) € P, X D simplifies to

(g,%x) ~ (h,y) if and only if x =y and g7k eP, NP,.

For later purposes it is necessary to explicitly construct appropriate neighbourhoods
in X of any point in the boundary X, . Since D, := D\D is a fundamental domain
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for P, in X it suffices to consider a point x € D, which is fixed throughout the following.
The set

Sty(x) :={x" €D, : P, = P,}

is an open neighbourhood of % in D . Put
O(x):={aecd:alx) >0}c O,

We also fix an open normal subgroup U in P, and a real number r > 0 such that
UnU,21,, for any a e®(x).

Lemma IV.2.2. — Let Q< Sty(x) U{yeD:a(y)>r for any o eD(x)} be any
subset; then the subset U(P, N P,) X Q is ~-saturated in Py x D.

Proof. — Consider a point y € Q and elements g € P, and £ e U(P, N P,) such
that g='h e Py N P,. We have to prove that then necessarily g e U(P, nP,). Since
by assumption

geh(PynP) s UP,NnP,) (P, nP)
it suffices to show that

Py,nP, = U{P,nP)

holds true. In case y € St;,(¥) we even have P, < P,. Therefore we may assume that
y €D with «(y) > r for any o € ®(x). According to I.1.2 and I.1.4 we have

P,NP, =Py, = I U Nioy

cgopred @ Ty *

for an appropriate ordering of the factors on the right hand side. Since N acts on A
by affine automorphisms Ny, is contained in Ny, where " € D, is such that y lies
on the half-line [0x"). But & € Sty(x); this follows from o(x’) > 0 for any « e ®(x)
which amounts to U, € U,.. We obtain

Nign € Nigoy S Py N B = PN P,

For a root « € @ we distinguish two cases: a e ®\(— ®(x)) or « € — O(x). In the
first case we have «(x) > 0 which means U, £ P, and hence

U U,o,< P, NP,

o, floy)(®) s
In the second case we have — a(y) > 7 and hence

Us, oy S Uy mam € Uy, U O
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For any subset Q_ < St,(x), we now define the subset
C,Q,):=Q,U{yeD:ye[0«) for some x" € Q, and « ) > r for any o € O(x) }

in D. For any &’ € Q_ there is a unique point y' € [0x’) such that
[0+) N G,(Qy) = [0)\[DY'].

Lemma IV.2.8. — Let Q, = Sty(x) be an open neighbourhood of x in D, ; then
U®P, nP,).C,(Q,) is an open neighbourhood of x in X.

Progf. — Tt is easy to see that C,(Q,) is open in D. Hence U(P, N P,) x C,(Q,)
is open and ~-saturated in Py x D. O

These neighbourhoods have the disadvantage not to reflect the cellular structure
of X. We therefore define

ClQ,) :=Q, vU{St(») nD:yeC(Q,) N D avertex such that St(») nD = C,(Q,)}.

Lemma IV.2.4. — Let Q,, < Sty(x) be an open neighbourhood of x in D, and put
Q:=UP,nP,).CQ,); we then have:

i) C,(Q,) is an open neighbourhood of x in D;
ii) Q is an open neighbourhood of x in X;
i) QnX= U Sty
veQnX

a vertex

Progf. — The set U(P, N P,) x CL(Q,) is open in P, x D if we assume i) and
is ~-saturated by Lemma 2. Hence ii) is a consequence of i). Moreover iii} follows
from ii). Indeed, by construction Q N X is a union of facets. But any open subset of X
which is a union of facets contains with any facet F the whole star St(F). This in particular
shows that the right hand side in iii) lies in Q N X. To see the reverse inclusion first
note that the right hand side is invariant under U(P, n P,). It therefore suffices
to consider a point zeC,(Q,) ND. Then by definition there is a vertex
yeGC(Q,) ND <= QN X such that z e St(y).

The crucial assertion to establish is i). Since St(y») N D is open in D for any
vertex y € D it remains to ensure that any point &’ € Q_ has an open neighbourhood in D
which is contained in C,(Q,). For this it is convenient to use certain standard neigh-
bourhoods of %" in D_,. Thinking of A, as being the unit sphere in A (as we do in our
explicit model) we have, for any 0 < e < 1, the open neighbourhood

Q :={x"eDy,:d(x,x")< e}

of # in D,. We may choose & small enough so that Q, = Q_. Then C,(Q,) is an open
neighbourhood of «’ in D which lies in C,(Q,). Let now ¢ > 0 be a fixed real constant.
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It is an elementary computation to show that by decreasing e and increasing r appro-
priately we obtain a C,(Q,) < G,(Q,) with the property that

{2eD:d(z,2)<c¢}c G, (Q,) for any zeC,(Q,) nD.
We choose the constant ¢ in such a way that d(z, 2') < ¢ whenever zeD and

2 e U{St(y) N D: y any vertex of the facet containing z}; this is possible by I.2.10.
It follows easily that then C,(Q,) < G,(Q,). O

Lemma IV .2.5. — Let Q = X be an open neighbourhood of x; then we can choose U and r

in such a way that U(P, N P,).C(Q,) < Q for some open neighbourhood Q. < Sty(x) of x
n Dy.

Proof. — Consider the quotient map w: P, X D — X. The subset p."}(Q) is open
in Py x D and contains (P, N P,) x { x}. We therefore find, for any 2 e Py N P,, an
open normal subgroup U(%) < P, and an open neighbourhood Q,(%) of x in D such that

U(h) kX Qy(h) = p™1(Q).
By the compactness of (P, N P,)/C we have
U)rCu ... vU(,) £, C2P, NP,

for finitely many appropriate elements £y, ..., k, € P, n P,. Now put

Qyi=Qyh) N ... NQy(k,) and U:=Uk) n... nU(k,).
We then obtain

UPynP,) X Qs p Q) and hence U(P,NP,).Q < Q.
It remains to observe the elementary geometric fact that for any open neighbourhood £,

of x in D we find an open neighbourhood Q, < Sty (%) of x in D, and a r> 0 such
that C,(Q,) € Q,. T

Lemma IV .2.6. — Any boundary point in X, has a fundamental system of open neigh-
bourhoods Q in X such that

anX= U st).
yeQNX
a vertex

Proof. — Lemmata 4 and 5. O

Lemma XV .2.7. — Let ¢ < U, be a compact subset; then there is an open neighbourhood Q
of x in A such that

cc UY for any facet F < Q n X,
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Progf. — (Recall that ¢ > 0 is fixed throughout this Chapter.) Fixing an enume-
ration of the roots in @™ N ®(x) any element g € ¢ can be written in a unique way as

g = II g, where g, e U,.

a € ordn d)
The compactness of ¢ implies that for any such root « the set

¢.:={¢(g,) : g €csuch that g, + 1}

is bounded below; we put ¢, := min{¢:¢ € ¢, }. Define now
Qy:i={yeA:a(y)>e+1—¢, for any « ed™ N O(x) }.

Clearly there is an open neighbourhood Q of x in A such that Q N A = Q. It therefore
suffices to show that

cc Uy for any facet F < Q,.

Fix a root « € @™ N ®(x), an element g € ¢, and a facet F < Q,. We actually check that

(o)
& € Ua,f;!(a)+e s Uy n,

holds true. The case g, = 1 is trivial. Otherwise we have
Filo) < — jnf w(5)< — @+ 1 —2)< —e— 1 +£(g,)
and hence

Se(e) +e<t(g). O

The sheaf V has the two obvious extensions j, V< j, V to sheaves on X. We

will work with a third ¢ intermediate > or ‘ smooth >> extension

V5w ViV

~

which is constructed as follows. Let i : X, — X denote the inclusion of the boundary.
The stabilizer P, of any boundary point z € X is a parabolic subgroup of G; let U,
denote the unipotent radical of P,. For any z € X, we may form the Jacquet module Vy_
of U,-coinvariants of V; similarly as before we write » mod U, for the image in Vg,
of a vector » € V. Analogously to V we can define a sheaf V on X, in the following

way: For any open Q = X put

V(Q) := C-vector space of all maps s:Q — zlé:]n Vy, such that

— 5(2) € Vy, for any z€Q,

— there is an open covering Q@ = U Q; and vectors 7, € V with
i€l

s(2) =9,mod U, for any z€€Q; and i el.

21
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It was mentioned already that X, is a simplicial complex but equipped with a topology
which is coarser than the simplicial one. For any point z € X, we put

St(z) :={2"eX,:P, <P}

Remark IV.2.8. — Lat 2z € X, be a boundary point; for any open subgroup U < G
the subset U.St(z) is an open neighbourhood of z in X .

Proof. — Because of St(z’) < St(z) for any 2’ € St(z) it suffices to prove that there
is a subset Q < St(z) containing z such that U.Q is open in X_. We may assume that
z€D,. Choose an open neighbourhood Q. < St;(2) = St(z) nD, of z in D,.
According to Lemma 3 the subset U(P, nP,).Q, is open in X_. Therefore
Q:= (P, nP,).Q, meets the requirement. O

Lemma IV.2.9. — We have V, = Vszor any ze€X,.

Proof. — There is the obvious map
V, >V,
germ of s s5(2)

which clearly is surjective. In order to see the injectivity let s be a section of V in a
neighbourhood Q < X of z such that s(z) = 0. By shrinking the neighbourhood we
may assume that s is represented by a single vector v € V, ie. s(2') = v mod U, for
any 2’ e Q. For 2’ € St(z) we have U, = U,, and hence » mod U,, = 0. Let U be the
stabilizer of # in G. It easily follows that actually » mod U, = 0 for any 2’ € U.St(z).
We obtain s | U.St(z) nQ =0. O

Since the formation of Jacquet modules is exact ([Car] p. 128) Lemma 9 implies
that the functor

Alg(G) — sheaves on X
VeV
is exact. By construction the sheaf V, resp. V, is a quotient

V>V, resp. V>V,

of the constant sheaf with value V on X, resp. X . The first arrow induces by adjunction
and restriction a not necessarily surjective homomorphism

V i, V.
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Lemma IV.2.10. — We have the commutative iriangle

A%
vV — iV
where the upper term is the constant sheaf with value V on X, and the oblique arrows are the natural
sheaf homomorphisms.

Proof. — We have to show that, for any point z € X, the natural map
V- Y

contains in its kernel all vectors of the form gv — v for some g € U, and some v €V.
By the G-equivariance of this assertion we may assume that z € D,,. Ghoose an open
subgroup U < G such that », gn € VU. By Lemma 7 and the fact that (P, n P,)/C is
compact we find an open neighbourhood Q, of z in A such that

{h'gh:heP,nP,} = UY for any vertex y, € Qy N X.
Consider now a vertex y e UP, N P,).Q, N X, say,

y =uhly, with ueU, heP;n P, and y,eQ, N X.
We then have

U =ukUP R~ 'u~' and g :=h"'gheUY
and hence

g—v=u(gu v —ulv) =uhg' "'y v — v = 0 mod UY.

It is quite clear that Q, contains a subset of the form C (Q,) as considered above. Using
Lemma 4 we therefore see that z has an open neighbourhood Q in X such that

0nX= U St()

vEQANX
a vertex

and go — v =0mod U for any vertex yeQ n X,

If ¥ eQ n X is an arbitrary point, say, 3 € St{ ) for some vertex y e Q N X then
U 2 U by 1.2.11. We obtain that

g — v =0mod U for any y eQ nX.

This means that the image of gz — v in (j, V) (Q) and a fortiori its image in (j, V),

1s zero. O
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We now define j, , V to be that sheaf on X which makes the diagram

j*,ooV -_— J*V

o~
~ ~

! l

— 0",V

~
~

:

*

li<

cartesian; the right perpendicular arrow hereby is given by adjunction and the lower
horizontal arrow is the direct image of the arrow in Lemma 10. By construction we have

JjieV=V and j,V=V.

In particular the functor
Alg(G) — sheaves on X
Vg,V

is exact; of course this functor depends on the choice of the number ¢ whereas the sheaf V
does not. We also obtain the short exact sequence of sheaves
04, ¥ o ¥ iV 0.
Since H*(X, j, \z/') = H}(X, \z/) ([KS] 2.5.4 i) and (2.6.6)) the associated long exact
cohomology sequence reads
> H(X j o V) ~H(X,, V) - H, (X, V)
—>Hi+1(}_(,j*,: g) > ... )

Later on it is technically important that for the representation V := C (G/UY),
x a special vertex in A, our * smooth ” extension has a simpler description.

Proposition IV .2.11. — For the representation V = G (G/UY), x a special vertex in A,
we have
j*,oo Y = image(V '_>j* V)'

Proof. — By Lemma 10 we quite generally have natural homomorphisms
V> J *, 00 Y g J * Y
the first one of which is surjective. We therefore have to show that in case of our parti-

cular V the second one is injective, i.e. that for any boundary point z € X, the natural
map between stalks

Vo, > (1. Y




REPRESENTATION THEORY AND SHEAVES 165

is injective. Let us first make this map more explicit. Put
U(z) := system of all open neighbourhoods Q of z in X with the property that
OnX= U Sst).

vEQNX
& vertex

Because of Lemma 6 we have

(1Y), = lim Y(@nX).

Qel@

The sheaf axiom says that, for any Q e U(z), the restriction map

VQnX)o I V(St(y)
~ yeEQNX ™~
& vertex

is injective. According to 1.2 the terms on the right hand side are

V(SK(5) = Voo

Putting this together we see that what we have to show is the injectivity of the natural map

VU — lim H VU(c) B
z —> y
Qe Uz veQnX
a vertex

In other words fix a function ¢ e V = G,(G/UY) and a neighbourhood Q e U(2)
such that

¢ = 0mod U for any vertex y e 2 N X,

We have to check that then necessarily ¢ = 0 mod U,. We write ¢ as a sum

b= X
hEUz\G/Ug)

of functions ¢, € C,(G/UY) in such a way that ¢, has support in U, AUP/U!? and
we will show that each summand fulfills §, = 0 mod U,. Consider an individual element
k € G. There is an apartment which contains both points x and 47!z in its closure
([Bro] Thm. VI.8). By I.1.6 we find an element g € P, such that x, gh~* z € A. Using
the G-equivariance of our problem and replacing z and ¢ by g&™! z and gh™! {, respec-
tively, we see that it suffices to deal with the case z € A and % € P,. We choose ele-
ments #,, ..., 4, € U, such that

supp(¢,) = {4, RUL, ..., u, FUY }.

Note that # AU = u, U & since P, normalizes U!?. According to Lemma 7 we
find an open neighbourhood Q' of z in A such that Q' < Q N A and

#y, ..., 4, € U for any vertex y e Q' N A.
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In particular we have

¢ =0mod U for any vertex y e Q' N A.

On the other hand it was shown in I.3.2 that

U¥ < U,.UY for any x' e [x2).

Choosing #" € [x2) close enough to z in such a way that the closure of the facet F which
contains x* still lies in Q' and choosing a vertex y, € F we obtain

(e)
Lou,...,u,eUp,

2. ¢ = 0 mod U¥

v > and

3. U e U = Uy < U,.UY.

The properties 1. and 3. imply that

4. Uy kU nsupp(y) = U, AU nsupp(y) = (Ui N U,) AU N supp(¢).
It follows from 2. and 4. that

¢, =0mod UY and even ¢, =0mod U nU,. O

Appendix. — Geodesics in X.

Implicitly in our thinking about the compactification X is the existence of a unique
“ half-line ” in X between any given point in X and any given boundary point. In
the section after the next one we will have to make explicit use of this fact. Also it is
the link between [BS] and [Bro] VI.9. Since we could not find an appropriate reference
this will be justified in the following.

We fix a point ¥ € X and a boundary point z € X, . According to [BT] 1.7.4.18 ii)
or [Bro] Thm. VI.8 there is an apartment A’ € X such that

xeA” and ze(A),.
Let [xz),. denote the half-line in A’ in direction z emanating from x and put
[xz]p :=[x2), V{z}

The subsequent result allows to simply write [#z) and to view the latter as the geodesic
between x and z in X.

Proposition. — The half-line [x2) . does not depend on the choice of the apartment A’.

Proof. — Let A” = X be a second apartment such that x € A” and z e (A"),.
We have to show that [xz), = [#2),.. We first treat in several steps special cases
where additional assumptions about A’ and A” are made.

Step 1. — Here we assume that x is a special vertex. For notational simplicity
we may assume by G-equivariance that A” = A is our standard apartment and that
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zeD,. By 1.1.6 we find an element % € P, such that A’ = hA. Write z = hz, with
Zy € A, . Since x is a special vertex we find an n € N, such that nz, € D,,. We then must
have in~! € P, because D, is a fundamental domain for P, in X ([BS] 4.9 iii)).
Therefore replacing 4 by An~! we may assume that

A’ =hA with keP, N P,.

Again since x is a special vertex we obtain from [BS] 4.10 that £ fixes the half-line [xz),
pointwise. We now conclude that

[52) o = [hx, ha)yy = Alxz), = [x2),,.

Step 2. — Here we assume that the intersection A’ 1 A’ contains a special vertex x,.
From the first step we know that [x, 2), = [¥, 2),.. Hence [x2),, and [x2),. are
parallel rays in the sense of [Bro] VI.9A and therefore have to coincide by the Lemma 1
in loc. cit.

Step 3. — Here we assume that the intersection A’ N A’ contains a sector D’ such
that z € (D'),,. Choose any x, € D’. Then clearly [x,2),. = [x,2),.. Hence [xz),.
and [xz),. again are parallel and therefore equal.

In order to establish the general case we will show that there is an apartment
A < X such that

xel, ze Kw, A’ N X contains a special vertex, and A” N A contains

a sector D with z e l~)w.
Using steps 2 and 3 we then obtain
[#2) = [¥2)3 = [#2) 4.

In order to find A we choose

an ke G with A’ = A",

a facet of maximal dimension F < A" with A~'x e F,
a special vertex x, € F ([BT] 1.1.3.7), and

a sector D" < A" such that z € (D"'),.

By [BT] I.7.4.18 ii) or [Bro] Thm. VI.8 there exists an apartment A c X which
contains #F and an appropriate subsector D<D” Then xehF c A, zeD, cA,,
D<cA” A, and xy:= hx, e A’ nA. o

Corollary. — Any element in P, N\ P, fixes [x2] pointwise.

IV.3. Cohomology on the boundary

In this section we explicitly compute the boundary cohomology H*(X,, V) in
the case of an induced representation. Throughout the notation introduced in III.2
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will be in order. In particular A < @ is a fixed choice of simple roots. Corresponding
to A we had defined in IV.2 the subset D, < X,,; it is a (d — 1)-dimensional simplex
whose simplicial structure is given by the subsets

D :={xeD,:U, = Ug} for any proper subset © C A.
The closure D& of D® in D, (equivalently in X_) is a (d — 1 — #©)-dimensional

simplex. Since D is a fundamental domain for the G-action on X ([BS] § 1) we have
an obvious projection map

7: X, > D, =G\X,;

it is proper and has totally disconnected fibers. The proper base change theorem
([God] II.4.17.1) therefore implies

H'(X,, V) = H'(D,, =, V).
For any subset ® < A we introduce the space

Indg (Vy,) := space of all locally constant functions ¢ : G — Vg,
such that

p(ghu) = k™ (9(g))
for all geG, he Mg, and u € U,

on which G acts smoothly by left translations. (This is unnormalized induction!)

Lemma IV .3.1. — For any proper subset ©® C A the resiriction of <, N to D, is the constant
sheaf with value Indg (Vy,)-

Progof. — The map
G/Pe X D?u ‘;T—l Dg
(gPo, %) 1> gx

is a homeomorphism and t corresponds to the second projection map on the left hand
side. The inverse image of V on the left hand space can be computed as follows. For
any x € D® and any g € G we have the obvious map

Vie = Vo, > Vu,,-
Also let
p:=7pr X id: G x D® — G/Py x D?.
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An argument as in the proof of 2.9 shows that the inverse image in question can be
identified with the sheaf on G/Py x D2 whose space of sections in an open subset Q
is the

C-vector space of all locally constant maps ¢ : p~* Q — Vy such that

o(gh, x) = b~ ¢(g, x) for any (g,x) ep™*Q and £k ePg.

On the level of sections this identification is given by

s(gx) = g9(g, *).

It is quite clear that the direct image of this latter sheaf under the projection map to D®
is the constant sheaf with value Indgg (Vy,). Our assertion follows now by an application
of the proper base change theorem. O

Specializing to the case of an induced representation we once and for all fix a
subset ®, = A and an irreducible supercuspidal representation E of Mg, and we put
V := Ind(E).

For any ® = A we need the subgroup Wg:=<(s5,: 2 €® > of W; moreover
let [W/Wg ], resp. [Wo\W/Wg ], denote the subset in W of representatives of minimal
length for the cosets in W/Wg , resp. the double cosets in Wg\W/Ws . The Weyl
group W acts on the set of roots ®. According to [Cas] 1.3.4 two subsets ® and ©' in A
are associated if and only if ®' = w® for some w e W,

Lemma IV .3.2. — For any proper subset © C A the following assertions are equivalent:

1) VUQ + 0;
ii) wO®, < O for some w e [Wg\W/Wg ];
iii) O contains a subset whick is associated to ©,.

Proof. — The equivalence of i) and ii) follows from [Cas] 6.3.5. The third assertion
is a trivial consequence of the second one. To see the reverse implication assume that
w8, < © for some w e W. We then have w e [W,o\W/Wg ] by [Cas] 1.1.3 and
hence VUwG, + 0. But Ug = U,g, so that Vg, + 0, too. O

Corollary IV .3.3. — The support of the sheaf ~, V is equal to the (d — 1 — #0,)-
dimensional simplicial subcomplex

D, (0,) := U {D%: w0, < ©CA for some w e W }

of Dy
Let < on W denote the Bruhat order. We now fix an enumeration

[WiWg ] ={1=uw,, w,w, ...}
22
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in such a way that

m<nif w,<w,.

For any proper subset ® C A, this allows us to define a decreasing filtration
FoVi={¢elnd(E):¢|Pgw, Py, =0 for any m < n}

of V by Pg-invariant subspaces. It induces corresponding filtrations
(F§ V)gg of Vyg

(forming the Jacquet module is exact!) and
F* Indg,(Vy,) := Indg, ((F§ V)yg) of Indg, (Vy,).

The latter clearly is G-equivariant. Most importantly we obtain a G-equivariant
filtration F" 7, V of the sheaf v, V defined by

F* r, V := subsheaf of all sections s such that
s(z) e F* Indgg (Vi)
for any z € D® and any © C A.
Our further computation is based on the associated G-equivariant spectral sequence
Ep™:=H"*"D,, grw V) == H***(D,, 1, V) = H***(X,, V).
First of all we have
(gri 7. V), = Indg ((grig V)ue) for any z e D® and ®C A.
(The functor Indg (.) is exact by [Car] I.1.8.) By construction
For any w, € [W/Wg], let us fix a lifting g, e N. If w, € [Wg\W/Wg ] then the compu-
tation in [Cas] 6.3.1 and 6.3.4 shows that
(g% V)ye = 0 if and only if w, ©® ¢ © and

normalized induction of %'E

=3 ?® if w, @, < 0.
% [from 8n Po, 871 N Mg to M(.)] " %nTo

Since, by [Cas] 1.3.3, we have the Levi decomposition
8. Po, 821 N Mg = M, o, (4 Ue, gn ' N M),

the last formula simplifies to

normalized parabolic induction

N a1
(85 Vlvg =3 ® [of %'E from M to Mg

] if w, 0, < 0.

w, 69
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Using the transitivity of parabolic induction ([BZ] 1.9 (¢)) we therefore obtain that

Ind(*"'E) if w, € [Wg\W/ We,] and w, 0, < 0O,
(gr; T '\:7), = .
0 otherwise

for any z € D® and ® C A. Put
D,(n):= U{D% :w,0,= OCA and w, € [Wo\W/Wg ]}
=U{D®:0CA and w,0,<c 0 < w, D" };
the equality is a consequence of [Cas] 1.1.3. This set is empty if w, @, is not properly

contained in A; otherwise it is an open subset in the closure of D¥*® which contains
D¥»%_ Altogether this establishes the following fact.

Lemma IV.3.4. — The sheaf gra~, V is the constant sheaf with value Ind(*'E)
on D (n) extended by zero to all of D,.

For the corresponding cohomology groups this has the consequence that
H‘(Dno’ gl‘§ T, \:7) = I—I:(])‘1I° (ﬂ), Z) ® Ind("rTlE)

H*~1(D%%\ D, (n), Z) ® Ind(*'E) if *> 2,
— ! coker(Z — H(D®®\D_ (1), Z)) ® Ind(*"’E) if » = 1,
ker(Z — HO(D=®\D_ (n), Z)) ® Ind(*'E) if * = 0

provided D, (n) + 0.

Lemma IV .3.5. — Assume that w, @, is a proper subset of A and that n + 0, $W/Wg ;
then D2r®\D_ (n) is coniractible.

Proof. — The set D¥»® is the geometric realization of the abstract simplex given
by the poset (w.r.t. inclusion) of all nonempty subsets of A\ w, O, (note that by assumption
Aw, 0y + 9). The set B@\Dw(n) is the geometric realization of the subcomplex
given by the subposet of all those subsets which do not contain A\w, ®*. Our assumption
that n % 0, resp. + ¥W/Wg , implies that A\w,®* + 9, resp. + A\w, @,. The first
implication is a consequence of [Bor] 21.3. In order to see the second implication assume
n+ $W/Wq, and put w:= w,. Let w,, resp. wg,, be the unique maximal (w.r.t. the
Bruhat order) element in W, resp. Wy ; then w + w, we, so that wwe + w,. Hence
there is an «, € A such that

Sqy W, > wwe, and a fortiori s, w> w
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which means oy € w®*. On the other hand denoting by #(.) the length function on W
w.r.t. A we have, for any « € 0,

b (Suiw) wWe,) = E(ws, we,) = £(w) + £(s, wo,) = () + ¢(we,) — 1

= {(wwe,) — 1.

It follows that oy ¢ w@®,.

What we have to convince ourselves of therefore is the following. Let C be a non-
empty finite set, let § C G, C G be a nonempty proper subset, and denote by II the
poset (w.r.t. inclusion) of all nonempty subsets of G which do not contain G,. Then
the geometric realization | IT | of the abstract simplicial complex given by II is contractible.
But this is clear: Fix an element ¢ € G\G,. The subset { ¢ } corresponds to a vertex in | IT |.
Since for any G’ € II also G’ U{¢} eI, it follows that | II | can be contracted onto
that vertex. O

Lemma IV.3.6. — i) D_(0) = D% if ©,C A.
ii) D,(n) = D2 if ©,C A and n = §W/W,,.

Proof. — i) Obvious.
ii) This follows from the fact that w, 0, = w, ®* N A if w,, is the unique maximal
element in [W/Wg ] ([Cas] 1.1.4). O

Theorem IV .3.7. — Assume that V = Ind(E) for some irreducible supercuspidal repre-
sentation E of Mg ; let g=1 € N be a lifting of the unique maximal element in [W|Wy ]; we
then have
VOInd(E) if * =0, #0,=d— 1,

if* =0, $0,<d—1,
Ind(E) if*=d—1—$#6,> 0,

0 otherwise.

I

H'(X,,, V)

Proof. — In case ®, = A we have V = 0. In the following we therefore assume
that ©®, C A. According to the previous results the only nonzero E;-terms in our spectral
sequence then are

- A% if n=m=20,

" T |Ind(E) ifn=4W/We, n+m=d—1— §0,.
Moreover since V is a quotient of the constant sheaf with value V on X we have a
natural augmentation map V — H%X,,, V) which splits the edge homomorphism

H'(X,,V) =RD,,, V) - HD,, grg7. V) = Ep° =V,

Hence the spectral sequence degenerates and the assertion follows. O
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IV.4. Cohomology with compact support

Our main aim in this section is to establish the following result. In the proof we
will follow the strategy developed for II.3.1; but the tools used there have to be
analyzed in more depth.

Theorem IV .4.1. — Let x be a special veriex in A and let ¢ > O be an integer; for any
representation 'V in AlgUg)(G) we have:

1) the natural map V = HYX, j, » V) is an isomorphism;
i) B,(X,jou V) =0 for #>0.

In the p:oof we will make use twice of homological resolutions. This is made
possible by the following observation.

Lemma IV .4.2,
i) cd(X) =d;
il) cd(X,) =d—11d>1;
i) cd(X) = d.

Progf. — (Here cd(.) refers to the cohomology with compact support.) iii) is a
consequence of i) and ii) by the additivity of the cohomological dimension. Concerning i)
it is a standard fact that a d-dimensional locally finite polysimplicial complex has cohomo-
logical dimension 4. Finally ii) follows from the existence of a proper map from X_
onto a (d — 1)-simplex whose fibers are compact and totally disconnected ([BS] 3.1). O

The functor V=7, , V is exact and commutes with arbitrary direct sums as

can be seen most easily from the description of the stalks. Moreover X being compact
the cohomology functor H*(X, .) commutes with arbitrary direct sums.

In the proof of II.3.1 we had seen that any V as in Theorem 1 has an exact
homological resolution in AlgUi')(G) by representations which are direct sums of the
“ universal ” representation G (T) with T := G/U{?. Using Lemma 2 and the facts
given in the above paragraph we conclude by standard arguments of homological
algebra that in order to prove Theorem 1 it suffices to treat the case V = G (T).

For the rest of the proof V always denotes the representation C,(T). We begin
by constructing a very convenient simplicial resolution of the sheaf V on X. Fix an

integer m > 0 and consider the (m + 1)-fold product

T, =T+ :=Tx ... x T.

As in the proof of I1.3.1 we put, for any facet F in X,

Tpi=UNT and T.:=T X X T (m + 1 factors).

Tr



174 PETER SCHNEIDER AND ULRICH STUHLER

The latter is a subset in T™* For facets F' < F we have T¥ < TE. Extending
functions by zero therefore induces inclusions

Co(Ty) € C(T™*Y)
in such a way that
C,(TF) = C,(T?) if F" < F.

We recall that C,(.) stands for the space of complex valued functions with finite support.
If the point z € X is contained in the facet F we write

T,:=Ty; and T%:=T}.
A sheaf €, on X can now be defined in the following way: For any open subset Q = X
put

&.,(Q) := C-vector space of all maps s: Q — U C,(T%) such that

t€Q
— s5(z) e G,(T%) for any z €Q,

— there is an open covering Q = U Q; and functions
iel

g, € C,(T™*1Y) with s(z) = ¢; for any z2€Q, and ¢ el.

Lemma IV .4.3.

1) (&n)s = Co(T7,) for any z € X;
ii) the restriction of &, to any facet ¥ of X is the constant sheaf with value C (T%,);
iti) for any facet ¥ in X we have

Cc(Tl;z) ?f * = 0:

H*(St(F), &,, | St(F)) = H*(F, €, | F) =
(St(F), &, | | F) 0 if x>0,
Progf. — Entirely analogous to 1.1 and 1.2. O
In order to distinguish various constant sheaves in the following it is convenient
to follow the convention that My, for any abelian group M and any topological space Y,
denotes the constant sheaf with value M on Y. Obviously

—_

—
T,:...ETXTXT:TXT:T

as well as
—_—

TV: ... ZTXTXxT—TxT=3T
—_— Tr Tr Ty
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for any facet F are simplicial sets in a natural way. The push-forward of functions with
finite support with respect to these face maps commutes with extension by zero. In
this way we obtain simplicial sheaves

—_— _ —_—
C(T)x: - == C(To)x e Co(Ty)x — Go(T)x
— —
and £:..._ € —& &,

on X together with an inclusion

£.< C(T.)x
which in degree 0 is an equality &, = G,(T)x. The obvious surjection G (T)x » V
defines an augmentation

g Y.
Applying j, we obtain the augmented simplicial sheaf
L& >3 Y
on X.
Lemma IV .4.4. — For any abelian group M we have

j*(M/x) = M/z_c-

Progf. — We will establish a slightly stronger fact. Fix a boundary point z € X_,.
We will show that z has a fundamental system of open neighbourhoods Q in X such
that both Q and Q N X are path-connected. The tool to construct such neighbourhoods
is the notion of the angle between two intersecting geodesics in X ([Bro} VI.7 Ex. 1).
We first need some notation. Let x € X be any point. For any other point y € X different
from x we put
o} if yeX,

xy) 1=
(o) half-line emanating from x in direction y if y e X

([Bro] VI.9 A). In either case [xy] := [xy) U{ }is a path from x to y in X. We also put
(w]:=[wN\{*} and (»):=[IN\ =%y}
There is a unique facet F(x;y) in X such that

xeF(x;9) and (w) NF(x;y) + 0;
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clearly the latter intersection is of the form
(w) N F(x;) = (»,) for some y, € (w].

Given now two points y, y' € X different from x the two geodesics [xy,] and [xy.] lie
in a common apartment (which is euclidean) so that the angle 0 < y(x;7,") < 3, 14...
between them is defined (and, in fact, is independent of the chosen apartment). For
any real number 0 < ¢ < 1 we consider the subset

Qx; z;8) :={y e X\{x}:v(x;9,2) < e}

of X which contains 2. We will successively prove:
1. Q(x; z; &) and Q(x; z; &) N X are path-connected.
2. The function

X\{x} >R,
y (x50, 2)

is continuous.
3. There is a constant 0 < (x; 2) < 1 such that

F(x; 2) € F(x;») for any y € Q(x; z; e(x; 2)).
4. For any 2’ € Q(x; z; &) N X, and any &' < min(e — y(x; 2/, 2), &(¥; 2’)) we have
Q(x; 2';5¢") < Q(x; 25 €).

5. Q(x; z; ¢) is open in X.
6. For x” € [xz) and 0 < &' < & we have

Qx'; z;€") < Q(x; z; ¢).
7. Let ¢(.) : R, — (0, 1) be a decreasing function; then

N Q@;z;ed, 2) ={z}

' € [xz)

8. The Q(x; z; &) for varying x and e form a fundamental system of neighbourhoods
of zin X.
The assertions 1., 5., and 8. contain what we wanted to establish,
Ad 1. — Let y and y’' be points in Q(x; z; €). Then obviously
(2201 YV [20] = Qx5 25 €).
By looking at an apartment which contains F(x; ») and F(x; z) and hence the convex
hull of { %, ,, 2, }one sees that [ », z,] < Q(x; z; €). We similarly have [ y, z,] = Q(x; z; ¢).

Ad 2. — The sets F\{ # } with F running through all the facets of X form a locally
finite closed covering of X\{ x}. It therefore suffices to check the continuity of the function
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restricted to each such set. But the latter is clear again by looking at an apartment
which contains F(x; z) and F.

Ad 3. — This follows from [BT] I.2.5.11 and the elementary geometry of an
apartment containing F(x; z) and F(x;y).

Ad 4. — Let y be a point in Q(x; z’; €’). Looking at an apartment which contains
F(x; z) and F(x;y) and hence, by the assumption on &', also F(x; 2’) we find

(%30, 2) <&+ y(x; 2, 2) <e

Ad 5. — As a consequence of 2, we know already that Q(x; z; ) N X lies in the
interior of Q(x; z; ). It remains to consider a boundary point. Because of 4. it is actually
sufficient to show that Q(x; 2;€) is a neighbourhood of z where in addition we may
assume that z € D, . Suppose this would not be true. Then we find a sequence (z,),cx
of points in X\ (Q(x; z; €) U{x}) which converges to z. This means in particular that
y(x; 2,, 2) > € for all n e N. On the other hand we will show below that

31_{1}0 v(x; 2,, 2) =0 whenever 31_13:1” z, = Z.
This gives a contradiction and proves our claim.

By the construction of X we have z, = £, y, with %, € P, and y, € D. Since P,/C
and D are compact we may assume by passing to a subsequence that the %, C converge
to AC for some % € P, and that the y, converge to some y € D. It follows that &y = 2
and hence even y = z so that 2 € P, n P,. Passing again to a subsequence we further

assume that all sh; ! fix F(x; z) pointwise. Using that the G-action on X respects angles
([BYT} I.7.4.11) we conclude that

Y(x; 2,, 2) = y(hl x5 by, BT 2) = (x5 by, 2).

This argument shows that it suffices (replace D by ZD) to consider a sequence z,
contained in D. Now using [BT] I.7.4.18 ii) or [Bro] VI.8 Thm. we find a subsector
D':=x" 4+ D < D such that x and D’ are contained in a common apartment A’. In
particular z € D’ because of (D'),, = D,,; moreover (¥’ + z,),cy i a sequence in D’
which converges to z (note that ' + 2z, = 2z, if z, € D,). It is clear from the definition
of the topology of A’ that

lim (x; #' + 7,, 2) = O.
From the cosine inequality in [Bro] VI.7 Ex. 2 it is also clear that
3% Y(x; Z”, x, + Z”) = 0'

We finally pass for a last time to subsequences of (z,) and (¥" + z,) in such a way that
the facet F:= F(x;z,), resp. F':=F(x;4 + z,), is independent of zn eN. Then
23
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necessarily F(x; z) < F'. In this situation we see by working in an apartment which
contains F and F’ that

Y(*5 255 2) < (%5 20, 8 + 2,) + (555" + 2,, 2).
Combining the last three formulas we obtain lim vy(x; z,, z) = 0.
7w -—>®

Ad 6. — Let y be any point in Q(x’; z; &’). Assume that y ¢ [xz) because otherwise
y lies in Q(x; z; €) for trivial reasons. Then the function

x> y(x';y, z) on [x2)

is defined. We show that it is increasing as a function of d(#, #"). Choose an apartment A’

which contains F(x’; z) U { y}. Looking at the convex hull of { ¥’, z,., » }in A’ it is clear
that

y(x';9, 2) 2 y(*'; 9, 2) for any x" €[ z,].

Ad 7. — Let » be any point in the intersection on the left hand side. Then y ¢ [xz)
and y(x'; 9, 2) < e(d(#, ")) for any x’ € [xz). The left hand side is increasing with d(x, x")
by the previous argument whereas the right hand side is decreasing by assumption.

It follows that y(x’;y, z2) = 0 for any &’ € [xz). Would y and z be different then we
would have

[xz] N [xy] = [xx"] for some x' € [xz2).

On the other hand one easily deduces from y(x’;y, z) = 0 that (x' y,) N («' 2,) + 0.
Hence we would obtain a contradiction.

Ad 8. — Choose a sequence of points x;, %y, ... in [xz) such that d(x, x;) is
increasing and tends to c and choose a decreasing sequence of real numbers
0<¢g,ey, ... <1 which converges to 0. Then, by 5. and 6., the subsets Q(x;; 2; ;)
form a decreasing sequence of open neighbourhoods of z such that the intersection
of their closures is, by 6. and 7., equal to { z }. It is a general fact about compact Hausdorff
spaces that such a sequence has to be a fundamental system of neighbourhoods. O

This has two consequences: First of all we obtain an inclusion

J.€& = C(T.)z

of simplicial sheaves on X. Secondly because of j, & = Vz it follows from 2.11 that
Jv, » V is the image of the augmentation map. Therefore we actually have an augmented

simplicial sheaf
I E e Y,

~
~

with surjective augmentation map.
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Proposition IV .4.8. — The associated complex of sheaves
-8 > B> e Y 0
is exact.
Proof. — This is shown stalkwise. First let z be a pointin X. By 1.11) and Lemma 3 i)
the sequence of stalks in z is the complex of functions with finite support associated
with the augmented simplicial set T? — T,. It is exact since the fibers of that augmen-

tation are contractible simplicial sets (compare [SS] p. 22). The same reasoning works

for a boundary point z € X, where we use the unipotent subgroup U, in order to
analogously define

T,:=U\T and T;,:=T%<...><T(m+1factors)
z

TZ
once we show that the augmented simplicial vector spaces
(j* g‘-)z - (}c(r]:‘)U"C
and C.(T%) — C,(T,)

coincide. Both simplicial vector spaces are contained in G (T,) so that the comparison
can be done termwise. We need the subsequent two facts.

Lemma IV .4.6. — Let 2 € X, be a boundary point; for any open neighbourhood Q of z
in X we have

n TLcT:.

yveEQNX

Proof. — Assume that (¢, ..., 1,) is a tuple which is contained in the left hand
side but not in the right hand side. Then there is 1 < j < m such that

gty t; for any geU,.

Let g, € G be a coset representative of £, = g, Ul?. Choose a point y € Q N [gy(#) 2).
By assumption we have

hty = ¢; for some ke U},

In I.3.2 it was shown that
UlP < U,. U

do&
or equivalently

Uy g Uy < U, g Uy

holds true. (Observe that by [Bro] Thm. VI.8 there is an apartment which contains

the special point gy« and the boundary point z in its closure.) But this implies
Ul®.t, < U,.4, which is a contradiction. O
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Lemma IV .4.T. — Lot z € X, be a boundary point; for any tuple (4, ...,1,) € T%
there is an open neighbourhood Q of z in X such that
(b9 -5 t,) €TY for any y eQ N X,
Proof. — By G-equivariance we may assume that z € D, where D is the funda-
mental Weyl chamber introduced in 2.1. Let U’ < G be an open subgroup such that

8t; = i;

; forall geU’ and 0<j< m.
By assumption there are elements u; € U, such that

t, =u;ty, for 1<j< m.
The subset

ci= U {hy;k7*:hePynP,}

1S<ji<m
of U, is compact. Hence we find, by 2.7, an open neighbourhood Q, of z in A such that

cc U for any facet F < Qy n X,

According to 2.5 there is now an open neighbourhood Q of z in X of the form
Q=UP,nP,).Q

where
— U ¢ U’ is an open subgroup,
— Q, is an open neighbourhood of z in D such that Q, N X is a union of facets, and
- Ql ..C_. Qo-
In particular we have

cc U for any y' eQ; N X.

Consider an arbitrary point
y=ghy’ with geU, keP;nP,, and y eQ, nX
in Q n X. By construction we obtain
b= gt; = gu; lg = gu; &' by
=gh(h~ u; h) k' g7 4y e ghUL A1 g7 1ty = U 4,
for any 1< j< m which means that (¢, ...,¢,) € T%. O
Returning to the proof of Proposition 5 let first ¢ be a function in (j, €,), < C,(T,,).
This means that there is an appropriate open neighbourhood Q of z in X such that

{ € G,(T?) for any y € Q N X. In other words the support of ¢ is contained in Q < T
and hence in T?, by Lemma 6. vesn
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Conversely let ¢ be a function in G (T%). Then it follows from Lemma 7 that
¢ can be viewed as a section in &,(Q N X) =7, &€,(Q) for some neighbourhood Q
of z in X.

Finally in order to compare the two augmentation maps we have to check that
the push-forward of functions with respect to the projection map T — T, induces an
isomorphism

~

Cc(T)Uz —=_) Cc(Tz) *

The surjectivity is trivial. For the injectivity it suffices to consider a function ¢ e G,(T)
whose image in G,(T,) vanishes and which is supported on a single U,-orbit in T. We
then find a compact open subgroup U in U, such that ¢ even is supported on a single
U-orbitin T. Hence the image of § in C,(U\T) vanishes which implies that ¢ = 0 mod U.
This finishes the proof of Proposition 5. O

The computation of the cohomology of a sheaf j, &, will be based on the obser-
vation that this sheaf has a natural direct sum decomposition. For each tuple
(tgs .- -5 t,) €T, we introduce the subset

Xtorotm = £ 2 X2 (bgy ooy t) ¢ T}

and Xgo"""’t'”):: Xuo,...,z,,,) f\Xw.

Clearly XYt — @ if t,= ... = £,. Assuming therefore that {Z, ...,f,} has
cardinality at least 2 let us first collect a number of properties of the subspace Xt tm
which will be of use later on.

IV.4.8. X!t j5s 2 nonempty closed geodesically contractible CW-subspace
of X.

(This was already noted in the proof of II.3.1.)

IV.4.9. For any open subset Q< X such that Q N X ‘m+ 0 we have
Q e X(to ..... ) 4: o'

(This follows from Lemma 6.)

IV.4.10. Any boundary point z € X\ X! has an open neighbourhood Q
in X such that Q N Xt tm — g,

(This follows from Lemma 7.)

IV.4.11. Choose g, € G such that f, = g, UY; for any z e X{lo:-»im we have
[go(x) z) c X(to,...,tm).

This is proved literally in the same way as Lemma 6.

( p y y
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IV.4.12. We have
}_((to,---»im) — X(to,...,t,,,);
in particular X!+t is closed in X.
(This is a consequence of 10. and 11.)

For an arbitrary tuple we now define the sheaf G, , ,on X to be the constant
sheaf with value C on the open subset X\ X" !n extended by zero to all of X.

Lemma IV .4.13. — We have &,, = &b

Progf. — Straightforward. O

Lemma IV .4.14. — The sheaf j, Gy, . ., is the constant sheaf with value G on the
open subset X\X''0:"-++'m extended by zero to all of X.

Progf. — This is a consequence of 12 and Lemma 4. O
By comparing stalks we obtain

1 & = .
e Em (to,-..e,tam)e'rm Ja C(lo ..... [ 7]
and hence
H (Xy.]* g.m) = (foyenr) )€ T H (X,_]* G(to ,,,, tm))
= H*(X’ X(to.-..,tm);c)
[£7 . W E Ty

Proposition IV .4.15. — We have
C(T) if x =0,

HX, ], €,) =
50 Ba) =1 if %> 0.

m

Proof. — The space X is contractible by [BS] 5.4.5. The same argument together
with 8. and 11. shows that X' tm for {4, ...,¢, } of cardinality at least 2, is
contractible as well. O

Because of Lemma 2 the resolution in Proposition 5 gives rise to the hypercoho-
mology spectral sequence

Ept=H'(X,j,6_,) = H"(X,/. . V).

It degenerates by Proposition 15 and exhibits H*(X, Ju, o V) as the homology of the
complex -

LA V0. VLA V3

This proves Theorem 1.




REPRESENTATION THEORY AND SHEAVES 183
Corollary IV .4.16. — Let V be a representation of finite length in Alg(G); if e is chosen
large enough then we have
ker(V > V(X,))  if % =0,
H{(X,V) = { coker(V - V(X)) ¢f * =1,
- H'(X,, V) if * > 2.
We fix a subset ® < A. As in the proof of 3.5 let w,, resp. wg, denote the unique

maximal (w.r.t. the Bruhat order) element in W, resp. Wg. We also fix a lifting g e N

of wg wy; note that (wg w,)~! is the unique maximal element in [W/Wg].

Theorem XV .4.17. — Assume that V = Ind(E) for some irreducible supercuspidal
representation E of Mg; if e is chosen large enough then we have
Ind(°E) if * =d — £0,

H(X,V) ~
R 0 otherwise.

Progof. — Corollary 16 and 3.7. O

Corollary IV .4.18. — Let E be an irreducible supercuspidal representation in Alg, (Mg);
we then have

Ind(°E) if ¥ =d — 0,
& (Ind(E)) =
0 otherwise.

Progf. — Theorem 17 and 1.4. O

Corollary IV .4.19. — Let V be a representation in Algh o(G); if e is chosen large enough
then we have Hy(X, V) = 0 for % + d — #0.

Proof. — This follows from Theorem 17 by an induction argument as in the proof
of ITI. 3.1. (Because of 1 . 4 the present assertion and ITI.3.1 i) actually are equivalent.) O

IV.5. The Zelevinsky involution

We fix a central character y and let R,(G; ) be the Grothendieck group of
representations of finite length in Alg, (G) (w.r.t. exact sequences); the class in Rz(G; x)
of a representation V is denoted by [V]. It follows from III.3.1 that

v RZ(G; x) = Ry(Gsy)
VI 2 (— D16V

is a well-defined homomorphism such that

([V]) = (— 1)~ ¥ [&(F)] for any V in Alg] ¢ (G).
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Proposition IV.5.1. — The homomorphism u respects up to sign the classes of irreducible
representations.

Proof. — This is I11.3.2. O

Consider a representation V in Alg} ¢ (G). It is a consequence of 3.1 that there
is an augmented complex

OGEBA Ind§, (Vg,) =V

$0 =4 l

D Indd (Vy,) — ... — QGEBA Indg (Vy,)

0cA
$0 —d—1 $0 =0

which computes the cohomology H*(X,,, V). By combining 1.4 and 4.16 we see that
the only nonvanishing homology group of that complex is &(V); it sits in degree
d — 1 — 40, if the complex is put in degree — 1 up to d — 1. Since the formation of
Jacquet modules as well as the parabolic induction respect representations of finite
length ([Ber] 3.1) each term in the above complex has a well-defined class in Rz(G; y).

Proposition IV .5.2. — For any representation V of finite length in Algh(G) we have
(VD) = Z (= 1. [Ind, (Ve 1.

Proof. — Obvious from the preceding discussion. O
For any ® = A let P_g be the parabolic subgroup of G which contains Mg and

is opposite to Pg; then P_g N Py = Mg. Let U_g denote the unipotent radical of P_g.
The modulus character of P_g is

P_g— %, R”
_e—> Mg — R}

([Cas] 1.6).

Lemma IV.5.3. — Let E be a representation of finite length in Alg, (Mg) for some
O <= A; we then have

[Ind§  (E)] = [Ind(35*® E)].
Proof. — If g e N lifts w, then g7'P_gg = PwA vg ©° We obtain
Indg  (E) = IndeAwe@("E) = Ind (32 00 ® 9E)= Ind(°(85 "*® E)).

wAw

Because of g7' Mg g = M,, uye W€ may apply IIT1.2.1 and we see that the latter

representation has the same irreducible constituents as Ind(3g2® E). O
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Proposition IV .5.4. — For any representation V in Algf o (G) we have
[£(V)] = [6V)"T.

Progf. — Dualizing the discussion preceding Proposition 2 we obtain
[E(V)™] = 3 (= 1+ [Indg, (Voe)™]

= I (= D0 [Ind(358 V)]

where the second equality even holds termwise by [Cas] 4.2.5. On the other hand
Proposition 2 holds true, of course, for any choice of simple roots, e.g. — A. Hence
we have

[£W)] = T (= D+ [Indg (Vo).
e
Apply now Lemma 3. O
Corollary IV .5.5. — The map v is an involution, i.e. 1o = id.

Progf. — Combine Proposition 4 and III.1.5. O

The Proposition 2 shows that (— 1)?.. coincides with the involution D studied
in [Aul] 5.24. It therefore follows from [Aul] 5.36 that in case G = GL,,(K) the
Zelevinsky involution i considered in [Zel] 9.16 is equal to — . Hence Proposition 1
proves the Duality Conjecture 9.17 in [Zel]. It also follows that the orthogonality
property discussed in [Aul] 5.D holds true.

Assume K to have characteristic 0 and the center of G to be compact. Then the
above results hold without having specified a central character. In III.4 after Thm. 21
we had seen that the Fuler-Poincaré characteristic EP(., .) induces a nondegenerate
symmetric bilinear form on the quotient R(G) = R(G)/R;(G) of the Grothendieck
group R(G) = R,(G)®C. It follows from Proposition 2 or from III.4.3 i) that
EP(.., .) = EP(., .). Hence the involution . respects the subgroup R(G) and induces
the identity on the quotient R(G) or, equivalently, (id — 1) (R(G)) = Ry(G).

V. THE FUNCTOR FROM EQUIVARIANT COEFFICIENT SYSTEMS
TO REPRESENTATIONS

In this final Chapter we want to examine more closely the relation between
representations and coefficient systems. The category Coeff(X) of coefficient systems
(of complex vector spaces) on X was introduced in II.2. We say the group G acts on
the coefficient system (Vyg)g if, for any g € G and any facet F < X, there is given a
linear map

& Vy >V

24
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in such a way that

— gy o by = (gh)y for any g, 2 € G and any T,
— 1y = idy, for any F, and
— the diagram

Ir
Vg — Vi

| e

Iy’
Vg — Vi

is commutative for any g € G and any pair of facets F' < F.
In particular the stabilizer P}, for any facet F, acts linearly on V.

Definition. — An equivariant coefficient system on X is a coefficient system (Vg)p on X
together with a G-action on it which has the property that, for any facet ¥, the stabilizer P} acts
on Vg through a discrete quotient.

Let Coeffy(X) denote the category of all equivariant coefficient systems on X.
This is an abelian category.

Fix an object #" = (Vyg)p in Coefl3(X). By definition, for any 0< ¢< d the
space of oriented ¢-chains of ¥~ is

C¥(X(p> ¥7) := CG-vector space of all maps o : X, - F'é'lx V5 such that
q

— o has finite support,
— o((F,¢)) e Vg, and, if ¢ 1,
— o((F, — ) = — ((F, )) for any (F,¢) € X,

The group G acts smoothly on these spaces via

(g0) ((F, 0)) := gr1p(w((g7* F, g7 0))).
The boundary map

9:CF(Xgi1, ¥) > CMXp» 7))

(@)?
o ((F,d)-» X e, e)))
(F,0)e X(q+1)
FeF
B =¢

is G-equivariant. Hence we obtain the chain complex

CE (X, V) —> o > CF(X gy, V)

(0)?
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in Alg(G). Its homology is denoted by H, (X, ¥7). It is not difficult to see that the above
complex as well as its homology actually lies in the full subcategory

Alg®(G) := category of those smooth G-representations V which are
generated by VU for some open subgroup U < G.

As a consequence of Bernstein’s theorem (I.3) the category Alg®(G) is stable with
respect to the formation of G-equivariant subquotients; moreover it is closed under
extensions. In the following only the right exact functor

Hy(X, .) : Coefl(X) — Alg®(G)
will be of importance for us. Let X be the class of morphisms s in Coeffy(X) such that
Hy(X, s5) is an isomorphism. We then have a unique commutative diagram of functors

Coeff,(X) 23 Ale®(G)

&N A

Coefl;(X)[Z71]
where Q is the canonical functor into the category of fractions with respect to X.

Theorem V .1. — The functor
p : Coefl,(X)[Z71] = Alg®(G)
ts an equivalence of categories.
Proof. — The following properties are a consequence of the right exactness of
Hy(X, .) ([GZ] I.3):
. % admits a calculus of left fractions.
. Coeffy(X) [27] is additive and has finite direct limits.

. The functors Q and p are additive and respect finite direct limits.
. The functor p detects isomorphisms.

N

The latter two properties imply:
. The functor p is faithful.

(&,

Namely, let a and & be two morphisms in Coefl(X) [27'] such that p(a) = p(b).
Using 3. we have that

p(coker(a — b)) = coker(p(a — b)) = coker(p(a) — p(b)) = coker(0)

is an isomorphism. By 4. then coker(s — 4) is an isomorphism, too; hence a = b. Fixing
a special vertex x in A we have

Alg*(G) = U Ag%(G).

ez=0
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In II.2 we have constructed, for any ¢ > 0, an exact functor
v, : Alg"(G) — Coeff,(X);

moreover there is an obvious natural transformation
Yo Ters| AlgF(G).

It follows from II.3.1 that the latter induces a natural isomorphism in homology
HL(X, 7)) 5 B (X, v,0a() on A(G),

After composing with the functor Q the above natural transformation therefore becomes
a natural isomorphism

e (e)
Qo Ye = Qo Ye+1 l AlgUx (G)‘
Hence we obtain in the direct limit the functor

y:=lim Qovy,: Alg’(G) — Coeffy(X) [Z7].

e=0

Again by II.3.1 we have
6. poy =id,eq-

It is an immediate consequence of 5. and 6. that p and y are quasi-inverse to each
other. O

Because of their practical importance let us state separately the following facts
which were established in the course of the previous proof.

Lemma V.2.

1) X admits a calculus of left fractions;
ii) the functor v : Alg®(G) — Coefly(X) [Z71] is quasi-inverse to p.

INDEX OF NOTATIONS

a nonarchimedean locally compact field

the ring of integers in K

a fixed prime element in o

the discrete valuation of K normalized by w(w) = 1
the residue class field of o

the base change to K of some object X over o
a connected reductive group over K

the group of K-rational points of G

the center of G

a maximal K-split torus in G

the Weyl group of G

the set of roots of G

the set of reduced roots of G

o+, O the set of positive resp. negative roots in @

esL0QaNM RE S R

o
-
o
=7




Ce™(X (), Ye(V))

REPRESENTATION THEORY AND SHEAVES 189

the set of simple roots in @+

the root subgroup corresponding to the root a

a subset of the set A of simple roots

the subset { & € ® : « is a integral linear combination of roots from © }

the connected component of ﬂ@ ker(o)
e

the centralizer of Sg in G, i.e. the Levi subgroup corresponding to ®
the unipotent subgroup of G generated by all root subgroups Uy for o € @H\{ 0 >
the parabolic subgroup of type ® with respect to the choices S, ®+
the modulus character of the parabolic subgroup Pg

the Bruhat-Tits building corresponding to G

the distance function on the metric space X

the set of oriented (nonoriented) g-dimensional polysimplices of X
the g-skeleton of X

a fixed (basic) apartment of X, a d-dimensional affine space

a fundamental Weyl chamber in the apartment A

a polysimplex of X

the star of the facet F

the Borel-Serre compactification of X

the boundary of X in X

the pointwise stabilizer in G of a subset () < X
the stabilizer in G of a subset Q € X

for any integer ¢ 0, the e-th filtration subgroup of P}'

subgroup of Uy of f-value> r

for a special vertex x € A, the basic homogeneous G-set

the subset of all regular elliptic elements of G

the set of conjugacy classes of regular elliptic elements of G

a smooth representation of G

the category of smooth G-modules

for U a compact open subgroup, the subcategory of Alg(G) of those G-modules which are gene-
rated by the subspace of their U-fixed vectors VU

for y a character on the connected center C of G the full subcategory of Alg(G) of those
G-modules on which C acts by the character

the full subcategory of Alg,(G) of those G-modules which are of finite length and whose irre-
ducible subquotients are all of type ®

the Grothendieck group of representations of finite length in Alg(G) tensorized by C

the (unnormalized) induction to G of a smooth Pg-module E

the normalized induction to G of a smooth Pg-module E

for a character y of the connected center C, the Hecke algebra of locally constant functions on G,
compactly supported modulo C and transforming with respect to the action of C by the character y,
the Euler-Poincaré characteristic of the smooth G-modules V, V’, V finite length, V’ admissible
the Euler-Poincaré measure for V

the volume corresponding to dV g

the involution functor on Alg;l,@(G)

the category of coefficient systems on X

the coefficient system associated to a smooth G-module V for a fixed integer ¢ 0

the corresponding functor from Alg(G) to Coeff(X)

the oriented chain complex associated to a coefficient system y,(V)

the sheaf on the Bruhat-Tits building associated to the smooth representation V

the smooth extension of V to the compactification X

the sheaf on the boundary X of X in X corresponding to the smooth representation V
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