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ABSTRACT

A method to measure an area-averaged ground air temperature based on the hydrostatic equation is shown.
The method was devised to overcome the problem of finding the most representative surface air temperature
over a wide region, a problem that has seriously hindered the description of urban heat islands. The vertical
pressure gradient is used and the hydrostatic equation is applied to estimate the average air temperature between
two barometers, which is here called the hydrostatic temperature. The error analysis shows that the hydrostatic
temperature can be estimated with a systematic error of 1.88C and a random error of 0.78C in the case in which
the two barometers have a vertical separation of 228 m. The measured hydrostatic temperature agreed with the
average of the directly measured temperature within 0.78C rms. For this barometer separation, the representative
area of the hydrostatic temperature was experimentally found to be a 12-km-radius circle. The size of this area
decreased when the vertical separation of the barometers decreased. The hydrostatic temperature is compared
with the average directly measured temperature for various areas. The maximum correlation between them
occurred for a circular area with a 12-km radius centered on the pressure measurements. The size of the
representative area for this method is larger than that for the direct measurement of air temperature.

1. Introduction

The urban heat island phenomenon has been studied
for many years because it generally leads to urban tem-
peratures that significantly exceed those in rural areas.
Many studies now focus on the urban heat balance and
its fundamental processes (Voogt and Grimmond 2000;
Grimmond and Oke 1999; Sugawara et al. 2001). Re-
sults from such studies are integrated into numerical
models (Kusaka et al. 2001; Masson 2000) to gain a
complete physical understanding of heat islands.

The heat island intensity, which is the air temperature
difference between urban and rural areas, has been in-
vestigated for many cities. Many researchers have stud-
ied specific urban heat islands to clarify their particular
features (e.g., Kim and Baik 2002; Katsoulis and Theo-
haratos 1985). Oke (1987) showed that the heat island
intensity ranges from 28 to 128C for many cities in
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America and Europe, the larger values generally holding
for the larger populations. However, air temperature is
also greatly affected by temperature disturbances on a
scale that is smaller than the city-to-rural scale. For
example, Narita (1997) measured urban air temperature
variations of up to 28C for differently oriented street
canyons in the summer daytime. A street canyon re-
ceives solar radiation in an amount that depends greatly
on its orientation, which results in air temperature var-
iations within the urban area that can be as large as the
heat island intensity. The heterogeneous air temperature
distribution in a single urban canyon was found to vary
by about 18C (Nakamura and Oke 1988; Yoshida et al.
1990). On a slightly larger scale, Clarke and Peterson
(1973) found that different land use regions in an urban
area have different temperatures, the difference being
18C. In such thermally heterogeneous environments, it
is difficult to determine experimentally a single air tem-
perature that represents the whole city. Especially in
urban areas, climate characteristics such as air temper-
ature and humidity are dominated by the immediate sur-
roundings (Oke 1999a), so that the heat island intensity
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varies greatly depending on exactly where the obser-
vation point is located. This obstacle is one of the most
significant for seeking the ‘‘universal result in the urban
atmosphere’’ (Oke 1999b), which might be used to de-
scribe urban climate in cities throughout the world. In
such thermally heterogeneous environments, the heat
flux has the same problem of spatial representativity of
measurement. For example, Schmid et al. (1991)
showed, from their measurements in a suburban area of
Vancouver, British Columbia, Canada, that the heat flux
variability between two locations was as high as 25%–
40%. Details of this issue in boundary layer meteorol-
ogy are summarized well in Brutsaert (1998) and Mahrt
(1996). The problem of spatial representativity also ex-
ists in rural areas, but it should be less serious than that
in urban areas.

To address this variability in urban climate, previous
studies have tried four approaches. 1) They assume that
the representative temperature is the average over many
points. 2) They standardize the thermal environment
around the thermometer between measurement stations,
both urban and rural. 3) They measure the air temper-
ature above the urban canopy. 4) They analyze both the
measured temperature and the source area or footprint
(Horst and Weil 1994; Schmid 1994). However, these
methods are not always sufficient for its warranty of
representativity or for validity of its assumptions. The
first method is appropriate and is the most common;
however, it needs a large density of measurement points
to achieve statistical significance, and thus it tends to
be too expensive in practice. In addition, to determine
the optimum density of measurement points, one must
know the air temperature distribution. Because one does
not know in advance how many measurement points are
enough for determining the representative air temper-
ature, the averaged temperature should usually be
checked for its representativeness after the measure-
ment. Munn (1973) described a method for checking
representativeness using the correlation coefficient and
its isopleths. The second method (standardizing) is usu-
ally used at fixed meteorological stations. For example,
the standard for the Japan Meteorological Agency
(JMA) is that the thermometers should be 1.5 m above
a lawn with an area of at least 600 m2. With this stan-
dard, the measured air temperature difference between
stations would not be affected by the difference of ther-
mal environment within about 10 m of the thermometer,
and thus any temperature differences should be due to
larger-scale temperature differences. This method is use-
ful for synoptic-scale phenomena; however, it does not
necessarily represent the climate of an entire city. In
addition, the measured air temperature at such a station
is that above an intentionally modified surface. The fun-
damental question here is does the air temperature above
a lawn represent that of an urban area with mixed land
use? The third method (a tower) would give us the air
temperature averaged vertically and horizontally be-
cause of the turbulence over an urban canopy. The tem-

perature measured at a tower would represent a wider
area than that measured inside a canopy; however, it is
not the air temperature inside an urban canopy layer.
Therefore, when we evaluate the heat island intensity,
it does not make sense to compare the tower air tem-
perature with the rural ground air temperature because
the heat island intensity in such a definition would in-
clude the difference between inside and outside of the
canopy. The use of the source area or the footprint
(fourth method) is one of the more promising ways to
know how well measurements represent the region, that
is, the representativeness of the data. Checking the
source area is not enough when there is a strong heat
source, for example, a large anthropogenic heat release,
however. We should analyze the source area with the
measured heat source strength. In addition, the source
area inside the urban canopy also increases the cost of
the calculation because we have to calculate an airflow
inside the urban canopy layer.

We propose here a method for measuring the area-
averaged air temperature, and we describe how the
method was tested. In a state of hydrostatic equilibrium,
the temperature of the air mass can be determined from
pressure measurements at two altitudes. This pressure-
derived temperature is more representative of the air
temperature than the directly measured point tempera-
ture, because air pressure is more horizontally uniform
than the air temperature. Pressure perturbations directly
cause airflows that tend to reduce pressure nonunifor-
mities, and thus air pressure becomes uniform more
quickly than does air temperature. This pressure-driven
temperature is averaged vertically between two barom-
eters, as well as horizontally. Therefore, we will be able
to measure the averaged air temperature of the urban
canopy layer. Throughout the rest of this paper, we refer
to this pressure-derived temperature as the hydrostatic
temperature. In the first half of this paper, the estimation
method, along with its measurement error and repre-
sentative area, is explained. In the last half of this paper,
the hydrostatic temperature is shown to be nearly equal
to the area-averaged air temperature.

2. Definition and measurement of the hydrostatic
temperature

a. Method

We use the hydrostatic equation and equation of state
for ideal gas to obtain the area-averaged virtual tem-
perature Ty,

dP 5 2rgdz and (1)

P 5 rR T . (2)d y

Here, dP (5p2 2 p1) is the difference in pressure be-
tween two barometers separated by a vertical distance
of dz (5z2 2 z1 . 0), r is density, g is the acceleration
of gravity, and Rd is the gas constant for dry air. We
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FIG. 1. Location of measurement points: P1 is the higher-elevation
site for our pressure measurements and P2 is the lower-elevation site.
The cross is the radio tower where the air temperature was measured.
Closed circles are rainfall measurement sites. The crosshatched rect-
angles in the lower figure are sites in the pressure measurement net-
work.

TABLE 1. Observation specifications. The absolute accuracy of the
barometer is quoted from the manufacturers. The elevations are MSL,
and the barometers are from Vaisala.

Site Location
Building

height (m)
Roof elev
(m MSL) Barometer

Absolute
accuracy

(hPa)

Upper
Lower

Shinjuku
Nakano

242.5
12.5

277
49

PTB200A
PTB220A

0.20
0.40

FIG. 2. Relative positions of the barometers. Both barometers are
0.05 m above the roof surface. (ASL indicates above mean sea
level.)

defined the reference pressure Pref for the layer between
P1 and P2,

z2

p dzE
z1

P 5 . (3)ref z2

dzE
z1

In this study, we equate Pref to the mean air pressure of
the air mass. From (2) and (3), we get the mean r for
the layer. We get mean virtual temperature Ty from this
mean r and (1),

P g(z 2 z )ref 2 1T 5 . (4)y R (p 2 p )d 1 2

The Ty is the virtual temperature at the pressure height
of Pref . This Ty is not same as the mean virtual tem-
perature from the hypsometric equation in Wallace and
Hobbs (1977), even though both are derived from (1)
and (2). The difference between them is discussed in
section 6. By using the hydrostatic equation, we write
the hydrostatic temperature Thyd, the average tempera-
ture of the air mass, in terms of the area-averaged virtual
temperature Ty and the specific humidity of the target
air mass q as follows:

T 5 T /(1 1 0.608q).hyd y (5)

Here, q is determined as an average over two altitudes.
This simplification is valid because Thyd is 1 order less
sensitive to q than it is to the other factors, as shown
later in (7). In calculating Pref by (3), an exponential
profile of air pressure was assumed.

b. Measurements

To evaluate this method, we compared the predicted
hydrostatic temperature from the pressure gradient with
direct temperature measurements in Tokyo. We focused
on determining the hydrostatic temperature’s accuracy
and the size of its representative area.

Air pressure was measured on two building roofs in
a highly built-up area of Tokyo (Fig. 1) during the sum-
mer of 1999. The building heights were 277 m above
mean sea level (MSL) for the upper site (P1 in Fig. 1)
and 49 m MSL for the lower site (P2 in Fig. 1). The
horizontal distance between them was 1.9 km. The ob-
servation specifications are listed in Table 1, and a sche-
matic of the region is in Fig. 2. At both sites, air tem-
perature, relative humidity, and wind speed were also
measured.

As an application of the hydrostatic temperature, we
may use it as a representative air temperature of the
urban canopy layer. The barometers should be set at the
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FIG. 3. Coefficient of the dynamic pressure correction for each
wind direction.

rooftop and the canopy bottom (i.e., street level) to eval-
uate the representative temperature in the canopy layer.
In this study, however, our goal is to evaluate the fea-
sibility of the hydrostatic temperature. We decided to
focus on the average air temperature of the air mass
above the urban canopy for the following two reasons.
1) We avoid the problem of determining the dynamic
pressure at the canopy bottom where the wind passing
around buildings can complicate the pressure measure-
ments. 2) We could not obtain the true averaged tem-
perature in a canopy layer as a reference to compare
with the evaluated hydrostatic temperature. The air tem-
perature measured at the tower, on the other hand,
should represent a wider area than that inside the can-
opy. Thus, we compare the evaluated hydrostatic tem-
perature with the air temperature measured at the tower.

c. Correction for the dynamic pressure

The static pressure gradient is needed to calculate the
hydrostatic temperature, but there is generally some
wind during the pressure measurement. Thus, the mea-
sured pressure is actually the static plus the dynamic
pressure, the latter of which is influenced by the airflow
around the barometer. The dynamic pressure for our
rooftop barometers was influenced by 1) the shape of
the inlet of the barometer and 2) the airflow around the
building, which should decrease the measured pressure.
To solve the first problem, a nondirectional, single-
board-type inlet was used with the barometer (Nishi-
yama and Bedard 1991). Two barometers were cali-
brated outdoors with this inlet based on 8784 measure-
ments, and the resulting calibration error was 0.016 hPa
(standard deviation). For the second contribution to the
dynamic pressure, this contribution to the dynamic pres-
sure can be written

2dP 5 au9 . (6)

Here, dP is the dynamic pressure due to the airflow u9
5 u 2 uav, where u is the wind speed and uav is the
average wind speed, and a is a constant that depends
on the roof structure and location of the anemometer.
To determine a, we calculated u9 and dP as the devi-
ations from 30-min averages of the measured wind
speed and pressure. This calculation was done for each
wind direction. The coefficient a at the upper site (Fig.
3) can be positive or negative because the upper-site
building had a complex roof structure. The error in a
to fit the observed dP and u9 in (6) is 1.44 3 1027 hPa.
For this estimate, the error was averaged over all wind
directions, with the weight for each wind direction given
by the occurrence frequency over the observation cam-
paign. The errors at the upper and lower sites are in-
cluded in the error evaluation shown later.

d. Correction for horizontal pressure gradients

The best sites available were separated by 1.9 km,
which is not ideal for measuring the vertical pressure

gradient because horizontal pressure gradients will be
mistaken for vertical gradients and, thus, will cause error
in the predicted hydrostatic temperature. However, ac-
cording to our analyses based on the altitude-corrected
data from the JMA measurement network (Fig. 1), the
horizontal gradient between sites P1 and P2 in Fig. 1
was usually about 1.7 3 1025 hPa, which is smaller than
the other factors that are described later. Therefore, the
horizontal gradient was neglected in this study.

e. Averaging period

The interval of each pressure measurement was 1 min
at the lower site and 10 s at the upper site, which were
much longer than the barometer response time. To en-
sure accuracy in (4), the pressure data must be time
averaged because the hydrostatic equation assumes no
vertical flow. Thus, the equation is more accurate when
averaged over a time in which the average vertical flow
is negligible. On the other hand, if the averaging period
is too long, the thermal structure of the atmosphere can
change during the measurement, which would compli-
cate the analysis. However, our analysis of the power
spectrum of the pressure at 10-s intervals indicated a
wide range of measurement durations that would give
suitable averages without averaging out meaningful
pressure trends. Thus, we decided to use 10-min aver-
ages. Based on the discussion above, the estimated hy-
drostatic temperature represents a 10-min average. This
is short enough to study the diurnal variation of air
temperature and also to study thermally heterogeneous
phenomena in an urban climate, for example, the tem-
perature changes observed when a sea breeze blows into
an urban area.

3. Error analysis

Based on our measurement and correction described
in the previous sections, the accuracy of the hydrostatic
temperature Thyd was evaluated as
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dT dT 0.608hyd y5 1 |dq |) ) ) )T T 1 1 0.608qhyd y

dTy 21ø 1 6.1 3 10 |dq | and (7)) )Ty

dT dP ddz ddPy ref5 1 1 . (8)) ) ) ) ) ) ) )T P dz dPy ref

Here, dX is the error of value X when X is T, P, z, or
q. Each systematic error is due to the absolute accuracy
of measurements and would result in a bias error of the
hydrostatic temperature. The random errors were ob-
tained as a standard deviation of the measured means.
The random errors produce fluctuations of the hydro-
static temperature:

dP 3.5ref 235 5 3.5 3 10 (systematic error) and (9)
P 1000ref

dP 1.1ref 235 5 1.1 3 10 (random error), (10)
P 1000ref

where dPref was estimated from (3) and the instrument
errors from the manufacturers;

23ddP 6.1 3 10
245 5 2.4 3 10 (systematic) and

dP 25

(11)
22ddP 3.2 3 10

235 5 1.2 3 10 (random), (12)
dP 25

where ddP was estimated from the results of cross cal-
ibration of two barometers and the dynamic pressure
correction (previously shown in the section 2c);

ddz 0.5
235 5 2.2 3 10 (systematic) and (13)

dz 228

ddz
5 0 (random), (14)

dz

where dz and ddz were determined from the building
construction drawings; and

24 21dq 5 1.3 3 10 kg kg (systematic) and (15)
25 21dq 5 2.5 3 10 kg kg (random), (16)

where dq was estimated from the instrument error. The
heterogeneity of humidity is not considered here; it de-
pends on the circumstance of the observation area. In
the circumstance of heavy heterogeneity in humidity,
like advection from sea, the error should be increased.
However, Thyd is 1 order less sensitive than the other
error factors as shown in (7). For example, in summer
time in Tokyo, Japan, sea-breeze advection could cause
1 g kg21 of variation in specific humidity, which cor-
responds to 10% of the absolute value. If dq increases
1 g kg21, the dThyd increases from 1.88 to 2.08C. As a
result, the total errors are

dThyd 235 5.9 3 10 (systematic) and (17)) )Thyd

dThyd 235 2.3 3 10 (random). (18)) )Thyd

When Thyd 5 300 K,

dT 5 1.8 (systematic) and (19)hyd

dT 5 0.7 (random). (20)hyd

Thus, the resulting hydrostatic temperature can have a
1.88C bias error and a 0.78C random error, which is less
accurate than measurements from typical thermometers.
However, improvements in barometer accuracy and dy-
namic pressure correction should increase the accuracy.

4. Size of the averaged area

How large an area does this hydrostatic temperature
represent? In physical terms, we expect that the repre-
sentative area should increase with an increase in the
vertical separation of the barometers. However, this ef-
fect is hard to predict quantitatively, and so we deter-
mined experimentally the detection range of the barom-
eter instead of the average area. In rainy conditions, the
density of air mass increases because of the weight of
the raindrops. The measured pressure gradient is the sum
of the weight of air and raindrops. Therefore, in rainy
conditions, the hydrostatic temperature obtained from
this increased pressure gradient is lower than the directly
measured air temperature. It is possible to determine the
detection range by analyzing the distribution of the rainy
areas around the observation sites. The difference due
to the raindrops was larger than that from the thermal
heterogeneity, which also contributes to the temperature
differences. This detection range should not change ac-
cording to the weather condition. Thus, we treat this
detection range as an average area of the hydrostatic
temperature on clear days.

Rainy areas were detected by radar and rain gauge
data in this study. We assumed that areas with radar
echo intensities of 20 dB or larger were raining areas.
There are two uncertainties with use of the radar. First,
the radar echo does not always coincide with rainy areas.
Second, to avoid ground clutter of radio waves, the radar
echoes used here were 2-km-high constant-altitude plan
position indicators (CAPPI), which were above the tar-
get air mass of the barometers. Disagreement between
the radar echo and the actual rainy areas was supple-
mented by simultaneous analysis of rain gauge data.
Figure 4 shows one example of radar echo distribution
on 24 August 1999. Figure 5 shows the evaluated hy-
drostatic temperature Thyd, the directly measured tem-
perature at the station O (in Fig. 1) TO, and the precip-
itation amount. The temperatures are shown in the form
of potential temperature. Three sets of precipitation data
are shown, and each is the average of two data points.
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FIG. 4. Radar echo distribution around the observation sites on 24 Aug 1999 from the CAPPI image at 2 km MSL.
The grayscale shows the radar echo intensity (dBZ ). The two diamonds mark the pressure measurement sites.

These groups of rain gauge stations were determined
according to the shape of the radar echo. As is shown
in both the radar echo and the precipitation, the raining
area moved from northwest toward the southeast, pass-
ing through the pressure measurement sites. The pre-
cipitation time series were consistent with the radar echo
distribution. The radar echo distribution at 1941 Japan

standard time (JST) in Fig. 4 shows no echo around the
barometers. This echo-free situation is consistent with
the smaller temperature difference between the hydro-
static and directly measured temperatures in Fig. 5. This
result suggests that the barometers could not detect the
rain area around them at 1941 JST. Therefore, the area
represented by the pressure measurements should be
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FIG. 5. Temperature time series during the rainy period on 24 Aug
1999. The hydrostatic temperature Thyd and the directly measured
temperature TO are plotted as potential temperatures. Precipitation
amount is shown on the right axis. Each precipitation curve is the
average of the two measurement points labeled in parentheses. Refer
to Fig. 1 for the locations of these measurement points.

TABLE 2. Range of detection for the hydrostatic temperature. The
range of detection could not be determined for a height difference
of 24 m.

dz (m) 24 123 228

Range of detection (std dev) (km) — 7.3 (0.7) 12.3 (1.7)

FIG. 6. Comparison between the hydrostatic temperature and the
directly measured temperature at two heights on the tower. All tem-
peratures are potential temperatures.

equal to or less than the echo-free area. A total of eight
cases were analyzed, and the resulting representative
area had a radius of 12.3 km around the barometers.
The number of cases is limited to only eight cases be-
cause we used the distance between the barometers and
the echo edge. To determine the detection range with
this method, we need an echo of adequate shape that is
isolated from the other echoes. The standard deviation
was 1.7 km. In this case, the representative area was
much larger than that of the direct measurement of tem-
perature (about 100 m or less) and was larger than the
scale of thermal heterogeneity.

To see how this representative area depends on the
vertical distance between two barometers, we used two
other sets of observations. These sets also used tall
buildings and continued for about 1 month. The barom-
eter height differences dz were 24 and 123 m. Table 2
shows that the averaged area is larger for greater height
differences. The range of detection could not be deter-
mined for a height difference of 24 m, because this
measurement resulted in an unrealistic value for the hy-
drostatic temperature. Therefore, a vertical distance lon-
ger than 24 m is needed, at least for the barometers we
used (i.e., pressure gradient accuracy of 0.016 hPa).

5. Evaluation of the hydrostatic temperature

In this section, we compare Thyd with the directly
measured air temperatures. This comparison is consis-
tent with our estimated accuracy and also indicates that
the hydrostatic temperature represents the temperature
of the air mass above the urban canopy.

These comparison temperatures were measured on a
333-m-high radio tower 6 km away from the pressure
measurement sites (Fig. 1). This 6-km distance is close

enough because the radius of the averaged area is 12.3
km. These air temperatures are routinely measured for
the Tokyo Metropolitan Bureau. Because the measured
hydrostatic temperature here is designed to represent the
air mass above the urban canopy (Fig. 2), we compared
the hydrostatic temperature with the tower air temper-
ature at 86 and 191 m MSL (Fig. 6). These heights are
64 and 169 m above ground level (AGL), respectively,
and the mean height of the buildings around the tower
is 10 m. The tower temperature at both heights can
represent the region above the urban canopy because 1)
they are above the roughness sublayer of the urban can-
opy and 2) the source area of the measured temperature
at 169 m AGL extends an average of 1000 m along the
wind direction, according to the estimation method in
Schmid (1994). The tower data were measured during
29 July–4 August 1999, which were all clear days. To
avoid a change of temperature caused by a change of
reference height, we transformed all of the temperatures
into the potential temperature. The two measures of tem-
perature agree within the estimated error of the hydro-
static temperature. Table 3 lists the averaged difference
(bias) and the rms difference. These values were cal-
culated from the data in Fig. 6. The rms differences are
less than or nearly equal to 0.78C, the calculated random
error of the hydrostatic temperature, whereas the biases
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TABLE 3. Difference (8C) between the hydrostatic temperature and
the directly measured temperature on the tower. The averaged dif-
ference (bias) and rms differences are shown. The statistics are cal-
culated on the potential temperature differences for fair-weather days
(29 Jul–4 Aug 1999). The heights are MSL, and the bias shows the
tower minus hydrostatic temperature.

Height (m) 86 125 191 227 272

Bias
Day
Night

0.08
0.66

20.48
0.42

20.63
0.38

20.50
0.56

20.55
0.37

Rms
Day
Night

0.47
0.89

0.66
0.73

0.76
0.70

0.67
0.82

0.70
0.69

FIG. 7. Temperature times series during fair-weather days (29 Jul–4 Aug 1999). All temperatures
are potential temperatures. The hydrostatic temperature and the direct measurements at 86 m and
the rooftop (average of three sites) are shown.

are much less than the calculated value of 1.88C. There-
fore, we conclude that our measurement of the hydro-
static temperature is justified.

On the other hand, near tower temperatures of 268C,
the hydrostatic temperature is generally lower than the
temperature at 86 m AGL (Fig. 6). In Table 3, both the
bias and rms at 64 m AGL at night are larger than those
of the daytime. This day-to-night difference is signifi-
cant in comparison with those of other heights. To clar-
ify this difference, we analyzed the diurnal variation.
Figure 7 shows the diurnal variation of the hydrostatic
temperatures, the tower air temperature at 86 m, and the
rooftop air temperature. The rooftop temperature is the
average of three sites around the tower. The hydrostatic
temperature is lower than that at 86 m at night, but it
is nearly equal to the rooftop air temperature. We found

that the hydrostatic temperature at night was lower than
the air temperature inside the urban canopy (not shown
here). The cool layer at roof level is likely due to the
radiation cooling on the roof surface. The temperature
inside the canopy remains high because there is less
radiational cooling at night. Although the roof-level
temperature is the average of only three sites, the data
indicate that the hydrostatic temperature is more influ-
enced by roof-level temperature than by those at other
heights. The cold layer with high density has more in-
fluence on the hydrostatic temperature than does the
warmer (lower density) layer, because the hydrostatic
temperature was acquired from the density of the air
mass (i.e., through the pressure gradient). Therefore, the
hydrostatic temperature might be greatly affected by this
cool, high-density layer at the roof level.

Now we address the horizontal representativeness of
the hydrostatic temperature. We compared the hydro-
static temperature and the directly measured air tem-
perature at surface observation sites. The directly mea-
sured temperatures are averaged according to their dis-
tance from the pressure measurement site,

1
T (r) 5 T (d) for d , r. (21)Oav in i

Here, Ti(d) is the directly measured temperature at dis-
tance d from the pressure measurement site (P1 in Fig.
1). Temperature Tav(r) is evaluated for r 5 4, 6, 8, 10,
. . . , 32, and 34 km. The interval of r is determined
with consideration of the measurement site density. The
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FIG. 8. Comparison of the hydrostatic temperature with the average
temperature Tav(r) from surface observation sites. The latter is av-
eraged over the sites within r 5 4 and 34 km of the pressure obser-
vation site. FIG. 9. (top) Number of temperature measurement sites within ra-

dius r of the pressure measurement site, and (bottom) the correlation
coefficient between the hydrostatic temperature and the average tem-
perature Tav(r) of these sites. The horizontal axis is the distance r
from the pressure measurement sites inside of which the temperatures
were used to calculate Tav(r).

data from a total of 34 surface sites were used. These
sites are routine observatories of the JMA and the Tokyo
Metropolitan Bureau. Some of them are located on
roofs, and others are at street level. Because the hydro-
static temperature was determined for the air mass above
the urban canopy layer, we do not expect absolute agree-
ment between the hydrostatic temperature and Tav(r).
However, we argue that the correlation between Thyd and
Tav is highest when the temperatures are measured with-
in the representative area. Mikami et al. (1999) showed
the air temperature distribution in Tokyo with more mea-
surement stations (1/10.5 km2) than that used here
(1/22 km2). Shimoyama (1996) also used more stations
(1/2.5 km2). Their isopleths showed the typical tem-
perature distribution of a concentric circle. Considering
the contour interval of their isopleths and the number
of stations in calculating Tav(r), the Tav(r) should be
representative of the area with the error of standard
deviation, which is 0.68C for d 5 12 km.

Figure 8 shows the correlation between the hydro-
static temperature and Tav(d) at d 5 4 and 34 km. Here,
Tav(d) is 1.08–2.08C higher than the hydrostatic tem-
perature but is approximately proportional to Thyd. The
coefficient of determination is R2 5 0.94 for 4 km and
0.96 for 34 km, which indicates good correlation. The
degree of scatter is roughly independent of temperature,
and the rms difference from the linear regression was
0.488C for 4 km and 0.478C for 34 km, which is less
than the estimated random error of 0.78C.

Figure 9 shows that the correlation coefficient has a
local maximum for 6 km , r , 16 km. This indicates
that the hydrostatic temperature is the representative
temperature for the surface area within 6–16 km of the
measurement site. In section 4, the representative area
was evaluated as having a radius of 12 km. The agree-

ment between these values is encouraging because they
were obtained independently.

We conclude that the hydrostatic temperature can ac-
curately represent the vertical and horizontal average of
the air mass. It agreed with the tower-measured air tem-
perature within the error range of the hydrostatic tem-
perature estimation, and its bias error was less than the
predicted error. This agreement was not as good at night,
although the discrepancy was likely caused by a radia-
tively cooled layer at the rooftop. In the horizontal, the
area in which the hydrostatic temperature correlated best
with the measured average temperature was for sites
within 6–16 km of the pressure measurements. There
are only 20 sites for 12-km scale, and the average of
these sites might miss the true area average for its sta-
tistical significance. Nevertheless, to the extent of this
site density, the hydrostatic temperature was shown to
be the mean air temperature in the horizontal within the
predicted error range.

6. Discussion

a. Comparison with the hypsometric equation

The mean virtual temperature can be calculated also
from the hypsometric equation (Wallace and Hobbs
1977):

R T pd y 1z 2 z 5 ln . (22)2 1 1 2g p2

Here, we denote this virtual temperature as Typsm,
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FIG. 10. Time series of hypsometric temperature during fair-weather days. The hydrostatic
temperature is also shown. Both temperatures are air temperatures, not potential temperatures.

g(z 2 z )2 1T 5 . (23)ypsm R ln(p /p )d 1 2

The difference between Ty in (4) and Typsm is the term
Pref/(p1 2 p2)in (4) and 1/ln(p1/p2) in (23). The latter
is the integration of the former. Therefore, the Ty is
calculated from the broad-layer gradient of pressure be-
tween the barometers. On the other hand, (23) calculates
Typsm from the integration of the local gradient. Another
difference is that the Ty is more robust for the error of
barometers than Typsm. The Ty depends on the relative
accuracy of two barometers, however, Typsm depends on
the absolute accuracy of each barometer. The accuracy
of the air temperature Tpsm that is calculated from the
hypsometric equation is evaluated as

dT ddz 1 dP dPpsm 1 25 1 1) ) ) ) ) 1 2)T dz ln(P /P ) P Ppsm 1 2 1 2

211 6.1 3 10 |dq |. (24)

We evaluate dP1 and dP2 as 0.1 hPa for the systematic
error based on the manufacturer’s report. The random
error was obtained as a standard deviation of the mea-
sured means, 3.16 3 1022 hPa. Thus,

dTpsm 225 1.0 3 10 (systematic) and (25)) )Tpsm

dTpsm 235 2.54 3 10 (random). (26)) )Tpsm

When Tpsm 5 300 K,

dT 5 3.1 (systematic) and (27)psm

dT 5 0.8 (random). (28)psm

The systematic error is 1.7 times that of the hydrostatic
temperature (Thyd) shown in (19). The pressure differ-
ence for the two barometers was carefully calibrated in
this study; therefore, the Thyd is more accurate than Tpsm.
Figure 10 shows the diurnal variation of the Tpsm and
the Thyd. Because of the larger random error, the Tpsm

fluctuation is considerable. A difference at nighttime,
which is within the range of systematic error, might be
caused by the cooled layer at the roof level, as shown
in section 5.

b. Error factors

Among the error factors in (9)–(16), Pref is the largest.
For the absolute pressure measurements, the dynamic
pressure correction was the greatest source of error. This
dynamic pressure is caused by 3D airflow around the
barometer that will vary from site to site, depending on
the complex airflow around the nearby buildings. There-
fore, to obtain an accurate hydrostatic temperature, one
has to determine the airflow and dynamic pressure in
the urban canyon around the barometer. Progress in the
dynamic pressure correction would make it possible to
evaluate the hydrostatic temperature of urban canopy
layer. At present, a large source of systematic error is
the height measurement [(13)]. The GPS survey tech-
nique or a laser range meter would reduce this error, for
example, if the height was known to within 10 cm, for
our case with dz 5 228 m, then this source of error
would be negligible.
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c. Comparison of the hydrostatic temperature with
the other normal measurements

Here we compare the hydrostatic temperature with
the four methods of measuring the representative tem-
perature measurement that we mentioned in the intro-
duction. As compared with taking the average of many
measurement points whose thermal environments are
standardized, the hydrostatic temperature has the ad-
vantage of requiring fewer measurement points. Putting
the thermometers on a tower is a promising method.
The source area of air temperature measured at 250 m
AGL on the tower was 2.5 km or less, a value that
depends on the tower height and meteorological con-
ditions. This area is smaller than that of the hydrostatic
temperature (12.3 km), with a vertical separation of
228 m. Acoustic tomography is another measurement
method of area-averaged temperature (Gerd et al. 2002;
Funakoshi et al. 2000). This method uses the travel time
of sound to determine the temperature averaged along
the sound path rather than the 3D air mass of the hy-
drostatic temperature.

7. Conclusions

The representativeness of the measured ground air
temperature is a big uncertainty in studies of urban heat
islands. Air temperatures in urban areas vary widely
with the measurement point, and can be as much as the
temperature difference between the urban and surround-
ing rural areas. We have argued that area-averaged tem-
peratures based on the hydrostatic equation and the ver-
tical pressure gradient can accurately represent the tem-
perature of the urban air mass. In this method, one mea-
sures the pressure at two altitudes, and the inferred
hydrostatic temperature is the average air temperature
of the air mass between the barometers.

We compared the hydrostatic temperature to direct
measures of temperature. To make this comparison, we
installed barometers on two buildings with different
heights and continually measured the pressures for about
1 month for each of three datasets. The hydrostatic tem-
perature was shown to be an average of the air mass.
For the 228-m vertical separation, Thyd deviated from
the directly measured temperature when rain fell within
12.3 6 1.7 km of the pressure measurements, which
provides a range of the representative temperature. This
distance agreed with the higher correlation between Thyd

and the directly measured temperatures when the latter
were within 6–16 km of the pressure measurements. For
the 123-m separation, this deviation of Thyd from the
directly measured temperature was significant only
when rain was within 7.3 6 0.7 km of the pressure
measurements. Thus, the two independent measures of
representative area were consistent, and this area de-
creased when the barometers were closer together (from
12.3 to 7.3 km). When the vertical separation was 123
or 228 m, the size of representative area was 7.3 or 12.3

km, respectively, which is much larger than that of the
direct measurement (about 100 m or less in the urban
canopy layer, or about 1 km or less for the tower ther-
mometer).

The error analysis showed that the hydrostatic tem-
perature can be estimated with a systematic error of
1.88C and a random error of 0.78C when the barometers
were separated vertically by 228 m. The errors are small-
er than those of the other pressure-derived air temper-
ature that is calculated from the hypsometric equation.
The hydrostatic temperature was measured to be closer
to the area average of the directly measured temperature
than the predicted error. Nevertheless, the systematic
and random errors should be reduced for studies of ur-
ban climate. Because the largest error is from the pres-
sure measurement, particularly from the dynamic pres-
sure, more accurate estimates of the hydrostatic tem-
perature should reduce the uncertainties caused by the
dynamic pressure.

Improvement of pressure measurement techniques
would make this hydrostatic temperature valuable in
thermally heterogeneous urban areas where determining
the representative temperature is problematic, because
this method has a wide representative area.
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