
Abstract zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
Handoff is the procedure by which a user’s radio link is transferred between radio ports in the network without an interruption of the user 
connection. In this article, we discuss how a wireless asynchronous transfer mode (ATM) network may reroute a user connection during a 
handoff. The authors propose a novel procedure called “Nearest Common Node Rerouting (NCNR).” NCNR is designed to perform the 
rerouting of user connections due to a handoff event in a fast and efficient manner. The authors conclude by comparing NCNR to other 

rerouting schemes discussed in the literature. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
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he rise of wireless communica- 
tions paired with the rapid developments in aTynchronous 
transfer mode (ATM) networking technology signals the start 
of a new era in telecommunications In this era the users will 
not only need higher bandwidth, they will also demand mobil- 
ity. A typical future wireless user may be carrying a handheld 
computer with audio and video conferencing capabilities and 
may demand high-speed data communication on the order of 
10 Mb/s or  higher zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA[l] A wireless ATM network, which is 
designed to provide high-speed isochronous and asynchronous 
communications for wireless users, is a good match for these 
demands zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA[ 1-31, 

In a network where users are mobile, handoff becomes an 
important function of the network Handoff is implemented 
by the network to give the users freedom of motion beyond a 
limited wireless coverage area while they are communicating. 
This may be contrasted to a cordless phone where users are 
mobile only within a limited coverage area The zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAhandoff is the 
procedure by which a user’s radio link is transferred from one 
radio port to another through the network without an inter- 
ruption of the user connection [4] In this article we first sum- 
marize the handoff procedure in the wireless ATM network, 
we then propose a novel procedure (Nearest Common Node 
Rerouting or NCNR) for rerouting connections in the wireless 
ATM network to support a handoff event We will conclude 
by comparing the proposed handoff scheme to the existing 
schemes in the  l i terature alnd discussing the benefits of 
NCNR [3, 5-71 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

Han dof f  Procedure 
he handoff procedure is performed to ensure the integri- 
ty of a radio connection and to minimize interference to 
the users in the coverage area of neighboring cells [4, 81. 

The wireless ATM network consists of radio ports, user termi- 
nals, and network interface equipment [2, 91. A user terminal 
might have a few simultaneous connections in the wireless 
ATM network. When a handoff occurs these connections may 
need to be rerouted. In this article, we assume that a group of 
radio ports is connected to the same wireless ATM network 
interface equipment. This collection of ports is called a zone 
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[2 ] .  The zone architecture is illustrated in Fig. 1. The zone is 
managed by the zone manager process. There are two levels in 
a handoff event: network and radio. The radio-level handoff is 
the actual transfer of the radio link between two ports; the 
network-level handoff supports the radio-level handoff by per- 
forming rerouting and buffering. The radio-level handoff 
determines some of the procedures used in network-level 
handoff, as shall be seen later. We also assume that the zone 
managers have some knowledge about the neighboring zones, 
and the network addresses of neighboring zones are stored in 
a local lookup table which is updated periodically by means of 
an update protocol. We refer to  the user communication 
device as the user terminal and the termination point for the 
user connection as the endpoint. 

The wireless ATM network architecture used in this article 
is discussed in detail in 12, 91. Specifically, in [9] the authors 
have presented the methods by which a handoff transaction 
may be implemented in a wireless ATM network using either 
the current ATM signaling protocols [lo] or a migratory wire- 
less ATM signaling protocol; therefore, we limit our scope in 
this article to the rerouting of wireless ATM connections, 
which is a crucial part of the handoff procedure. 

We also assume that these zones are interconnected by 
wirclcss ATM network switching nodes. Based on the “zone” 
concept, a few different situations for rerouting inay be inves- 
tigated: zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

A Handoff within a Zone (Intrazone Handoff) 
In the intrazone handoff the user is moving within the zone. 
The only rerouting performed in this case is in the wireless 
ATM network interface equipment within the zone. Specifi- 
cally, the zone manager is responsible for the correct update 
of ATM virtual circuit translation tables within the zone [2, 91; 
however, this type of rerouting does not require wide-area 
ATM network switching; hence, it will not be discussed any 
further. 

A Handoff between Two Zones (Interzone Handof0 
Thc interzone handoff occurs when the radio ports involved in 
the handoff belong to different zones. In this case the rerout- 
ing involves the wireless ATM network. An interzone handoff 
might require rerouting at one or more wireless ATM switch- 
es, depending on the location of handoff and topology of the 
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network. This type of rerouting 
will be discussed in the next sec- 
tion. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

Rerouting zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAfor 
In te rzo n e Hand o zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAff 

he rerouting for an inter- 
zone handoff involves one zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAT o r  more wireless ATM 

switches. In this section we pro- 
pose a novel interzone handoff 
procedure,  Nearest  Common 
Node Rerout ing (NCNR) .  
NCNR attempts to perform the zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAW Figure 1. A zone in the wireless ATM network. W Figure 2. Depiction of nearest common node. 

rerouting for zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAa handiff at the closest ATM network node that 
is common to both zones involved in the handoff transaction. 
The term “common” is used to denote a network node that is 
hierarchically above both of the zones in question or a parent 
of both zones in the network topology tree (Fig. 2). 

NCNR minimizes the resources required for rerouting and 
conserves network bandwidth by eliminating unnecessary con- 
nections (discussed later). As mentioned previously, the users 
of  the wireless ATM network may subscribe to services rang- 
ing from time-sensitive traffic types (audio, video) to through- 
put-dependent traffic typcs (data, file transfers, World Wide 
Web accesses). We note that the traffic type of the connection 
involved in the handoff is known by the zone managers. The 
two kinds of traffic types impose different constraints on the 
network and the handoff process. For example, time-sensitive 
voice traffic will not be easy to buffer due to a constant cell 
generation rate and strict time delay constraints; however, it 
can tolerate occasional loss of cells. On the other hand, data 
traffic will not tolerate cell loss, but may tolerate delays on 
the order of a few hundred milliseconds. The NCNR proce- 
dure for time-sensitive and throughput-dependent traffic will 
hence be different. We also note that, occasionally, a handoff 
will be attempted without any warning due to severe fading in 
the radio environment. In such a case, the upper-layer proto- 
cols will be responsible for recovery of uscr connection and 
lost cells. This case is analogous to cell loss in the fixed ATM 
network due to severe congestion and should be treated in a 
similar manner [ 101. 

Note also that due to the nature of the fixed network, the zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

E Figure 4. Case 24 in a hierarchical network. 

H Figure 3. Case 2A in ap’at network. 

transmission delay and latency of the links from the nearest 
common node (NCN) to the zones involved in the handoff are 
assumed to be negligible compared to the radio transmission 
medium. In this section we first explain the NCNR procedure 
for time (delay)-sensitive traffic. We will then conclude by 
explaining the NCNR procedure for throughput-dependent 
traffic based on the NCNF: for time-sensitive traffic. 

NCNR for Time-Sensitive 
Traffic (N CN R-TS) 

The NCNR for time-sensitive traffic is performed as follows: 
l . A  handoff session between zones A and B is started.] Let B 

bc the candidate zone for the handoff and A be the present 
zone. 

2. The zone manager of A first checks to see if a direct physi- 
cal link (not involving any other network nodes) between A 
and B exists. There are two possible cases if this condition 
is satisfied: 
If A is a parent2 of B, then A notifies B and the new con- 
nection is established without any further network involve- 
ment. This case is illuctrated in Figs. 3 and 4. After the 

There might he various radio jystem reasons why the handofis neces- 
sury, but we are primarily concerned with the fact that there zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAis an interzone 
handoff event occuwing. See [SI  for details on the handoffprocedure. 

The parent is determined by means of either the network topology in U 

hierarchical network or closeness in terms of hops to the endpoint. The 
endpoint is defined as the termi.rzatingpoint for the user connection in the 
network. 
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connection is established, A acts an anchor3 for the con- 
nection. Until the stability of the handoff4 is established, 
both A and B act as network connection points for the user 
connection. This process is explained in detail in step 6 of 
this procedure. Once the radio-level handoff is completed, 
A acts only as a wireless ATM switch in the connection 
path. 
If B is a parent of A, then A sends a message to B relaying 
the handoff request. B then acts as an anchor for the hand- 
off procedure. Until the stability of the handoff is estab- 
lished, both zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAA and B may be used for information transfer 
from/to the terminal to/from the network (see step 6 of this 
procedure). Once the handoff is stable, B deletes the user 
connection from itself to A. The rerouting is thus complet- 
ed. This case is illustrated in Figs. 5 and 6. 

3.If A and B are  not connected by a direct physical link, 
then the zone manager of A (ZMA) contacts the endpoint 
for the user connection by sending a zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAhando f f  start mes- 
sage.5 The  handoff s tar tb  message contains the  ATM 
addresses of zones A and B and the endpoint for the user 
connection. 

4. The handoff start message traverses the network from A to 
the endpoint for the user connection. Upon receiving this 
message, the network switching nodes on this path check to 
see whether all three ATM addresses are routed on differ- 
ent egress ports of the switch (Fig. 2). When such a node is 
found it is designated as the NCN. The NCN sets the NCN 
bit in the handoff start message. The rest of the switches on 
this path do not perform the egress port test.7 
The NCN then forwards a reroute message to  all of the 
switches located between B and itself. The nodes that 
receive the reroute message first check for resource avail- 
ability; if the resources required by the connection are 
available, the necessary connections are established and cir- 
cuit translation tables are set up. If the resources are not 
available, the handoff attempt fails and the involved parties 
are notified. 
When the reroute message is received by B ,  a reroute 
acknowledgment message is sent from B to A. This message 
completes the rerouting process. The radio-level handoff is 
attempted at this point by employing the procedures dis- 
cussed in [2, 91. As the radio-level handoff is started, the 
NCN starts to forward the user information to both A and 
B in a point-to-multipoint manner. This multiparty connec- 
tion is necessary until the radio-level handoff is stabilized. 
The radio-level handoff may extend beyond one radio burst 
in most radio systems as the user terminal tries to select the 

The word anchor is comnzonly used to refer to a networkpoint that the 
user connection is forwarded through to the candidate zone until the 
handoqff is completed. 

The stabiliQ o f  the handoff is used in reference to the radio link transfer 
which may take longer than one burst during a handoff event. During this 
period, the user ternzinal may use both network points for information 
transfer. 

If there are more than one connection for one user, then this procedure is 
applied to all of the connections. 

The signaling messages will be denoted by bold lettering in the text, 

7Anotherpossible inzplementation will be to not foiward this message 
after the NCN zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAis found. Both are equally viable options. By forwarding the 
message to the endpoint we allow the user applications to adjust to the 
hand? zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAqff process. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

Figure zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA5 .  Case 2B in a f lat network. 

optimal link. Especially when a user is in a fading environ- 
ment, a small motion of the terminal may cause the radio 
link to switch back and forth between the two radio ports 
involved in the handoff; hence, a point-to-multipoint link 
from the NCN to both A and B ensures the timely delivery 
of time-sensitive information. We note here that the user 
information may be discarded at the zone which is not in 
contact with the user terminal and transmitted from the 
zone which is in contact with the terminal. This zone is the 
zone that is currently receiving the uplink transmission 
from the portable. If a zone has not received an uplink 
transmission from the portable in a given radio transmis- 
sion frame, it must assume it is not active for  the next 
downlink radio transmission per iod (see [4, 8, 91 for  
details on the handoff procedure). In the uplink direc- 
tion, the information may be transmitted through either 
zone involved in the handoff8 and correctly routed to the 
endpoint by the NCN. Occasionally, the  portable may 
receive duplicate information; since we are discussing time- 
sensitive traffic, the duplicate information may be deter- 
mined by the time sequence information and discarded 
accordingly.9 

7. If the radio-level handoff is successful,1° the connection 
between A and the NCN is cleared by A by sending a clear 
connection message to the NCN. After the handoff is com- 
pleted, any buffered time-sensitive data that has not expired 
will be transmitted to the current zone associated with the 
portable; expired data are discarded at the zones. For time- 
sensitive traffic, recovery of lost data may only be possible 
by interpolation of information, which is beyond the scope 
of this article. 

I fa  soft handoflscheme such us in code division multiple access 
( C D M )  is being employed, where the uplink information is being received 
simultaneously by two radio ports, then the NCN may be responsible for 
combining and sequencing the uplink information. 

9 The A TM transmission and sequeneingprotocols for transmission of 
time-sensitive traffic are being discussed in the ATM Forum as of now; 
hence, we will not go into specifics zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAof transmission of time-sensitive trafic. 

I n  The radio-level handoff is successful only when the stability ofthe new 
radio link is established. The determination of the stability of the new link 
is beyond the scope of this article. 
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NCNR for Throughput- Dependenl 
Traffic [NCNR-TD) zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

NCNR for throughput-dependent traffic is very similar to the 
procedure employed for time-sensitive traffic. Throughput- 
dependent traffic is not sensitive to small (on the order of few 
hundred milliseconds) delays; however, the loss of informa- 
tion is not tolerated by this traffic type. A typical example of 
this traffic type is file transfers. We can take advantage of the 
delay-tolerant nature of this traffic in the rerouting process. 
The NCNR for throughput-dependent traffic differs from the 
procedure for NCNR-TS as follows: 
1.As the radio-level handoff is started, the downlink user 

information is buffered at both A and B. No user informa- 
tion is transmitted in the downlink direction until the radio- 
level handoff is completed. Once the radio-level handoff is 
completed, the information is transmitted in a first-in first- 
out (FIFO) manner. 

2. If A’s buffer is non-empty before the handoff is started, 
then A s  buffer is transmitted to the user terminal if possi- 
ble; otherwise, these data are transmitted to B and go in 
front of all other cells buffered for transmission. This pre- 
serves the cell sequence. 

3. In the uplink direction, before the radio level handoff is 
started the traffic is transmitted through A if possible; oth- 
erwise, it is buffered at the terminal. As the radio-level 
handoff is started, the user terminal starts buffering the 
user information. Once the handoff is stabil ized the 
buffered information is transmitted. 
These differences ensure the integrity of user data as well 

as the cell sequence. The cell sequence aspects of rerouting 
are discussed in the next section. 

We also note here that multiple connections may be 
rerouted in the network using the virtual path concept. By 
assigning a virtual path identifier for connections between a 
user and multiple endpoints, and performing the rerouting on 
the virtual path instead of on a virtual circuit basis, an effi- 
cient rerouting of multiple connections may be achieved. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

Preserving the Cell 
Sequence in N C N R  

n any ATM network, the cell sequence of individual ATM 
cells must be preserved for correct reassembly of encapsu- I lated user information [lo]. Therefore, during a handoff, 

the preservation of cell sequence is a primary concern of the 
network. In a handoff transaction, there are two parties 
involved: the handoff terminal (HT) and the endpoint. For 
time-sensitive information the cell sequence in NCNR is pre- 
served due to the fact that the cells in the connection stream 
are duplicated at the NCN and transmitted to both zones 
involved in the handoff. The transmission delay in the net- 
work compared to the time separation of the radio bursts is 
negligible; hence, the cells arrive at approximately the same 
time at both zones. The zone that is currently active with the 
HT transmits the cell, and the other zone discards it. This 
reduces the number of active paths td one in the downlink 
direction, thereby preserving the cell sequence. In the uplink 
direction, data from only one zone are forwarded to the end- 
point by the NCN. This preserves the cell sequence. As a side- 
note, if a soft handoff scheme is being used where the uplink 
direction data is received by two zones simultaneously, then 
NCN will be responsible for combining the two streams into 
one. Techniques for soft handoff are beyond the scope of this 
article. 

For throughput-dependent traffic (World Wide Web, file zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

W zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAFigure 6. Case 2B in a hierarchical network. 

transfers, telnet sessions:), it was previously mentioned that 
during a handoff the involved zone managers start buffering 
information from the start of radio-level handoff to the com- 
pletion (succcssful or unsuccessful). Also note that until the 
radio-level handoff is started, the user connection is assumed 
to be active and all incoming cells are transmitted to the HT  
through the previous port. If that is not possible, the cells are 
forwarded to the candida.te port through the NCN for later 
transmission. In the revers,e direction, the HT buffers the user 
information as soon as the radio handoff is initiated. The cells 
that are in transmission in the network from the HT  to the 
endpoint are delivered normally. 

By employing the procedure discussed above for through- 
put-dependent traffic, the cell sequence during the rerouting 
of a user connection due to a handoff attempt is preserved. 
The cell sequence is preserved because of the fact that at any 
given time during a handoff, there is only one active path 
between the two parties involved in the connection. Since 
there is only one active path at any given time, all the cells 
transmitted through the network take this path and arrive in 
sequence to their destination. 

Occasionally, cell sequence will be broken in the wirclcss 
ATM network. Recovery from such sequencing errors is the 
responsibility of upper-layer protocols, such as the ATM 
adaptation layer (AAL) and sometimes the user application 
layer. For data traffic, recovery may be attempted by rctrans- 
mission; howcver, for timc-sensitive traffic the sequcnce error 
may need to be corrected by voice or video interpolation tcch- 
niques. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

A Comparison of 
Exis ring Rerouting Schemes 
for Wireless ATM Networks 

CNR enhances the current ATM signaling protocols by 
adding support for rerouting an active connection. In N the current vcrsion of ATM signaling protocols there is 

no provision for rerouting a connection once i t  is established 
[lo]. By using NCNR, multiple connections between a mobile 
portable and endpoints may be rerouted seamlessly, without 
re-establishing connections, while the handoff procedure is 
being performed. In this section we compare NCNR with 
some other rerouting for handoff schemes proposed for wire- 
less ATM networks. Thesc will be referred to as Yuan-Biswas 
[3 ] ,  BAHAMA [ 5 ] ,  virtual connection tree (VCT) [7] ,  source 
routing mobile circuit (SR.MC) 161, and Toh [ll]. We will first 
explain these handoff schemes, then compare them to the 
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he BAHAMA U N  uses the virtual zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
VCT, the network establivhes a new t ree sur- path indicator zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAof the ATM cell header for  routing. This 

simplifies the rerouting since all that needs to be changed 
in the cell header is the virtual path indicator provided that 

rounding the mobile. 

Source Routing Circuit Rerouting 
the virtual connection indicator is available at the new The SRMC rerouting approach is an improve- 
radio port. 

NCNR proposed in this article. Finally, a numerical compari- 
son of these handoff schemes will be presented. 

Yuan zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA- Bis was Rem u ting Sch eme 
In this wireless ATM handoff scheme the rerouting of connec- 
tions for handoff is based on the rerouting of connections at 
designated handoff switching equipment (HOS). The handoff 
procedure describcd in [3] does not specify how the HOS is 
determined. The example in that text uses the initial wireless 
ATM switch as the HOS, which in turn is very similar to cell 
forwarding. It is assumed that the base stations in the wireless 
ATM network are interconnected by permanent virtual cir- 
cuits. A handoff between two ports (or base stations) attached 
to the same wireless ATM switch is handled by just updating 
translations tables in one switch. A handoff between two ports 
attached to different ATM switches is handled by forwarding 
the ATM cells destined for the user terminal to the user's new 
ATM switch. This new add-on connection is established 
before handoff is completed. The cell sequence is preserved 
since the first switch acts as a handoff server (switch). 

BAHAMA Rerouting Scheme 
for a Wireless ATM LAN 

The BAHAMA handoff scheme is proposed for a wireless 
ATM local area network (LAN). The BAHAMA architecture 
consists of a flat network of radio ports (base stations) and 
user terminals. The radio ports are interconnected with ATM 
links. The BAHAMA architecture is also based on forwarding 
of cells after a successful handoff. The initial radio port acts 
as an anchor (forwarding switch) for the handoff connection 
and forwards the user cells to the new radio port. After the 
handoff is completed, the initial radio port migrates the user 
connection to an optimal route in the network provided that 
the portable stays within the coverage area of the new radio 
port for an extended period of time. Since the cells are always 
routed through the initial switch during handoff, the cell 
sequence is preserved. The BAHAMA LAN uses the virtual 
path indicator of the ATM cell header for routing. This sim- 
plifies the rerouting since all that needs to be changed in the 
cell header is the virtual path indicator provided that the vir- 
tual connection indicator is available at the new radio port. 

VCT: Virtual-Connection-Tree-Based 
Rerouting Algorithm 

In the VCT handoff algorithm the concept of a virtual con- 
nection tree is utilized. A virtual connection tree is formed by 
a root node that is attached to thc backbone ATM network. 
The nodes connected to that root node form the tree struc- 
ture. When a mobile terminal establishes a wireless ATM con- 
nection, a connection tree is formed from the root node to 
the leaves in the tree effectively producing a point-to-multi- 
point connection; however, the mobile terminal is utilizing 
only one leaf node at a time, whereas the rest of the multi- 
point connection is not utilizcd. When the mobile moves with- 
in the  t ree,  a new leaf node becomes active, and the  
connection is continued using one of the pre-established cir- 
cuits. When a mobile steps out of the coverage area of the 

nient of VCT rerouting.-In this approach the 
rerouting functions are distributed over time. The 
SRMC approach uses the concept of a tethered 

point (TP) to serve as the root in the connection tree for 
handoff. When a connection is first being established, all 
potential network routes from the T P  to the leaves due to  
possible handoff attempts are recognized by the network, and 
these connections are pre-established. Unlike the VCT algo- 
rithm, no resources are reserved. Once the handoff is initiat- 
ed, only the resources for the active handoff connection are 
reserved. After the completion of the handoff, the TP may be 
migrated and new possible network routes are determined. 
The differences between SRMC and NCNR will be discussed 
later. The reader is referred to [6] for details on this scheme. 

Comparison of NCNR with the Yuan-Biswas and 
BAHAMA Handoff Algorithms 

In this section we compare NCNR with the Yuan-Biswas and 
BAHAMA rerouting schemes that  may be  employed for 
handoff in the wireless ATM network. The first point of inter- 
est is the cell-forwarding aspect." The main reason for the 
use of cell forwarding in the network is the ease of cell rese- 
quencing. When the ATM switch associated with the previous 
port acts as an anchor for the rerouting, all the cells still go 
through the previously established path in the network before 
traversing the new add-on section established because of a 
handoff. This guarantees the preservation of cell sequence 
and also means that either the anchor ATM switch [5] (the 
handoff switch [ 3 ] )  or the new ATM switch might need to 
buffer some of the cells before the handoff is successfully 
completed. For only one user this might not be a significant 
administrative load; however, the simulations in [9] predict 
handoff rates of 10 or more handoffs per second in a cellular 
environment. In such a scenario the buffering of cells due to 
handoff may become a burden to the network. In NCNR the 
buffering is mostly performed for throughput-dependent traf- 
fic and only when the radio level handoff is being performed. 
Moreover, for time-sensitive traffic, buffering is not feasible, 
and the Yuan-Biswas and BAHAMA rerouting schemes do 
not allow for supporting a user connection through two radio 
ports while the handoff stabilizes. This may ultimately cause a 
problem for time-sensitive traffic streams. 

Another problem with the cell-forwarding model is that it 
inherently assumes a flat (or ring) network model where all 
neighboring ATM switches (or zones) will have direct connec- 
tions in between. The reason for this assumption is that in a 
flat network cell forwarding does indeed minimize the number 
of ATM switches involved in a handoff. However, in a hierar- 
chically organized network, cell-forwarding-based rerouting 
automatically involves the nodes referred to as the NCNs in 
this article (Fig. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA2) .  Once the NCN is involved in cell forward- 
ing, it is more advantageous to use the NCNR scheme pro- 
posed herein. This is primarily because of two points: 
1. When the NCN is involved in the handoff, the network 

bandwidth is actually minimized when the connection is 
simply rerouted to the new ATM switch (zone) of the wire- 

I' The YUAN scheme has provisions for dynamic rerouting of connections 
that are similar to NCNR; however, presently the details on the dynamic 
rerouting are not available. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
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t remains to be determined whether zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
less network. This prevents the waste of band- N C N R  or S M C  will have the best perjormance in terms zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAof 
width for the portion of the forwarding con- 

ATM switch (zone).l2 

speed of handoff However; in terms of eficiency we believe 
that N C N R  zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAwill indeed o u t p e f b m  S M C  for the reasons 

nection betwccn the NCN and the previous 

2. Utilization of NCNR means that the data for 
all the connections involvcd in the handoff are 

stated in this section. 
buffered at the zones (see the third section). 
Buffering of data is hence performed at the 
edge of the network, requiring no intervention from ATM 
switching equipment.l3 NCNR also preserves cell sequence, 
as explained in the fourth section. 
Another possible problem with cell forwarding is the fact 

that for a fast-moving user in a system that has small radio 
coverage areas, there will be a network trail left behind the 
user consisting of cell forwarding among multiple zones. The 
NCNR always performs the rerouting at the NCN, thereby 
minimizing the amount of bandwidth used and the amount of 
rerouting. 

The BAHAMA scheme uses virtual path indicators of the 
ATM cell headcr for routing purposes in the wireless LAN. 
This approach, while suitable for a LAN, will not scale well 
for a wider-area network. The NCNR is developed with wide 
area networks (WANs) in mind, and does not have such a 
problem. 

Comparison o f  NCNR with the 
VCT-Based Handoff Algorithm 

In this section we compare NCNR to the VCT-based handoff 
proposed in zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA[7]. VCT-based handoff is similar to NCNR. 
There are three Drimarv differences: 

NCNR takesthe concept proposed by VCT one step fur- 
thcr by deleting the need for multiple virtual circuits to be 
reserved at a given time to support a single connection. The 
zone concept utilized in this article is effectively equivalent 
to the connection tree concept given in [7]. The zone man- 
ager node is the root, the radio ports attached to the zone 
manager node the leaves. Since the radio ports and the 
zone manager maintain constant communication there is no 
need for multiple virtual circuits [2]. 
NCNR guarantees the preservation of cell sequence. VCT- 
based handoff does not implement cell sequence preserva- 
tion. The mobile is responsible for cell sequencing. 
NCNR recognizes the differing constraints associated with 
time-sensitive and throughput-dcpendent traffic types and 
implements the handoff procedure to accommodate both 
types of traffic in an efficient manner. VCT-based routing, 
described in [7], does not address this issue. 
Because of these reasons, NCNR may be superior to VCT- 

based handoff. 

Comporison of NCNR with the SRMC Algorithm 
The SRMC algorithm improves the VCT handoff algorithm 
by addressing most of the concerns expressed in the previous 
sections. Thc SRMC does not rcserve bandwidth in the con- 
nection tree until the actual rerouting is performed. This 
clearly is an advantage over the VCT algorithm. When com- 
pared to thc NCNR, however, wc can still point out thcse 
unaddressed issues: 

l 2  The BAHAMA scheme allows for reoFanizing a connection based on 
cell fomardirig once the user becomes stationary within the coverage area 
of a rudio port. 

‘3 Note here that the radio controller equipment may coexist with the 
switching equipment. 

SRMC, by predetermining all possible handoff paths from 
a root node, attempts to avoid the actual connection estab- 
lishment during hando’ff. It does not, however, avoid the 
resource allocation that must be performed before the actu- 
al rerouting is completed. This resource allocation process 
involves sending a message from the root node (TP) in the 
connection tree to all the nodes on the active path. There 
are also messages sent from the leaf node to the root node 
to notify the TP of an ongoing handoff attempt. In summa- 
ry, a pair of mcssages are sent for notification and for 
resource allocation frorn one side of the connection tree to 
the other. Since the root node has to be involved in all 
handoff attempts, even an attempt between neighboring 
nodes is managed through the root node. When we com- 
pare this with NCNR we see that the worst case in NCNR 
degenerates to the SRMC algorithm in terms of the num- 
ber of messages sent between the NCN and nodes involved 
in the handoff. When thie nodes involved in the handoff are 
neighbors, the NCNR outperforms the SRMC since the 
messages go up only one level in the hierarchy. Therefore, 
in terms of the number zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAof messages sent between the nodes 
in the network hierarchy, NCNR is at worst comparable to, 
and for neighbors better than, SRMC. 
SRMC uses the centralized intelligent network (IN) concept 
for predetermining the possible routes that may be involved 
in a handoff. When a mer does not perform a handoff, all 
the overhead of calculaiing these possible routes is wasted. 
It is also not clear whether the most resource-intensive part 
of a handoff rerouting is resource allocation or finding a 
possible route for rerouting. NCNR, on the other hand, is a 
fully distributed algorithm. It performs the work only when 
it is necessary, avoiding ,wasted computational overhead. 
SRMC does not address the constraints associated with dif- 
ferent traffic types (see the previous discussion). 
SRMC inherently assumes a hierarchical topology. The 
scheme is not effective iin a flat network. 
It remains to be determined whether NCNR or SRMC will 

have the best performance in terms of speed of handoff. How- 
ever, in terms of efficiency we believe that NCNR will indeed 
outperform SRMC for the reasons stated in this section. 

Other Related Work: Toh ’s Hybrid 
Hand o ver Pro toco 1 

In addition to the rerouting for handoff algorithms, the 
“hybrid handover” scheme has been proposed in [ll] for a 
wireless LAN environment. This scheme is similar to the 
scheme discussed in this article, but it is implemented for a 
wirelcss LAN. This scheme has been implcmented using the 
Cambridge Fairisle ATM Switch in a LAN environment, and 
the results in terms of handoff rerouting rates that may be 
accommodated in a LAN environment are certainly encourag- 
ing. There are two main differences between the hybrid han- 
dover scheme and NCNR: 

NCNR is proposed for a wireless WAN and works with cur- 
rent ATM signaling spe’cifications using the overlay signal- 
ing proposed in [9]. 
NCNR does not require any buffering to be performed in 
the network switching nodes. The buffering of data during a 
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Table zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA1 .  zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAComparing rerouting algorithms. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
handoff is performed at the zones for throughput-depen- 
dent information only, avoiding a buffer management prob- 
lem as mentioned in the previous sections. Buffering cannot 
be used for time-sensitive information, as noted earlier. 

e NCNR provides support for different types of traffic, and 
provides point-to-multipoint support for handling time-sen- 
sitive traffic streams in a handoff event. No distinction of dif- 
ferent traffic types is made in the hybrid handover procedure. 

Numerical Comparison zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAof  Reroufing AIgorifhms 
Quantifying network management algorithms presents a chal- 
lenge. There are two possible approaches. One approach is 
extensive simulation of a WAN either on a hardware level or 
by using network simulators. A second approach is to charac- 
terize the algorithm and simplify the measurement approach. 
In this article we choose the second approach for characteriz- 
ing and quantifying various handoff and associated rerouting 
algorithms. In general, the following may be of interest for 
comparing handoff and rerouting algorithms: zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
Signaling Bandwidth Used in Handoff zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA- The signaling band- 
width used in a handoff event may limit how much bandwidth 
is available for the user connections; therefore, for the proce- 
dures that achieve the same fun~t iona l i t y , '~  the amount of 
bandwidth used for signaling is a valid performance measure. 
Unfortunately, this aspect of the other handoff protocols zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAis 
not discussed in the literature and hence cannot form a part 
of our comparison. 

Number o f  Signaling Messages Exchanged During Handoff 
(NkJ - The number of messages involved in the handoff pro- 
cedure increases the complexity of the signaling software and 
may slow the handoff process.; therefore, the smaller the 
number of messages, the easier the handoff procedure is to 
implement, and the faster it should run. 

- 
l 4  In order to be able to compare dqferent handoffprocedures, we need to 
define a common junctional description that is to be expected fi-om a 
handoff and rerouting protocol. If; for example, we were to design U circuit, 
we may compare two designs that meet the functional description of the 
circuit. The Same concept holds true for networkprotocols. A common 
functional description is needed as a reference point. 

Number o f  Signaling Messages Exchanged for Rerouting 
During a Handoff (NJ - The number of signaling messages 
due to the rerout ing may slow the handoff process and 
increase the complexity of the signaling software; therefore, 
the smaller the number of rerouting messages, the easier the 
handoff procedure is to implement and the faster it should 
run. 

Number o f  Network Nodes lnvolved in the Rerouting (NJ  - 
This criterion determines the time it takes to perform the 
rerouting and the bandwidth required for signaling. 

Number o f  User Connections Established for Rerouting (NJ 
- This parameter is significant for VCT-based handoff proce- 
dures and determines the amount of overhead the network 
has to perform in order to achieve handoff. 

User Bandwidth Allocated for Handoff zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA(B) - This is expressed 
as a multiple of the basic bandwidth allocated for the user 
connection. In some VCT-based handoff procedures, the 
amount of user bandwidth allocated for a user connection 
may be a multiple of the actual needed bandwidth. 

The Time l t  Takes to Execute a Handoff - This measure is 
greatly influenced by the underlying radio technology of the 
network; hence, two procedures that run on different radio 
networks may not be compared directly. (The hybrid hand- 
over algorithm proposed by Toh has been implemented by 
using the Cambridge Fairisle switch, and handoff times on the 
order of tens of milliseconds have been reported [ll].) 

Whether the Protocol Is Proposed for WANs (W or LANs (Ll 

Rerouting Scheme Used - Cell forwarding (CF), dynamic 
such as in NCNR (DY), or t ree such as in VCT or SRMC 
(TI. 

Robustness to Instabilities in Handoff - The instability in a 
handoff event refers to the ping-pong effect that sometimes 
occurs when the user terminal is in an area where the radio 
link to both radio ports may fade. In such a situation, the ter- 
minal may switch back and forth between the two radio ports 
a few times until one of the links stabilize. Hence, a handoff 
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procedure should be robust with respect to this effect. We will 
subjectively rate the respective handoff algorithms on a scale 
of 1 to 5, with 5 being the most robust in our comparison, 
based on our perception of the algorithms. The most robust 
algorithms take the ping-pong effect into account and are 
designed accordingly to minimize additional network traffic 
due to the ping-pong effect, the least robust algorithms are 
prone to generating additional network traffic due to the 
ping-pong effect. The algorithms rated 3 are in the middle of 
the scale in both aspects. 

We can use the criteria above to compare the various 
handoff and rerouting procedures discussed in this article. 
The results are given in Table 1 This table may be used as a 
first step in choosing a handoff and rerouting algorithm for a 
given wireless network. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

ConcZ zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAusion 
n this article we proposed a novel rerouting scheme for a 
handoff transaction in a wireless ATM network. This I rerouting scheme is referred to as Nearest Common Node 

Rerouting (NCNR). We have utilized the zone concept to 
illustrate the NCNR algorithm. NCNR is based on finding the 
ATM node that is a root of or common to both of the zones 
involved in the handoff transaction. The rerouting is then per- 
formed starting from this common node. After describing 
NCNR we have summarized five other schemes for rerouting 
for  handoff from the l i terature.  A comparison of all six 
schemes, including NCNR, was also presented. Another con- 
tribution of this article is the recognition of different con- 
straints associated with the handoff of different traffic types. 
From the comparisons, NCNR is seen as a promising scheme 
for rerouting a wireless ATM connection for handoff. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
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