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Abstract

With the development of information technology, multimedia has become a common information storage technology.

The original information query technology has been difficult to adapt to the development of this new technology, so in

order to be able to retrieve useful information in a large amount of multimedia information which has become a hot

topic in the development of search technology, this paper takes the image in the multimedia information storage

technology as the research object, uses the wavelet transform to divide the picture into the advantages of the

low-frequency and high-frequency characteristics, and establishes the multimedia processing technology model

based on the wavelet transform. The simulation results of face, vehicle, building, and landscape images show that

different wavelet basis functions and different layers of images are decomposed, and the retrieval results and

retrieval speed of images are different, When taking four layers of wavelet decomposition, the cubic b-spline

wavelet as the wavelet basis function makes the classification result optimal, and the accuracy rate is 89.08%.
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1 Introduction

Multimedia generally refers to images, graphics, texts,

and sounds. As an important information carrier, images

have features such as intuitive images and rich content.

They are an important way of expressing information.

Image processing technology has become a major con-

tent of multimedia processing technology. Especially

with the development of multimedia technology and the

arrival of the information age, people are increasingly

exposed to a large number of image information. How

to effectively organize, manage, and retrieve large-scale

image databases has become an urgent problem to be

solved.

In the research of multimedia image retrieval technol-

ogy, from the aspect of feature representation, it can ba-

sically be divided into three directions: (1) Based on the

color features of the image, the color feature is the most

widely used visual feature in image retrieval and is the

most intuitive, and most obviously, it is one of the most

important perceptual features of image vision. The main

reason is that the color is often very much related to the

objects or scenes contained in the image. In addition,

compared with other visual features, the color feature

has less dependence on the size, orientation, and viewing

angle of the image itself, so that it has higher stability

and higher robustness, and the calculation is simple, so

it is widely used at present. Users can input the color

features that they want to query and match the informa-

tion in the color feature library. The color-based feature

extraction method can better represent the color infor-

mation of the image. At present, the methods of color

feature extraction mainly include color histogram [1, 2],

color moments [3, 4], color sets [5], color coherence

vector [6, 7], and color correlogram [8]. (2) Based on the

retrieval of image texture features, texture features are

visual features that reflect the homogeneity of the image

independently of color or brightness. It is a common in-

trinsic feature of all surfaces. Texture features contain

important information about the structure and arrange-

ment of the surface and their relationship with the sur-

rounding environment. Because of this, texture features

are widely used in content-based image retrieval, and

users can find other images that contain similar textures
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by submitting images that contain some kind of texture.

In the texture feature retrieval method, co-occurrence

matrix [9–11] and Gabor filter [12–14] are two com-

monly used methods. (3) Based on the retrieval of the

image shape feature, the shape information of the image

does not vary with the color and other characteristics of

the image, so it is a stable feature of object. Especially

for graphics, shape is its only important feature. In gen-

eral, there are two kinds of representations of shape fea-

tures, one is a contour feature and the other is a region

feature. The former only uses the outer boundary of the

object, while the latter relates to the entire shape area.

The most typical methods for these two types of shape

features are Fourier shape descriptions [15, 16] and mo-

ment invariants [17, 18].

The concept of wavelet transform was first proposed

by J. Morlet, an engineer engaged in petroleum signal

processing in France, in 1974. The inversion formula

was established through practical experience of physical

intuition and signal processing. The essential difference

between wavelet analysis and Fourier analysis is that

Fourier analysis only considers the one-to-one mapping

between the time domain and frequency domain. It uses

the function of a single variable (time or frequency) to

represent the signal, while the wavelet analysis uses the

joint time scale function to analyze the non-stationary

signal. The difference between wavelet analysis and

time-frequency analysis is that time-frequency analysis

represents a non-stationary signal in the time-frequency

plane. Wavelet analysis describes that the non-stationary

signal is also in the two-dimensional plane; it is not on

the time-frequency plane but on the so-called time scale

plane. In the short-time Fourier transformation, the sig-

nal is observed at the same resolution (that is, a uniform

window function), and in the wavelet analysis, the signal

is observed at different scales or resolution. This

multi-scale or multi-resolution view in signal analysis is

the basic point of wavelet analysis.

The basic idea of wavelet analysis is derived from Fou-

rier analysis, which is a breakthrough development of

Fourier analysis. It is not only a powerful analytical tech-

nique, but also a fast calculation tool, which has both

important theoretical significance and practical value.

Wavelet analysis is a powerful tool for characterizing the

internal correlation of signal data and has powerful

power in data compression and numerical approxima-

tion. Due to its “self-adaptive” and “mathematical micro-

scope properties,” it has become the focus of much

attention in many disciplines.

In the research of pattern recognition, wavelet analysis

can be used to decompose the low frequency and high

frequency of the frequency to represent the characteris-

tics of the signal. It is widely used in many fields of sig-

nal analysis. Wavelet analysis is a frequency analysis

method that has been widely used in many fields for fea-

ture analysis [19–23].

Wavelet analysis is also often used to analyze image fea-

tures during image analysis. In the research of Li et al.

[24], the fusion of multi-sensor images is realized by wave-

let transform. The goal of image fusion is to integrate sup-

plementary information from multi-sensor data, making

the new image more suitable for human visual perception

and computer processing and for the purpose of tasks

such as segmentation, feature extraction, and object rec-

ognition. The proposed scheme performs better than the

Laplacian-based approach. It is recommended to use a

specially generated test image for performance measure-

ment and to evaluate different fusion methods and com-

pare the advantages of different wavelet transforms with

ker Nelsons’ extensive experimental results. Chang and

Kuo [25] used the advantage of wavelet transform to

propose a multi-resolution method based on improved

wavelet transform, called tree structure wavelet transform

or wavelet packet. The development of this transformation

is that a large class of natural textures can be modeled as

quasi-periodic signals with a dominant frequency in the

intermediate frequency channel. The transform can be

scaled up to any desired frequency channel for further de-

composition. In contrast, conventional pyramid structure

wavelet transforms perform further decomposition in the

low-frequency channel. A progressive texture classifica-

tion algorithm has been developed, which not only has

computational appeal, but also has excellent performance.

In this paper, the multimedia retrieval technology is

studied with the image as the research object, as well as

the wavelet decomposition of images, extraction of image

features, comparison of the effect of different wavelet

bases on the recognition results, and the effect of different

decomposition layers on the recognition results in the re-

trieval and analysis process. Through the recognition re-

sults of face, vehicle, building, and landscape images, the

optimal wavelet basis function and the optimal number of

layers are selected, and an image retrieval model based on

wavelet decomposition is established.

The contributions of this article are as follows:

1. Design an image retrieval method based on wavelet

decomposition

2. Analyze the influence of different wavelet bases on

image retrieval and obtain the optimal wavelet base

for wavelet decomposition

3. Analyze the influence of different layer decomposition

on image retrieval and get the optimal layer

2 Proposed method

2.1 Wavelet theory

The basic idea of wavelet analysis originates from the

Fourier analysis, which is a breakthrough development
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of analysis. It is not only a powerful analytical technique

but also a fast computing tool. The multi-resolution ana-

lysis in wavelet theory provides an effective way to de-

scribe and analyze signals with different resolution and

approximation accuracy. It is highly valued in image

processing and applications. The wavelet transform

method can be expressed as follows:

Cx a;τð Þ ¼
1
ffiffiffi

a
p

Z þ∞

−∞

x tð Þψ� t−τ

a

� �

dt a > 0 ð1Þ

where ψ(t) is the mother wavelet, a is the scale factor,

and τ is the translation factor.

In the past decade, wavelet analysis has made rapid

progress in both theory and method. People study from

three different starting points: multi-resolution, frame-

work, and filter bank. At present, the description of

function space, construction of wavelet basis, cardinal

interpolation wavelet, vector wavelet, high-dimensional

wavelet, multi-band wavelet, and periodic wavelet are

the main research directions and hotspots of wavelet

theory. Nowadays, people have recognized multi-reso-

lution processing in computer vision, subband coding in

speech and image compression, non-stationary signal

analysis based on non-uniform sampling grids, and

wavelet series expansion in applied mathematics are only

the same theory. That is, different views of wavelet

theory.

In application, wavelet analysis has quite an extensive

application space due to its good time-frequency

localization characteristics, scale variation characteris-

tics, and directional characteristics. Its application areas

include many disciplines of mathematics, quantum me-

chanics, theoretical physics, signal analysis and process-

ing, image processing, pattern recognition and artificial

intelligence, machine vision, data compression, nonlinear

analysis, automatic control, computational mathematics,

artificial synthesis of music and language, medical im-

aging and diagnosis, geological exploration data process-

ing, fault diagnosis of large-scale machinery, and many

other aspects. The scope of its application is constantly

expanding. Wavelet analysis is used as an important ana-

lytical theory and tool in almost all subject areas, and

fruitful results have been achieved in the research and

application process.

Let ψ(t) ∈ L2(R), if the Fourier transform of ψ(t) satis-

fies the following conditions:

Cφ ¼
Z þ∞

0

ψ ωðj j2
ω

dω < þ∞ ð2Þ

Then, ψ(t) is called the mother wavelet. The mother

wavelet is translated and expanded to form a family of

functions.

ψaτ tð Þ ¼ aj j−0:5ψ t−τ

a

� �

a; τ∈R; a≠0: ð3Þ

The continuous wavelet transform of the function f(t)

is defined as:

W f a; τð Þ ¼ a0:5
Z

R

f tð Þψa;t

t−τ

a

� �

dt ð4Þ

2.2 Wavelet basis

French scholar Daubechies proposed a class of wavelets

with the following characteristics, called the Daubechies

wavelet.

1. Finite support in time domain, that is, the length of

ψ(t) is finite and its high-order origin ∫tpψ(t)dt = 0,

p = 0 N. The longer the N value, the longer the

length of ψ(t).

2. In the frequency domain, ψ(ω) has a N zero point

at ω.

3. ψ(t) and its integer displacement are orthogonal.

2.3 Color characteristics of the image

Color features are the most widely used visual features

in image retrieval. Colors allow the human brain to dis-

tinguish between objects’ brightness and boundaries. In

image processing, color is based on well-established de-

scriptions and models. Each system has its own charac-

teristics and scope of use. When processing images,

color systems can be determined according to require-

ments and can be used in different color systems. A

color feature is a global feature that describes the surface

properties of a scene corresponding to an image or

image area. The general color feature is based on the

characteristics of the pixel, at which point all pixels be-

longing to the image or image area have a white contri-

bution. The color is often related to the background of

the object in the image, and compared with other visual

features, the color feature has less dependence on the

size, direction, and viewing angle of the image itself and

thus has higher robustness.

Since the color is insensitive to changes in the direc-

tion, size, etc. of the image or image area, the color fea-

ture does not capture the local features of the object in

the image well. In addition, when only the color feature

is used, if the database is very human, many unneeded

images are often retrieved. Color histograms are the

most commonly used methods for expressing color

features. They have the advantage of being unaffected by

image rotation and translation changes. Further,

normalization is not affected by image scale changes.

The disadvantage is that color space distribution is not

expressed. Color histograms are color features that are

commonly used in many image retrieval systems. It
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describes the proportion of different colors in the entire

image and does not care about the spatial position of

each color, that is, the object or object in the image can-

not be described. Color histograms are particularly well

suited for describing images that are difficult to

white-divide.

2.4 Image texture features

The so-called image texture reflects a local structural

feature of the image, which is expressed as a certain

change in the gray level or color of the pixel in a neigh-

borhood of the image pixel, and the change is spatially

statistically related. The arrangement of texture primi-

tives and primitives consists of two elements. Texture

analysis methods include statistical methods, structural

methods, and model-based methods.

A texture feature is also a global feature that also describes

the surface properties of a scene corresponding to an image

or image region. However, since the texture is only a charac-

teristic of the surface of the object and does not fully reflect

the essential properties of the object, high-level image con-

tent cannot be obtained by only using the texture feature.

Unlike color features, texture features are not pixel-based

features, and they require statistical calculations in regions

that contain multiple pixels. In pattern matching, this re-

gional feature has greater advantages and cannot be success-

fully matched due to local deviations. As a statistical feature,

texture features often have rotational invariance and are

more resistant to noise. However, texture features also have

their disadvantages. One obvious drawback is that when the

resolution of the image changes, the calculated texture may

have a large deviation. In addition, due to the possibility of

being affected by illumination and reflection, the texture

reflected from the image is not necessarily the actual texture

of the surface of the object, for example, reflections in water.

The effects of reflections from smooth metal surfaces, etc.,

can cause texture changes. Since these are not the character-

istics of the object itself, when applying texture information

to a search, sometimes these fake textures can be “mislead-

ing” to the search.

The use of texture features is an effective method

when searching for texture images that have large differ-

ences in thickness, density, and the like. However, when

there is little difference between the easily distinguish-

able information such as the thickness and the density

between the textures, the usual texture features are diffi-

cult to accurately reflect the difference between the tex-

tures of different human visual perceptions.

3 Experimental results

3.1 Data sources

This data is based on the face database cas-Peal of the

Institute of Technology of the Chinese Academy of

Sciences. The database was built in 2003, including 1040

face samples. The face image of the database is complex,

including faces with different positions, such as front

and side, and face samples with different time periods.

To meet the requirements of sample diversity, the data-

base includes samples of men and women of different

ages, and the images include a variety of backgrounds.

In order to verify the correctness and robustness of this

method, the second data in this paper comes from life,

using life pictures taken by MI 4, including vehicle, build-

ing, and landscape, 200 photos of each type, the picture size

is 92 × 112, and the picture is converted to BMP (Bitmap)

format using JPEG (Joint Photographic experts group).

3.2 Experimental environment

The data processing in this paper is performed in

MATLAB R2014b 8.4 software environment. The main

Fig. 1 The original picture and the low frequency part after wavelet transform

Sui and Kim EURASIP Journal on Image and Video Processing         (2019) 2019:24 Page 4 of 9



parameters of the hardware environment are Intel Core

i7-4710HQ quad-core processor, Kingston DDR3L 4G

memory, and Windows 7 Ultimate 64-bit SP1 operating

system.

3.3 Classification method

In order to guarantee the stability of the classification,

this paper uses a Support Vector Machine (SVM) as a

classifier that uses a linear kernel function, in which the

test set and training set of the sample are divided by a

10-fold cross-validation method, and the sample is di-

vided into 10 samples, one of which was used as a test

sample and nine were taken as training samples.

4 Discussion

4.1 Image preprocessing

The wavelet transform divides the image into high fre-

quency and low frequency. The low frequency includes

the frame part of the original image, and the high fre-

quency preserves the detail part of the image. Therefore,

the main features of multimedia retrieval exist in the

low frequency part. Figure 1 shows the comparison of

the original picture and the low frequency part after

wavelet transform.

As can be clearly seen from Fig. 1, after the wavelet

transform, the picture becomes blurred, but the basic

features of the face, such as the eyes, mouth, nose,

cheeks, eyebrows, and other features are still very clear.

The result of the blurred picture shows that the number

of feature tables is few, and the basic picture features

clearly show that although the feature is reduced, it does

not affect the feature extraction.

4.2 The influence of the wavelet parameters on the

classification

The factors affecting the recognition result and effi-

ciency are mainly the wavelet basis and wavelet layer

number. The choice of wavelet basis directly affects the

quality of feature extraction and affects the final retrieval

rate. The number of wavelet layers determines the num-

ber of features in the recognition. The higher the num-

ber of layers, the more features of the image. This paper

compares the effects of five kinds of wavelet bases such

as Daub(2), Daub(4), Daub(6), cubic b-spline wavelet,

and orthogonal base wavelet on the recognition results.

At the same time, the effects of 1-, 2-, 3-, 4-, and 5-layer

Fig. 2 Building image as an example

Fig. 3 Image information after three-layer wavelet decomposition
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wavelet transform on classification efficiency are

compared.

The wavelet decomposition process can decompose

the image into different frequencies, and the decompos-

ition ability of the different layers of wavelet decompos-

ition to the image is different. The following shows three

layers of wavelet decomposition, using DB2 as the wave-

let basis. The image is a building in life, as shown in

Fig. 2.

The wavelet decomposition is performed on Fig. 2, as

shown in Fig. 3. It can be seen from the results of Fig. 3

that the information of the picture is mainly concen-

trated in the low frequency part, and the information in

the high frequency part is very small.

Refactoring the decomposed image, Fig. 4 is the result

of the two-layer reconstruction of the above image, and

Fig. 5 is the result of the three-layer reconstruction of

the above decomposition. The image displayed in the left

to right three pictures is the result of the reconstruction

after the high-frequency part of the layer is abandoned.

From the results, no matter whether it is three or four

layers, the reconstructed image results have no obvious

tendency to worsen.

Figure 6 shows the influence of different wavelet and

wavelet transforms of different layers on the face recog-

nition standard database. It can be seen from the results

of Fig. 6 that the different choices of wavelet layer and

wavelet basis will affect the results of wavelet decompos-

ition. For Daub(2), the wavelet layer has little effect on

the accuracy rate and reaches the maximum when the

Daub(4) wavelet layer is at 2, but as the number of layers

increases, the accuracy rate slowly decreases. When

Daub(6), cubic b-spline wavelet and orthogonal base

wavelet are used as wavelet basis functions, the wavelet

layer has the greatest impact, and when the number of

layers is four, the classification result is optimal.

The result can be obtained from Fig. 6. When the

cubic b-spline wavelet is used as the wavelet basis

Fig. 4 Two-layer reconstruction results

Fig. 5 Three-layer reconstruction results
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function and the four-layer wavelet decomposition is

used as the layer number, the classification effect is opti-

mal and the accuracy rate is 89.08%.

Taking the cubic b-spline wavelet as the wavelet basis

function, the effects of different layers on image recognition

efficiency are analyzed for the five-layer wavelet decompos-

ition. Table 1 shows the average time for image retrieval in

different layers. The results in Table 1 show that as the

number of wavelet layers increases, the retrieval time for

each image will gradually increase, but the time between

levels 1 and 2 to levels 3 and 4 will increase significantly,

and the search time for level 5 will increase significantly for

the second time. Based on the recognition rate of Fig. 1, it

can be seen that the recognition rate of the three- and

four-layer wavelet decomposition is higher than 1, 2, and 5.

The results can show that although the decomposition rate

of the one and two layers is faster, but the partial feature is

lost, the recognition effect is not good, and the five-layer

wavelet decomposition causes too many redundant features

and affects the recognition effect.

4.3 Recognition results of non-face images

Results 1 and 2 show that the highest recognition effi-

ciency of the standard face database is the four-layer

wavelet transform with the cubic b-spline wavelet as the

wavelet basis function. The results of the image recogni-

tion of the vehicle, building, and landscape based on this

result are shown in Table 2.

The results in Table 2 show that using the four-layer

wavelet analysis and the cubic b-spline wavelet as the

wavelet basis, the recognition rates of the three types of

pictures are all higher. Among them, the recognition

rate of buildings and vehicle is higher than that of land-

scape. The reason may be that the frequency characteris-

tics of vehicle and buildings are obvious, but the

frequency characteristics of landscape are not obvious.

From the training time and retrieval time of the same

sample number, although the retrieval accuracy rate of

Fig. 6 The influence of wavelet layers and different wavelet bases on accuracy (the 1, 2, 3, 4, and 5 in the x-coordinate represents the number of

wavelet decomposition layers. The five columns correspond to Daub(2), Daub4), Daub(6), cubic b-spline wavelet, and orthogonal basis wavelets,

respectively. Ordinates are the accuracy of image recognition)

Table 1 Image retrieval time

Number of layers 1 2 3 4 5

Retrieval time 420 480 531 541 762

Table 2 Three results of four layers, cubic b-spline wavelet

transform

Training time-
consuming

Retrieval average
time-consuming

Retrieval
time variance

Average
accuracy

Vehicle 26.57 s 48ms 0.06 89.84%

Buildings 29.45 s 52ms 0.08 92.36%

Landscape 71.81 s 75ms 0.17 79.56%
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landscape is the lowest, the landscape consumes the

most time. The training time is 2.7 times and 2.4 times

that of the vehicle and the building respectively, and the

variance of the retrieval time is also relatively large,

which shows that the method has a poor effect on the

feature extraction of the landscape images.

4.4 Low-frequency and high-frequency recognition rate

The wavelet analysis divides the original signal into

high-frequency and low-frequency parts. High frequency

describes the detail of the wavelet in this layer. The low

frequency description is a general situation. The above

features in this paper are all comprehensive features.

The reduction of the characteristic number is the best

means to improve the recognition time. Figure 7 shows

the recognition results of four kinds of images in the

data source, and as can be seen in the results of Fig. 7,

the recognition rate of low-frequency features is far

higher than that of high-frequency features, reaching

86.99%, 91.41%, 89.75%, and 75%, respectively. It shows

that the recognition effect of low-frequency features

achieves the effect of mixed features, while the recogni-

tion rate of high-frequency features is lower than the

recognition rate of mixed features. The results show that

high-frequency features are redundant features in multi-

media recognition in wavelet analysis.

5 Conclusions

Multimedia resources have become a way for people to

obtain information. Intelligent query of multimedia in-

formation is a new hotspot of data mining technology.

In the query of multimedia information, the query algo-

rithm design is one of the main aspects. Although the

wavelet transform has been successfully used and image

research, the optimal selection problem between the

number of layers in the wavelet transform and the wave-

let basis function has not been solved in the image re-

trieval process. In this paper, wavelet analysis is used as

an image feature query method to analyze face, vehicle,

building, and landscape images. The wavelet bases on

different wavelet basis functions and the number of de-

composition layers are analyzed, and the accuracy and

query speed are used as evaluation indicators, and the

effects of different wavelet basis functions and layers on

the results are compared and analyzed.

Abbreviations

BMP: Bitmap; JPEG: Joint Photographic experts group; SVM: Support Vector

Machine

Fig. 7 Recognition results of low frequency and high frequency. Recognition results of low frequency and high frequency (the x-coordinates are

four kinds of images, which are facial features, vehicle features, building features, and landscape features. The two histograms of each feature

correspond to low frequency and high frequency features, respectively)
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