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Abstract: Photographing images is used as a common detection tool during the process of bridge
maintenance. The edges in an image can provide a lot of valuable information, but the detection and
extraction of edge details are often affected by the image noise. This study proposes an algorithm for
wavelet transform to denoise the image before edge detection, which can improve the signal-to-noise
ratio of the image and retain as much edge information as possible. In this study, four wavelet
functions and four decomposition levels are used to decompose the image, filter the coefficients
and reconstruct the image. The PSNR and MSE of the denoised images were compared, and the
results showed that the sym5 wavelet function with three-level decomposition has the best overall
denoising performance, in which the PSNR and MSE of the denoised images were 23.48 dB and
299.49, respectively. In this study, the canny algorithm was used to detect the edges of the images, and
the detection results visually demonstrate the difference between before and after denoising. In order
to further evaluate the denoising performance, this study also performed edge detection on images
processed by both wavelet transform and the current widely used Gaussian filter, and it calculated
the Pratt quality factor of the edge detection results, which were 0.53 and 0.47, respectively. This
indicates that the use of wavelet transform to remove noise is more beneficial to the improvement of
the subsequent edge detection results.

Keywords: edge detection; wavelet transform; wavelet function; canny; Pratt quality factor

1. Introduction

Edges are the dividing line between different regions of an image and contain a
wealth of detailed information, making them the most fundamental image features. Edge
detection is a widely used operation in image processing and plays a very important role
in identifying and separating geometric shapes in images [1]. Edge detection is generally
the process of finding the region of the graph where the gradient changes significantly and
then selecting the pixel with the highest amplitude. It can also obtain the edge information
of a region by searching the transfer points where the second-order derivative is zero.
Generally, the edge detection operator includes the Sobel operator, Laplace operator and
canny operator [1,2]. The canny operator is a relatively complete edge detection operators,
but it is affected by image noise. Therefore, it is necessary to apply appropriate filtering
(denoising) processing to the image so as to eliminate the noise and retain the original
edge information to the maximum extent and improve the edge detection results of the
canny operator [3–7].

There are many methods of image denoising, such as traditional mean filtering, median
filtering, Gaussian filtering and so on. Although these methods can achieve the purpose of
denoising, they produce boundary blurring, edge loss and even pseudo-edge problems.
Therefore, in this paper, the wavelet transform is chosen to remove as much noise as
possible from the original image, while preserving the edge information and avoiding the
problems caused by other denoising methods.
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The wavelet transform inherits and develops the idea of the short-time Fourier trans-
form and solves the defect that the scale of the information window does not change with
frequency, so that the characteristics of certain aspects of the information can be fully
highlighted. The wavelet transform is widely used in signal analysis and image processing
due to its multi-resolution, low entropy and decoupling properties. Kimlyk, M. et al. [8]
improved the traditional thresholding method by calculating the edge information and ob-
tained a better noise reduction effect. They improved the threshold for zeroing the wavelet
coefficients in non-edge regions while preserving the image edges. Ali, M.N. et al. [9]
denoised phonocardiogram (PCG) signals using different families of discrete wavelet trans-
forms, thresholding types and techniques, and number of signal decomposition levels, and
discussed the effect of the chosen wavelet function and number of wavelet decomposition
levels on the efficiency of the denoising algorithm. Saravani, S. et al. [10] proposed a
new iterative algorithm to reduce the scattering noise in SAR images and to preserve the
edges and structure of the image by aggregating the smooth wavelet transform (SWT),
bilateral filtering, Bayesian estimation and anisotropic diffusion (AD) filtering. In addition,
neural networks have begun to be used for image denoising. Liu, F. et al. [11,12] used a
method based on wavelet transform and deep networks image classification to improve
the classification accuracy of topographic images. Singh, A. [13] used a backpropagation
algorithm for training in MLP-ANN to achieve good denoising of images without prior
knowledge of the degradation model. This demonstrates the promising application of
neural networks in the field of denoising, which is well worth the attention of researchers.

In this paper, we want to detect the edges of bridge images that were taken by UAV
and obtain the relevant edge detail information. To achieve a better detection effect, wavelet
transform is used in advance to remove the noise interference in the image. In the wavelet
transform process, relevant comparisons and discussions of wavelet functions and the
number of decomposition levels are carried out for the image decomposition, and then,
the optimal choice is determined. Edge detection is performed on the images before and
after denoising, and the results are compared to show the importance of wavelet transform
denoising indirectly. To further illustrate the advantages of the wavelet transform, both
wavelet transform and Gaussian filtering are used for denoising, and then, the edge
detections are carried out on the denoised results. Their corresponding Pratt quality factors
show that using the wavelet transform is better at removing noise interference while
retaining edge information.

2. Study Area and Data
2.1. Study Area

In this paper, a bridge in Wenzhou, Zhejiang Province, China, was selected as the
experimental area. Wenzhou, in the western part of Zhejiang Province, China, lies between
27.03′ and 28.36′ N latitude and 119.37′ and 121.18′ E longitude and has well-developed
water resources. The bridge has an arch-shaped structure, has been in use for many years
and provides great convenience for local residents.

2.2. Data

During the maintenance of the bridge, relevant photographs of the bridge were taken
by a drone, and a picture that reflected the full view of the bridge was selected as the source
of data for this paper. The camera on the drone was a DJI ZH20 with a focal length of 7 mm,
and the picture had an exposure time of 1/725th of a second, with a horizontal and vertical
resolution of 72 dpi.

3. Materials and Methods
3.1. Wavelet Transform

The wavelet transform replaces the infinitely trigonometric basis of the Fourier trans-
form with a finite decaying wavelet basis. The wavelet basis has a finite energy, usually
concentrates around a single point, and the integral value is zero. In the Fourier transform,
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the variable is only ω, while the wavelet transform contains two variables, namely the
scale a and the translation b. The scale a corresponds to frequency, and the translation b
corresponds to time, so the wavelet transform can be used for time–frequency analysis to
obtain the time–frequency spectrum of the signal. The wavelet sequence can be derived
using the scaling and translation of the mother wavelet function, and the general form of
the wavelet sequence is given below [14].

ψa,b(t) =
1√
a

ψ(
t− b

a
) a, b ∈ R (1)

In the process of performing the wavelet transform, the scale factor a and the time shift
b are theoretically continuously varying, but this is a calculation that a computer cannot
complete in a finite amount of time. In the wavelet transform, the scale factor a and the
time shift b are taken to be discrete according to certain rules, also known as the discrete
wavelet transform (DWT). If the scale factor a and the time shift b are chosen according to a
power of 2, the analysis of the signal will become more accurate and efficient [15,16]. The
wavelet function can be written as [14].

ψm,n(k) = 2−
m
2 ψ(2−mk− n) m, n ∈ Z (2)

The wavelet transform can decompose the original image information into approxi-
mate and detailed components that mainly display the noise in the image.

After the wavelet reconstruction is then performed on the thresholding detailed
components, we can obtain smoother image information. The general process of wavelet
transform denoising is shown in Figure 1.
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Based on the theory of function spaces, the wavelet transform is suitable for multi-scale
analysis. Under different scales and space conditions, a set of scaling function vectors V and
a set of wavelet function vectors V are created. At a particular level, the convolution of the
signal in the scale space V obtains the approximation of the signal, which is a low-frequency
signal. Meanwhile, the details of the signal obtained by convolving the signal in the wavelet
space W are the high-frequency signals. During the decomposition process, the signal data
are passed through a low-pass filter and a high-pass filter. The low-pass filter produces a
low-frequency component of the signal, which is the approximation coefficient, while the
high-pass filter produces the high-frequency component, which is the detail coefficient.

The advantage of the wavelet transform is that it can effectively avoid the disadvan-
tages of the Fourier transform. It develops the localization idea of the short-time Fourier
transform, and it can provide a “time–frequency” window that changes with frequency,
which is an ideal tool for time–frequency analysis and signal processing.

It can highlight the characteristics of certain aspects of the problem by the transfor-
mation, localize the analysis of time (space) frequency and automatically adapt to the
requirements of time–frequency signal analysis. Thus, it can focus on any details of the
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signal to solve the difficult problems faced by the Fourier transform, making it a major
breakthrough in the scientific method since the Fourier transform.

In the wavelet transform, the functions are crucial and should be selected in a com-
prehensive manner in terms of support length, symmetry, regularity and similarity. The
functions, such as db, sym, coif and fk [11,17–23], are the most commonly used. db is short
for Daubechies. The wavelet function was constructed by Daubechies and is generally
abbreviated as dbN (N being the order of the wavelet). With good regularity, the dbN
wavelet is characterized by nonlinear phase energy concentrated near the beginning of
its support.

For the dbN wavelet, as the order (sequence N) increases, the greater the order of the
vanishing moment, where the higher the vanishing moment the better the smoothness,
the stronger the localization ability of the frequency domain, and the better the division
of the frequency band, but it will make the time domain tight support weaken, while the
computational volume increases greatly and the real-time performance becomes worse.
sym is short for Symlet, and the Symlet wavelet is usually denoted as symN (N = 2, 3 . . . , 8).
symN wavelets also have good regularity. The wavelet is consistent with the dbN wavelet
in terms of continuity, branch length and filter length, but the symN wavelet has a better
symmetry, i.e., it can reduce phase distortion when analyzing and reconstructing the
signal to some extent. coif is short for coiflet and is usually denoted as the series coifN
(N = 1, 2, 3, 4, 5). The wavelet function Ψ(t) of a coiflet has zero moments of order 2N, and
the scaling function ϕ(t) has zero moments of order 2N − 1. Ψ(t) and ϕ(t) have a support
length of 6N − 1. Ψ(t) and ϕ(t) of a coiflet have better symmetry than dbN. They are
characterized by scaling functions and wavelets with the same number of vanishing terms.
fk is short for Fejér–Korovkin and is usually denoted as fkN (N = 4, 6, 8, 14, 18, 22), with N
denoting the filter length. A filter is constructed by minimizing the difference between an
effective scaling filter and an ideal sine-pass filter, particularly useful in discrete (extracted
and unextracted) wavelet packet transforms.

At the same time, the number of decomposition levels is also crucial. In wavelet
decomposition, the signal is decomposed level by level. The decomposition of the approxi-
mate component of one level can produce the approximate component (cA) and the detail
component (cD) of the next level, as shown in Figure 2.
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Therefore, the more levels there are, the more obvious the distinction between infor-
mation and noise is, and the better it is to distinguish between the two. However, the
increased number of levels also leads to increased distortion of the reconstructed signal,
which may affect the reconstruction of the signal.

3.2. Data Processing

PSNR (peak signal-to-noise ratio) is the ratio of the maximum possible power of
the information to the noise that affects its fidelity. In the image processing, PSNR is
mainly used to measure the reconstruction effect of pictures and images disturbed by lossy
compression. PSNR can be expressed as:

PSNR = 20lg(MAX1)− 10lg(MSE) (3)
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where MSE is the mean square error between images and MAX1 is the maximum possible
pixel value in the images. In this paper, the peak signal-to-noise ratio and the inter-image
mean square error are used as the main basis for selecting the optimal wavelet function
and the number of decomposition levels.

3.2.1. Selecting Wavelet Function and Number of Levels

The wavelet functions sym5, db5, coif5 and fk6 were chosen to decompose the target
image with three decomposition levels. A hard threshold function was used for denoising.
The PSNR and MSE of the reconstructed results were calculated.

Comparing the results of this image processing from Table 1, the performances of the
four wavelet functions show little difference from each other. Generally speaking, sym5
corresponds to a PSNR and MSE of 23.48 dB and 299.49, which are the maximum and
minimum values in the results, respectively. Therefore, sym5 performs slightly better than
the other wavelet functions overall. That is, sym5 will be a better choice for noise removal.

Table 1. The PSNR and MSE of different images denoised by different wavelet functions.

Wavelet Functions PSNR (dB) MSE

sym5 23.48 299.49
db5 23.37 300.53
coif5 23.22 309.89
fk6 23.28 305.40

Now, the sym5 wavelet function is used to decompose the image into different levels
for denoising, and the PSNR and MSE of the processing results are calculated again.

Comparing the PSNR and MSE in the results, we can see that when the number of
decomposition levels is three, the PSNR is the largest and the MSE is the smallest, at
23.48 dB and 299.49, respectively, which means that the denoising effect on the image is
more obvious.

Considering Tables 1 and 2 together, when the sym5 wavelet function is chosen to
perform a three-level decomposition on the original image, the result shows the largest
PSNR, the smallest MSE and the best image quality. Therefore, the combination of sym5
wavelet function and three-level decomposition will be adopted in the following edge
detection in this paper.

Table 2. The PSNR and MSE of different levels denoised.

Levels PSNR (dB) MSE

2 levels 17.14 1251.00
3 levels 23.48 299.49
4 levels 23.31 303.25
5 levels 22.72 347.75

3.2.2. Image Denoising

For two-dimensional image information, wavelet decomposition can be performed
in the horizontal and vertical directions to obtain the corresponding wavelet coefficients.
The wavelet coefficients are the projection of the space of wavelet functions chosen to run
the wavelet decomposition. The decomposed high-frequency coefficients are threshold
quantized and filtered by selecting an appropriate threshold value and a suitable threshold
function. Finally, the wavelet inversion is performed, and the wavelet reconstruction
is carried out using the reconstruction algorithm to obtain the denoised signal based
on the deepest low-frequency coefficients of the wavelet decomposition and the high-
frequency coefficients (wavelet coefficients) of each level after the threshold quantization
process. After the multi-resolution decomposition is achieved, the approximate coefficients,
horizontal detail coefficients, vertical detail coefficients and diagonal detail coefficients of
each level can be derived. The decomposition results are shown in Figures 3 and 4.
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After the decomposition is completed, the effective part of the signal corresponds to
a larger coefficient, and the noise corresponds to relatively small coefficient. Therefore,
the coefficients in a certain interval can be filtered, and the noise will be suppressed
simultaneously by setting a suitable threshold and threshold function. In general, the
threshold function can be selected as either a hard or soft threshold function, both of
which have advantages and disadvantages. Hard threshold functions are better than soft
threshold functions in the sense of mean squared deviation, but they may produce jump
points, while soft threshold functions have better continuity but produce biases that affect
the reconstructed signal [5,24–26]. The hard threshold function working process is shown
in Figure 5.
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In this paper, a hard threshold function is chosen to process the coefficients, and the
wavelet reconstruction is followed. The wavelet function used in the reconstruction process
is consistent with the decomposition process. After thresholding of the bridge image, which
contains noise, the coefficients are reconstructed, as shown in Figure 6.
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4. Results and Verification

It has been more than thirty years since the canny edge detection algorithm was
proposed, and it is still one of the classic image edge detection algorithms. Compared
to other edge detection algorithms, canny has significant improvements in both non-
extreme value suppression based on the direction of the edge gradient and lag thresholding
with double thresholding. The process generally consists of four stages: noise removal,
calculation of gradient amplitude and direction, non-maximum suppression and hysteresis
thresholding [27–29].
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The bridge images before and after noise removal by wavelet transform were subjected
to edge detection, and the results obtained are shown in Figure 7. From Figure 7a, it can
be seen that the edges of the bridge are initially revealed, but the noise has affected the
accuracy of obtaining the relevant detail information of the bridge, and the quality of the
whole image is not good enough to provide more reference and support. Compared to
Figure 7a, the effect of noise on the results has been significantly reduced in Figure 7b; the
bridge edges are basically clear and the presentation of details has been improved, which
shows that the removal of noise with wavelet transform before edge detection is obvious
and necessary.
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5. Analysis and Discussion

In the previous sections of this paper, it was shown that the difference in the results of
edge detection before and after denoising illustrates the importance of denoising. When
using the canny operator for detection, Gaussian filtering is generally used for denoising
purposes. Gaussian filtering is a linear smoothing filter, which is suitable for removing
Gaussian noise and is widely used in the noise reduction of image processing. Generally
speaking, Gaussian filtering is the process of weighted averaging of the entire image, where
the value of each pixel is obtained by a weighted average of its own value and the values
of other pixels in its neighborhood.

Gaussian filtering is performed by scanning each pixel in the image with a template (or
convolution, mask) and by replacing the value of the pixel point at the center of the template
with the weighted average grey value of the pixels in the neighborhood determined by
the template.

For mean and box filtering, the weights of each pixel in the neighborhood are equal.
In the case of Gaussian filtering, the weights at the center are increased and the weights
away from the center are decreased, on the basis of which the sum of the different weights
of each pixel value in the neighborhood is calculated.

To further illustrate the superiority of the wavelet, transform denoising in edge de-
tection, the effects of wavelet transform and Gaussian filtering corresponding to the two
denoising methods are compared. The effect can be expressed in terms of the Pratt quality
factor, which focuses on the three errors of missed detection of valid edges, edge positioning
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errors and misjudging noise as edges [30,31], and takes values from 0 to 1. The calculation
is as follows [32].

FM =
1

max(IA, II)

IA

∑
i=1

1
1 + ad2

i
(4)

where IA, II, di and a are the detected edge point, the reference edge point, the distance
between the detected edge point and the reference edge point and the design constant that
is used to penalize misaligned edges, respectively. Generally, a = 1/9 is taken.

As shown in Table 3, the quality factors of 0.47 and 0.53 were calculated for the
Gaussian-filtered and wavelet-transformed images, respectively, which showed that the
quality factor of edge detection increased after the wavelet-transformed noise removal, and
the detection effect was improved to a certain extent, that is to say, more edge details were
retained while the noise interference was removed.

Table 3. Figure of merit for edge detection.

Denoising Method Pratt Quality Factor

Gaussian Filter 0.47
Wavelet Transform 0.53

Gaussian filtering is mainly applicable to the removal of Gaussian noise and has
limited effects on the removal of other types of common image noises (pretzel noise,
Poisson noise, multiplicative noise), while the wavelet transform has no such limitations.
The PSNR and MSE of the denoised images were calculated and are plotted in Table 4.
They initially suggest that the wavelet transform is less susceptible to the limitations of
noise types. In the following, the edge detection results will be combined for further
argumentation.

Table 4. Treatment results for three similar noises.

Salt and Pepper Noise Poisson Noise Multiplicative Noise

Denoising Method PSNR (dB) MSE PSNR (dB) MSE PSNR (dB) MSE

Wavelet Transform 23.58 285.21 23.53 288.14 23.46 293.29
Gaussian Filter 23.50 290.40 23.48 291.47 23.22 309.78

Figures 8–10 show the edge detection results after noise removal. Because Gaussian
filtering has limited effects on the elimination of these three types of noise, the noise will
lead to a negative impact on the detection effect in the edge detection process, and a
lot of noise remains in the image, which affects the image quality and the extraction of
relevant detail information. In contrast, the effect of noise in the edge detection image
after denoising by wavelet transform is less, which is more conducive to the following
effective information extraction. Therefore, in terms of applicability to noise types, wavelet
transform has more advantages.
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6. Conclusions

In many cities in China, especially in the southern region, as a kind of infrastructure,
bridges always affect the basic operation and economic development of the city. In order
to meet the daily maintenance requirements of the bridge, we can extract the edges of
bridges from maintenance images to obtain a lot of useful information. In the process of
edge extraction, the edges of the original images are often interspersed with a lot of noise,
which affects the edge extraction. In this paper, the wavelet transform is used to remove
the noise from the images before edge detection, which effectively improves the effect of
bridge image edge detection. The detailed conclusions are as follows.

1. A bridge image taken in Wenzhou was chosen for study and analysis. The wavelet
transform was used to denoise the image before extracting the bridge edges to improve
the signal-to-noise ratio of the image. In the wavelet transform, four wavelet functions
(sym5, db5, coif5 and fk6) and four decomposition levels (two, three, four and five
levels) were used to decompose the image, followed by coefficient filtering and
reconstruction to obtain the denoised image. The results show that the sym5 wavelet
function performs best in the three-level decomposition, with PSNR and MSE of
23.48 dB and 299.49, respectively. The canny algorithm was used to detect the edges
of the images before and after denoising, and it is obvious that the edge detection of
the images was better after wavelet transform denoising.

2. In addition, the improvements of edge detection by Gaussian filtering and wavelet
transform were compared and discussed. The Pratt quality factors of the two methods
were 0.47 and 0.53, respectively, which shows that wavelet transform noise removal
has better quality factors compared to Gaussian filtering. Thus, the effect of edge
detection was improved. In summary, the use of wavelet transform to remove noise
can provide a favorable method for edge detection and can lay a solid basis for the
daily maintenance of bridges and related scientific research work.

In this paper, color bridge images taken by UAVs were converted to monochrome
images in order to verify the effectiveness of the wavelet transform. However, in many
scenarios, the user would prefer to perform the processing with colored images. In addition
to this, with the increasing superiority of technical tools, such as neural networks and deep
learning, it will be the next research direction of the authors to apply the wavelet transform
and the above two techniques to the edge detection of colored images.
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