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ABSTRACT To meet the high-efficiency question answering needs of existing patients and doctors, this

system integrates medical professional knowledge, knowledge graphs, and question answering systems that

conduct man-machine dialogue through natural language. This system locates the medical field, uses crawler

technology to use vertical medical websites as data sources, and uses diseases as the core entity to construct

a knowledge graph containing 44,000 knowledge entities of 7 types and 300,000 entities of 11 kinds. It is

stored in the Neo4j graph database, using rule-based matching methods and string-matching algorithms to

construct a domain lexicon to classify and query questions. This system has specific practical value in the

medical field knowledge graph and question answering system.

INDEX TERMS Natural language processing, knowledge graph, question and answer system, medical

knowledge.

I. INTRODUCTION

At present, there are many problems in China’s manual med-

ical interrogation system [1]–[4], mainly in: first, the alloca-

tion of medical resources in urban and rural areas is hugely

unbalanced, some underdeveloped regions are short of pro-

fessional medical personnel, and the quality of manual inter-

rogation services needs to be improved urgently; Second,

with the rapid growth and aging of China’s population in

recent years, the allocation ofmedical resources has gradually

failed to meet the increasing medical needs of the people,

and many experts are hard to find one vote. Third, Inter-

net medical question-and-answer jobs are frequently chaotic.

Irrelevant personnel without professional qualifications pre-

tend to be experienced doctors for online consultation through

part-time employment. Some minor diseases such as dizzi-

ness, fever, and stomachache that do not need to go to the

hospital for diagnosis in person often become big problems

when checked online. Based on the above issues, this paper

proposes a knowledge graph based Q.A. system based on reli-

able medical data and studies the technical issues involved.

The knowledge graph is powerful for knowledge repre-

sentation and management, which has obvious advantages
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in semantic retrieval [5]. With the in-depth study of artifi-

cial intelligence, knowledge graph has become a means to

skillfully transform structured and unstructured knowledge,

which has received extensive attention both in academia and

industry. One of the most widely used, practically, direct ver-

tical fields of knowledge graph is the medical field. China’s

application includes the knowledge graph of traditional Chi-

nese medicine constructed by Shanghai Shuguang Hospi-

tal [6]. In the knowledge base-based question and answer

field (KBQA), knowledge graph construction is the leading

question and answer system. The construction technology of

knowledge graph mainly includes top-down and bottom-up

[7]. Top-down structure refers to extracting ontology and

pattern information from high-quality data and adding it

to the knowledge base with structured data sources such

as Wikipedia. This construction method generally applies

to the construction of an industry knowledge graph. For

the industry, data content and data organization method are

relatively easy to determine. The bottom-up construction

uses specific technical means such as crawlers to collect

and extract the required data from public resources, select

the information with higher confidence, and add it to the

knowledge base.

The mainstream implementation methods of a knowledge-

based question answering system can divide into three
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categories. First, based on Semantic Parsing: This kind of

way transforms people’s natural language into logical forms

that can be processed by machines searches for and gives

answers in the database. This method involves some linguis-

tics and traditional NLP methods [8], requires many manual

design rules, and has high accuracy but lacks generaliza-

tion ability. Second, Information Extraction: This kind of

approach extracts the feature information of relevant entities

in sentences or knowledge bases and uses trained feature

classifiers to sort the candidate answers and obtain the solu-

tions. It is closely related to the traditional NLP method [9]

and feature engineering, with strong generalization ability

but relatively weak accuracy. Third, Vector Modeling: This

kind of approach graphs the entities in the knowledge base

and natural language questions to the same vector space and

finds the answer by comparing these vectors’ similarities.

This method is a data-driven modeling method [10], which

does not need too much preprocessing of data and is easy to

implement. However, use keywords to represent knowledge

content in isolation, ignoring the influence of context, which

will affect the accuracy of the result [11].

II. RESEARCH ON KNOWLEDGE GRAPH

The traditional knowledge graph construction method goes

through three steps: Data Acquisition, Information Extrac-

tion, and Knowledge Fusion. (Fig. 1)

FIGURE 1. Flow chart of constructing medical knowledge graph.

A. DATA ACQUISITION

Data acquisition is the first step to establish a knowledge

graph. At present, knowledge graph data sources can be

divided into two types according to different application

fields. One is professional data based on vertical areas. This

part of the data is usually contained in the industry databases

and stored in a structured way. It is a kind of non-public

or semi-public data. The other is to capture the data dis-

closed on the network by grabbing, which usually appears

in web pages and belongs to unstructured data, followed by

data cleaning.

B. INFORMATION EXTRACTION

Information extraction is the second step in establishing

knowledge graph. The critical problem is how to automat-

ically extract information from data sources to obtain can-

didate knowledge units. The structured data can be used as

input into the following question answering system only by

simple preprocessing. However, semi-structured or unstruc-

tured data generally need natural language processing (NLP)

technology to extract structured information, which is also

the difficulty of information extraction [12]. The key tech-

nologies include Entity Extraction, Relation Extraction, and

Attribute Extraction. The content of knowledge in themedical

field is relatively straightforward, and the relationship is rela-

tively short, so it is suitable for observation and classification

directly through structured data.

Entity extraction, also known asNamedEntity Recognition

(NER), aims to establish ‘‘nodes’’ in knowledge graphs. The

quality of entity extraction directly affects the efficiency and

quality of subsequent knowledge acquisition and is a criti-

cal part of information extraction [13]. As the node of the

graph, the entity can be obtained by sorting out the data,

mainly including diagnostic items, departments, diseases,

drugs, food, and symptoms (Tab. 1).

TABLE 1. Entity types.

After entity extraction, a series of discrete named enti-

ties (nodes) are extracted from the text corpus. To obtain

semantic information, it is necessary to extract the correla-

tion (edge) between entities from the relevant corpus, thus

connecting multiple entities or concepts to form a knowl-

edge structure network. Data analysis mainly includes com-

plications, subordinate departments, commonly used drugs,

recommended diet, taboo diet, and items needed to check

diseases (Tab. 2).

TABLE 2. Entity relationship types.

The purpose of attribute extraction is to collect detailed

information about specific entities from different information

sources, thus completing entity attributes’ characterization.

Details can also be used as nodes of the graph. After observ-

ing the data again, it is concluded that they mainly include

name, brief introduction, etiology, Yi population, treatment

method, and treatment period (Tab. 3).

C. KNOWLEDGE FUSION

Knowledge fusion is the third step to build a knowledge

graph. Due to the complex sources of knowledge extrac-

tion, the lack of hierarchy and logicality in the relation-

ship between knowledge, redundancy of non-homologous

VOLUME 9, 2021 21095



Z. Jiang et al.: Research on Medical Question Answering System Based on Knowledge Graph

TABLE 3. Disease attribute types.

knowledge, uneven knowledge expression, and other prob-

lems, a series of steps such as Entity Disambiguation and

Entity Linking need to be involved in this process. In this

system, the main application objects are entities, attributes,

and relationships in the atlas triple.

Entity disambiguation aims to solve the phenomenon of

polysemy. In the early disambiguation methods, Lesk [14]

introduced an external dictionary into word sense disam-

biguation by comparing the word item’s contextual language

environment.

And the number of repetitive lexical items between the

interpretation of the lexical item and the dictionary deter-

mines the lexical item’s correct meaning. Still, this unsu-

pervised method interprets the lexical item in articles and

glossaries.

The matching degree requirement is too high to be suitable

for the disambiguation of classic pieces. Given the rigor of

medical question and answer knowledge, a certain number

of entities have been designed in the knowledge definition

part, so the clustering of entity categories is suitable for the

improved K-Means algorithm [15]. The difficulty of artificial

disambiguation can be significantly reduced using a cluster-

ing algorithm for the data to be added in the future.

Taking disease disambiguation as an example, the flow of

the improved clustering algorithm is as follows:

Enter: n Documents to be categorized

Output: k Collection of documents for individuals with

different diseases D1,D2 . . .Dk

(1) initializing the integer part of which the number of

clusters is
√
n;

(2) selecting an initial aggregation point of
√
n according

to formula (1), storing the aggregation point S in the

set, and storing the index and the minimum distance in

the collection S ′;
(3) Calculating the difference of the minimum distance

between the two clustering points and storing it in the

set S ′′;
(4) from finding the S ′′ point with the most massive

distance difference, saving the previous aggregation

points into the set S;

(5) Starting from this clustering center k , the K-means

clustering algorithm is applied to obtain clustering

results.

Through the above algorithm, we can automatically obtain

k clustering center and get the final document set divided by

disease individuals.

Entity linking refers to the operation of linking entity

objects extracted from unstructured data (such as text) or

semi-structured data (such as tables) to corresponding correct

entity objects in the knowledge base. The basic idea is to

select a group of candidate entity objects from the knowledge

base according to the given entity objects and then link them

to the correct entity objects through similarity calculation.

For calculating similarity, this paper adopts the calcula-

tion method of Jaccard similarity [16], which is suitable

for extensive sparsity data and can compare the similar-

ity and difference between finite sample sets. The larger

the Jaccard coefficient, the higher the sample similarity.

(Equations 1 and 2):

Given two sets AB, the Jaccard coefficient is defined as the

ratio of the size of the intersection of A and B to the size of

the union of A and B, as follows:

J (A,B) =
|A ∩ B|
|A ∪ B|

=
|A ∩ B|

|A| + |B| − |A ∩ B|
(1)

Defined J (A,B) as 1 when all collections AB are empty.

Given the sum n of the two-dimensional vectors xy, the Jac-

card coefficient is defined as follows:

J (A,B) =
6imin(xi, yi)

6imax(xi, yi)
(2)

The phenomenon of multi-word and one meaning can be

solved by entity linking through similarity calculation.

Finally, the Neo4J graph database can be used to visual-

ize the knowledge graph after entity fusion is introduced in

triple form. NEO4J uses graphs to represent data and their

relationships. Its basic units are entities, relationships, and

attributes, which can be intuitively seen as the relationships

between entities in the knowledge graph. For data query, due

to Cypher language’s high retrieval efficiency and the use of

index adjacency, fast and efficient target access can be real-

ized, significantly improving the query speed and providing

convenience for the next retrieval. Some visualization results

are shown in Fig. 2.

FIGURE 2. Representation of knowledge graph.

III. RESEARCH ON QUESTION ANSWERING SYSTEM

This QA system is based on semantic analysis and defines the

feature word path, feature word, domain Actree, dictionary,

and question word. The user’s natural language questions

are classified and analyzed to obtain the main entities and

relationships. Finally, through intention prediction, Cypher
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FIGURE 3. Construction flow chart of question answering system.

TABLE 4. Questions and answers supported by the question and answer
system.

language is constructed to query in the knowledge graph

been built in the previous step. Yet, the query results are

combed andmodified again and returned to the user as natural

language. See Fig. 3 for the specific flow chart.

A. QUESTION CLASSIFICATION

Based on the characteristics of medical knowledge of dis-

eases, users’ questions are minimal within a specific range.

Question answering system is more suitable for designing

template types for keyword matching. Specifically, users’

queries are classified, and corresponding dictionaries are con-

structed, and then algorithms are used for multi-mode string

matching. Therefore, this paper has designed some question-

and-answer types supported by the question-and-answer

system (Tab. 4).

B. QUESTION ANALYSIS

Firstly, through the domain words and their domains con-

tained in AC (Aho-Corasick) algorithm [17], the entity types

involved in the question are collected. At present, it is an

excellent method to extract disease or symptom words from

natural question language input by users by using exist-

ing dictionaries. Zhou et al. [18] proposed a DFM to learn

subject detection and predicate matching jointly. However,

to ensure the user’s efficient question-and-answer experience,

the matching algorithm must quickly match all words in

the glossary at the same time. Therefore, this paper uses

a multi-pattern matching method to check the entity dic-

tionary’s words from the user’s information input. Pattern

matching is the essential operation of strings in data struc-

tures. It is used to find all the same substrings from a given

series. It is widely used in information retrieval, intrusion

detection, and other fields.

FIGURE 4. Intersection of sentences.

AC algorithm is a multi-pattern string matching algorithm

that can match multiple strings from text and obtain relevant

information such as its location and total number. The algo-

rithm relies on constructing a finite state automaton to imple-

ment it. Ordinary automata cannot perform multi-pattern

matching, while AC automata are realized by adding failover

and transferring to suffixes of the successfully entered text.

Assuming that the total length of the target string T is n and

the set of pattern strings is P = p1, p2, . . . , pm, then the

time complexity is O(n), that is, within this complexity, all

pattern strings can bematchedwithin nwithout being affected

by the size of m. The algorithm has an approximate linear

time complexity when it is evenly spread, which is about the

string’s length plus the number of all matches. Therefore,

the AC algorithm’s time complexity is O(N ) in both the best

and worst cases.

When full matching fails, the similarity calculation is used

to find similar words. In this paper, the following similarity

discrimination methods are adopted: First, Jaccard similarity

[19], which is defined only as of the intersection size of two

sentence words divided by the union size of two sentence

words. For example:

Sentence 1: AI is our friend, and it has been friendly.

Sentence 2: AI and humans have always been friendly.

To calculate Jaccard similarity, this paper uses Lemma-

tization [20], a technique commonly used in English NLP,

to replace words with roots that have the same sources. In the

above example, ‘‘friends’’ and ‘‘friendly’’ have the same

source and have the same root. We can draw the intersection

and union of two sentence words, as shown in Fig. 4:

For the above two sentences, the Jaccard similarity is

5/(5+ 3+ 2) = 0.5, i.e., The intersection of the words of the

two sentences has five words, and the union has ten words.

Cosine similarity [21] is calculated by the angle between

two vectors

Similarity = cos(θ) =
∑n

i=1 AiBi
√

∑n
i=1 A

2
i

√

∑n
i=1 B

2
i

(3)

Evaluate the similarity between the two vectors. Since

cosine similarity is calculated using vectors, we must first
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convert sentence text into corresponding vectors. There are

many ways to convert sentences into vectors, the simplest

of which is to use a bag of words [22]. In terms of text

similarity, the two methods are not sensitive to text similar-

ity. For example, if two words are synonyms, their vector

directions are almost the same. If they are antonyms, their

vector directions are practically opposite. Therefore, if the

two words’ semantics are more similar, their vector directions

are often parallel, and the rules are the same.

TF-IDF [23] refers to the fact that a word or phrase fre-

quently appears in one article but rarely in other items. It is

believed that the word or phrase has good classification abil-

ity and is suitable for classification.

Word frequency refers to the frequency of a given the word

appearing in a file. Its formula is as follows:

TF i,j =
ni,j

∑

k nk,j
(4)

TF-IDF assumes that high-frequency words should have

a high weight. The inverse document frequency (IDF) is

inversely proportional to the word frequency of words,

i.e., The most common words given the smallest value,

the more common words given smaller weight, and the less

common words given more massive weight. The formula is

as follows:

IDF i,j = log

(

D

1 + j

)

(5)

After calculating TF and IDF values, respectively, multi-

plying them can obtain TF-IDF values, and its formula is as

follows:

TF • IDF i,j = TF i,j ∗ IDF i,j (6)

After feature word extraction is completed, the system

converts the user’s question information into vector represen-

tation and inputs it into the intention classifier to identify the

user’s query intention. This paper is trapped in limited data

sources. Through manually labeled data, keyword features,

and word frequency-inverse document frequency features are

constructed, and then the trained Naive Bayesian classifica-

tion model is used to classify and identify intentions. Thus,

the system has completed the task of question analysis.

C. QUERY PROCESSING

Due to the medical system’s rigor, this system is not designed

as a generative system but a retrieval system. Therefore,

the information search module can generate search terms

suitable for the database and play a role in processing

information by searching the database. This system adopts

two kinds of databases: the graph database and the rela-

tional database. Therefore, the information retrieval module

will be composed of two sub-modules: the knowledge base

retrieval sub-module and the question and answer retrieval

sub-module. The question retrieval module judges the entity

and intention identification passed in after the question anal-

ysis in the previous step and selects the sub-module to exe-

cute. Suppose there is the information of intent type in the

FIGURE 5. Query processing module diagram.

incoming data. In that case, the knowledge base retrieval

sub-module is completed. Query statement of a knowledge

base is generated in sub-module, which is transferred to the

knowledge base for a query. If there is no intention type infor-

mation, a simple question-and-answer pairing query submod-

ule is executed. In this sub-module, the problem classifier

predicts the detailed types of problems and further narrows

the retrieval range.

Through the classification results of the questions intro-

duced in the previous step, the domain words and entity types

in the questions are obtained. A dictionary is shaped like

‘Entity Type’: [‘Domain Words’],. . . is constructed. To con-

vert the results returned by question classification into Cypher

language of NEO4J, call the corresponding reply template

according to the corresponding question type, combine the

query results with the answer template, and finally return the

final answer. The corresponding flow chart is shown in Fig. 5:

After the question type is determined, the query instruc-

tion of the question-and-answer pairing database is gener-

ated. Then it is input into the question-and-answer pairing

database to query the relevant question set. If the query result

comes from the medical knowledge graph, the information

retrieval module will generate the answer sentence and then

transmit it to the user interaction interface. Suppose the

query result comes from the question-and-answer matching

database. In that case, the information retrieval module will

directly call the candidate answer selection module to output

the question-and-answer matching.
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TABLE 5. Experimental environment of question answering system.

FIGURE 6. Types and quantities of atlas entities.

Some database problems are highly similar to the user

input, but these problems cannot all be replaced by each

other. Therefore, the module used for selecting candidate

answers is mainly responsible for starting with the corre-

sponding questions, checking the first several questions clos-

est to the user’s problems, and searching all the candidate

answers to these questions. Many medical questions usu-

ally do not have a unique standard answer, so the medical

question answering system needs to select the solution that

best matches the user-input questions’ semantics from these

candidate answers. This module’s essence is to use question

and answer matching technology to calculate the semantic

similarity score between the original problem and each can-

didate solution, select the answer with the highest score as the

best answer, and finally directly return the user’s response.

IV. EXPERIMENT

A. EXPERIMENTAL ENVIRONMENT

The algorithm and model proposed in this paper are all run in

the same experimental environment, and the specific config-

uration is shown in Tab. 5.

B. EVALUATION AND ANALYSIS OF KNOWLEDGE GRAPH

EXPERIMENT

1) DISPLAY OF GRAPH CONSTRUCTION RESULTS

This system locates the medical field, uses crawler tech-

nology to use vertical medical websites as data sources,

takes diseases as core entities, and constructs a knowledge

graph including 44,000 knowledge entities of 7 types and

300,000 entities of 11 classes, which are stored in Neo4J

graph database. The results are as follows:

Fig. 6 shows the entity types in the knowledge graph and

the corresponding quantitative relationships, It can be seen

that diseases should dominate the medical knowledge graph,

but in fact, the entities related to it are more corresponding

food types, which reflects that in recent years, the medical

TABLE 6. Summary of experimental data for knowledge graph
construction.

question-and-answer field has paid more attention to the

recommendation and taboo of food categories. The number

of entities accounts for nearly half of the proportion in graph

construction.

2) ANALYSIS OF ENTITY CLUSTERING METHOD

This experiment’s data are collected from health medical

networks such as 39 health networks and medical search and

drug search networks, including 44,000 knowledge entities

of 7 types and 300,000 relationship information of 11 types

of entities. This experiment’s data include medical informa-

tion crawled from major health medical networks such as

39 health networks and drug search and drug search net-

works. This experiment’s data include the related information

of 44,000 knowledge entities of 7 types and 300,000 rela-

tionship information of 11 kinds. To construct a high-quality

knowledge graph, When the data sources are relatively small,

this paper focuses on optimizing and improving the knowl-

edge fusion part of the knowledge graph construction algo-

rithm. It proposes an improved k-means algorithm (k-means

max-min) for entity clustering disambiguation to deal with

almost the same text representation but different text mean-

ings in a large number of texts. Based on comparing with

other similar models, the most suitable K value is tested

through experiments.

In this experiment, the total F1 value of precision rate

and recall rate is used to measure the clustering disambigua-

tion results of the entity fusion part in the knowledge graph

using the improved K-means algorithm. Their formulas are

as follows:

Precision =
|Correct|
|Predict|

(7)

Recall =
|Correct|
|Labeled |

(8)

F1 =
2 ∗ Precision ∗ Recall
Precision+ Recall

(9)

In the above formula, Correct represents the intersection of

the output result of the model and the correct work, Predict

describes the prediction result of the model, and Labebled

represents the right result. The balance between precision and

recall is completed with F1 values.

The experimental data are summarized in Tab. 6.

It can be seen that the Lesk algorithm fluctuates signifi-

cantly between different types of data sets because themethod

before improvement is limited by the size of external dictio-

naries and the fields to which questions and answers belong.

In the process of disambiguation, each document’s different

characteristics lead to the mismatch of grammatical rules,

so the effect of text clustering is also volatile. In contrast,
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FIGURE 7. Test performance of question answering system.

the improved K-means algorithm determines the clustering

point with the farthest convergence (minimum similarity)

from a macro perspective before the K-means algorithm is

executed when selecting the K value, and at the same time

determines the K value from the previous data analysis. It can

be seen from the experiment that the results obtained in this

way are more consistent with the actual situation. It shows

that the method proposed in this project has an apparent

excellent effect in entity clustering disambiguation.

C. EXPERIMENTAL EVALUATION AND ANALYSIS OF

QUESTION ANSWERING SYSTEM

In the actual use of the QA system, The inquiry of common

diseases, drugs, symptoms, etc., is more efficient than the

website’s direct examination. On the one hand, users will not

be interfered with by other irrelevant information due to the

question-and-answer system’s specificity. On the other hand,

users’ diagnosis results will be relatively accurate due to the

original high-quality data and knowledge fusion steps.

At present, the question answering system’s performance

test is also based on accuracy and recall rate. The more

questions a question answering system can answer (those that

cannot be answered guide users to conduct further intention

inquiries), the higher the system’s recall rate. The more cor-

rect questions the question answering system responds to,

the higher the accuracy. For the field of medical question and

answer, people often focus on accuracy. That is, they would

instead choose not to answer then give wrong answers.

Due to the QA system evaluation’s subjectivity, even if

a certain amount of test data is collected, human errors in

the labeling process cannot be avoided. The system needs

as many people as possible to take part in the test and then

takes an average value as the final result. The procedure

takes the approval of some answers collected on the network

as a particular reference, further modifies the test data, and

obtains the following products:

As can be seen from Fig. 7, when the knowledge graph

is used for question-and-answer retrieval alone or question-

and-answer pairing is used for recovery, the recall rate of

knowledge graph question-and-answer is higher, but its accu-

racy rate is lower than that of question-and-answer pairing

retrieval. The specific reason is that question-and-answer

pairing can give more accurate response answers when the

system reencounters the same problem by collecting the exist-

ing question-and-answer pairs on the network more accu-

rately. However, due to its limited scale, it cannot achieve

higher problem coverage. However, the knowledge graph

just makes up for its deficiency. When the corresponding

relationship between medical entities and related entities is

analyzed, the graph pattern query can be carried out more

accurately through intention classification. Therefore, we can

combine the two to achieve higher accuracy and recall rate.

However, it can be seen that the final accuracy still does

not reach the ideal height because it is closely related to the

quality of the data source.

V. CONCLUSION

This system establishes a high-quality medical question-

and-answer knowledge graph based on relevant professional

knowledge in medical question-and-answer research through

steps such as information extraction and knowledge fusion.

Based on this knowledge graph, problem domain words and

interrogative words are added to perfect matching rules. This

system aims to explore the improvement of the medical

question-and-answer system’s efficiency and accuracy, but

there are still some defects. For example, the construction

and retrieval speed of the knowledge graph still need to be

improved, and the multi-round dialogue and complex knowl-

edge reasoning need to be improved.
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