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In this paper, we use machine learning algorithms to conduct in-depth research and analysis on the construction of human-
computer interaction systems and propose a simple and effective method for extracting salient features based on contextual
information. The method can retain the dynamic and static information of gestures intact, which results in a richer and more
robust feature representation. Secondly, this paper proposes a dynamic planning algorithm based on feature matching, which
uses the consistency and accuracy of feature matching to measure the similarity of two frames and then uses a dynamic
planning algorithm to find the optimal matching distance between two gesture sequences. The algorithm ensures the
continuity and accuracy of the gesture description and makes full use of the spatiotemporal location information of the
features. The features and limitations of common motion target detection methods in motion gesture detection and common
machine learning tracking methods in gesture tracking are first analyzed, and then, the kernel correlation filter method is
improved by designing a confidence model and introducing a scale filter, and finally, comparison experiments are conducted
on a self-built gesture dataset to verify the effectiveness of the improved method. During the training and validation of the
model by the corpus, the complementary feature extraction methods are ablated and learned, and the corresponding results
obtained are compared with the three baseline methods. But due to this feature, GMMs are not suitable when users want to
model the time structure. It has been widely used in classification tasks. By using the kernel function, the support vector
machine can transform the original input set into a high-dimensional feature space. After experiments, the speech emotion
recognition method proposed in this paper outperforms the baseline methods, proving the effectiveness of complementary
feature extraction and the superiority of the deep learning model. The speech is used as the input of the system, and the
emotion recognition is performed on the input speech, and the corresponding emotion obtained is successfully applied to the
human-computer dialogue system in combination with the online speech recognition method, which proves that the speech
emotion recognition applied to the human-computer dialogue system has application research value.

1. Introduction

In recent years, with the storm of artificial intelligence
sweeping through, intelligent technologies have emerged in
various fields, and the innovation of human-computer inter-
action has also received the attention of many scholars,
many of whom have begun to research and design more nat-
ural ways of human-computer interaction. And human
interaction methods used to transmit information have been
many elementalized, but the most basic ways are dialogue,
eyes, body movements, etc. They are the most natural inter-
action methods formed by humans in social development,

and they are also the most consistent with human behavioral
habits. Thus, speech and gesture are widely recognized by
scholars as important means of natural human-computer
interaction. And as an older interaction method than speech,
the human gesture is relatively simple and can be better
understood by computers compared to the complexity of
speech. The use of manual gestures in human-computer
interaction has been researched and developed over a long
period [1]. Human-computer interaction systems and dia-
logue systems are service-oriented systems that directly use
voice for interaction. With the gradual maturity of HCI sys-
tems and the gradual application of speech emotion
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recognition in people’s lives, there is a more urgent need to
make machines intelligent to understand human emotions
[2]. The intensities of the peaks and valleys of the spectrum
are estimated by the average values of the small neighbor-
hoods near the maximum and minimum values, rather than
the exact maximum and minimum values.

The application of speech emotion recognition to the
human-computer dialogue system, on the one hand, can
make the dialogue system through the human voice as input
and understand the emotion it contains and communicate
with humans rich in emotion, giving human-computer dia-
logue system humanized and intelligent interaction charac-
teristics [3]. On the other hand, medical service systems,
call centers, car systems, and other applications based on
speech emotion recognition systems can help people to
improve the efficiency of work and efficiently solve the prac-
tical problems encountered by people. Therefore, speech
emotion recognition has an important theoretical research
value and its application research value in human-robot
interaction. Humans and robots use force control to achieve
like curtain wall installation work. Besides, human-robot
collaboration technology is also applicable to the field of
medical rehabilitation, such as limb rehabilitation training
for some patients with cerebral thrombosis or some other
limbs that need to be recovered [4]. Due to the increasing
emergence of aging countries, robots that assist in the lives
of the elderly have emerged to facilitate the care of these
elderly people. Various entertainment robots are beginning
to use new human interaction methods to appeal to the cus-
tomer base [5]. Robotics-related technologies have gradually
started to enter the world of common people and into the
lives of most people close to them. Because of this, our
requirements for robots are becoming increasingly stringent.
Due to the close contact between humans and machines, the
contact method must be stable and safe, and it is better to
have certain self-help recognition ability so that it can
respond in time to emergencies and ensure reasonable, effec-
tive, and safe interaction between humans and machines.

Hand gesture recognition is based on human hand
movements; the human hand is very flexible; according to
the change of gestures to simulate the image or syllables to
form a certain meaning or words, it is a body language
between people and communication and exchange of ideas
and is “an important auxiliary tool of audible language,”
for the hearing impaired and other specific. For people with
hearing impairment, it is the main communication tool and
has a wide range of applications and prospects [6]. In indus-
trial production, robot teaching is a tedious and complex
task, and controlling robot movement through gestures can
simplify the process of teaching and operating industrial
robots, which is of great value. This can make the classifica-
tion process simple and can get good classification perfor-
mance. It is relatively simple to extract frames through a
fixed extraction frequency or interval, and it is a commonly
used method in video retrieval. With the emergence of
Kinect body-sensing devices, its sensitive body-sensing tech-
nology can obtain the depth image of the human body,
through gesture recognition, to understand the ideas of the
operator, to effectively operate some industrial equipment

to carry out and learn through gesture signaling to teach
the robot how to move. In this way, it can ensure the safety
of carrying out some dangerous work, reduce the risk factor,
simplify the number of operations, and improve
productivity.

In Section 2 of this paper, the relevant research and
research background of this paper are introduced. Section
3 describes the machine learning algorithm used in this
paper. Section 3 constructs the human-computer interaction
system, Section 4 analyzes the results of this paper, and Sec-
tion 5 concludes the paper.

2. Related Work

There have also been many achievements in the application
and control of robotic human-robot interaction; for exam-
ple, Active Media Robotics’ Centibots, related to robot orga-
nization, task assignment, and other technologies, have
grown to teams of more than 100 robots choreographed to
work together in the military field of reconnaissance, track-
ing and mapping through real-time control [7]. Many sys-
tems based on the various functions of this body-sensing
device have been developed by developers. For example,
body language recognition is done based on some basic
image processing techniques to discriminate the movements
of the human body detected by the camera [8]. In traditional
gesture recognition systems, many technical difficulties for
segmenting and locating hand positions have not been
solved, and the systems have poor real-time performance
and low robustness and basically cannot capture gestures
and output correct results in real time, so until the emer-
gence of body-sensing systems, traditional gesture systems
still can only do rough recognition [9]. As an early human
interaction method, gestures are still widely used as a com-
munication tool. In the long social practice, hand gestures
constantly update their specific meanings and can express
human thoughts more vividly due to the good flexibility of
the hand. Therefore, with the continuous development of
artificial intelligence, gesture recognition has gradually been
combined with machine devices and becomes one of the
effective ways for computers to understand human lan-
guage [10].

From the current robot interaction methods, most of the
research only focuses on a single perception mode, which
firstly limits the diversity of robot interaction means and
contents and secondly makes the interaction process single
and tedious and the interaction experience poor [11]. There-
fore, how to fuse multimodal perceptual information to pro-
vide faster, more efficient, and more diverse interaction
experiences is one of the current research hotspots [12].
The sixth generation of robots integrates three new sensory
categories of the cosensory model of dialogue engine, full-
duplex speech, and real-time vision. In the test site, Xiaobing
can conduct real-time parallel interaction through vision
and speech, and visual information and speech information
are associated and shared in real-time during the interaction
process [13]. Multiple interaction methods complement and
integrate to form a complete interaction system. The gesture
interaction technology is through the camera to capture the
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gesture interaction process and, then through computer
vision and other technologies to analyze the image, to
achieve gesture recognition [14]. This gesture recognition
is more natural and convenient to use, with simple equip-
ment and a good user experience. Earlier vision-based ges-
ture interaction is mainly based on the marker approach,
i.e., by pasting or painting different colors or shapes on the
hand like markers and recognizing the markers by visual
means thus realizing gesture recognition.

The second is to design a set of static gesture commands
to control handwriting operations, including basic com-
mands such as start, stop, erase, and save. Liang et al. used
the optical flow-based motion detection method to segment
the hand region, but the optical flow method is only able to
detect moving targets, so the method is only effective when
the hand is in motion [15]. And when the camera is also
moving, the optical flow detection will be unable to segment
the situation. Parvathy et al. used color histogram informa-
tion to model the background information and then used
the background difference method to detect the hand region,
which is computationally simple and can only be applied to
scenes with stable illumination and fixed cameras [16]. In
general, a gesture recognition model is a machine learning-
based classifier, which can classify gestures into correspond-
ing classes by using sample data for learning [17]. According
to the motion characteristics of hand gestures, gesture recog-
nition can be divided into static gesture recognition and
dynamic gesture recognition, where dynamic gesture recog-
nition mainly contains the trajectory motion of hands and
arms, so it can also be called trajectory gesture recognition.

3. Machine Learning Algorithm Design

3.1. Gesture Recognition Algorithm. Skin color is a distinctive
feature of the human body; with the development of com-
puter vision technology, skin color segmentation is widely
used in face recognition, gesture recognition, etc. Skin
color-based gesture segmentation algorithms are simple
and better in real-time and are not affected by changes in
the shape of the gesture target, and the technology is more
maturely developed. It mainly includes a histogram model
as well as a classifier based on pattern recognition. The his-
togram model transforms the color space into a set of histo-
gram bins, which correspond to the color orientation, and is
usually divided into two types: the external lookup table
method and the Bayesian method; the pattern recognition-
based classifier can generalize the data and adopt the method
of approximating the complex nonlinear input-output rela-
tionship [18]. The advantage of the threshold model is that
the algorithm is simple and suitable for systems with high
requirements for real-time, but its accuracy of detecting skin
tones is low; the parametric model usually does not contain
luminance information, reducing the error caused by illumi-
nation interference, but its accuracy depends on the choice
of color space and the shape of skin tone distribution.

The background image B is created from the image
acquired by the camera, and the differential image D is
obtained by using the current frame image f to do the differ-
ential operation with the background image B, as in equation

(1). The differential image D is binarized, where T denotes
the appropriate threshold value for segmenting the back-
ground and foreground during target detection.

D x, yð Þ = f x, yð Þ + B x, yð Þj j: ð1Þ

The time-averaging model is averaged based on the con-
nected frame images, where the low-frequency components
in the image sequence are selected as the background
images. Let Btðx, yÞ and f tðx, yÞ be the background image
and the image frames at time t. Update the Btðx, yÞ following

Bt x, yð Þ = αBt−1 x, yð Þ − 1 − αð Þf t x, yð Þ: ð2Þ

Firstly, the first frame and second frame images are
treated as background image Bðx, yÞ and target image Tðx,
yÞ, respectively, and secondly, the possible gesture regions
are obtained by an edge segmentation method for edge
extraction of target image Tðx, yÞ. Through the static gesture
detection method designed in this article, determine the ges-
ture category, and then execute the corresponding control
command. Next, the target image is used to generate the
mask map Maskðx, yÞ and then to detect the previously
obtained possible gesture regions. If more than 2/3 of the
pixel points in the region are distributed within the skin tone
range, we set the value of the pixel points in the range to 1
and the rest to 0. Finally, the background map is updated
according to the following equation (3), and the pixel points
with the value of 1 are kept and the pixel points with the
value of 0 are replaced with the corresponding point pairs
of the target image.

Bt x, yð Þ =
Bt−1 x, yð Þ, if Mask x, yð Þ = 0,

Tt−1 x, yð Þ, if Mask x, yð Þ = 1:

(
ð3Þ

The values of the background pixel points can be
described by a Gaussian model, as shown in equation (3).
This method is suitable for more stable environments.

p xð Þ = 1ffiffiffiffiffiffi
2π

p
σ
exp

x − μð Þ2
2σ2

" #
, ð4Þ

where μ represents the mean and σ represents the standard
deviation. Whenever a new image frame is acquired, the
pixel point is firstly judged. If the pixel point satisfies equa-
tion (4), it can be determined that the pixel point is a back-
ground point; otherwise, it is a foreground point. In practical
applications, the background may be changing, so the back-
ground model, which is the parameter, is updated.

μi+1 = α + 1ð Þμi − axi+1,

〠
i+1

= α + 1ð Þi〠
i

+ α xi − μið Þ xi+1 − μi+1ð ÞT , ð5Þ

where the mean value of Gaussian distribution before μi the
update is xi+1, μi+1 the mean value of Gaussian distribution
after the update is μi+1, the covariance matrix before the

3Journal of Sensors



update is denoted by ∑i, and the covariance matrix after the
update is ∑i+1 denoted by, xi+1 is the pixel point value at i + 1
, α is the learning rate, and the value of α is between 0 and 1,
which directly affects the background update speed. α is too
small to cause the background update speed to be too slow,
and the static objects in the background will be mistaken
as gesture targets; α is too large to cause the too large causes
the background update speed to be too fast, moving object
targets will be considered as background, and the noise effect
increases. In the grayscale image ∑i+1 is σ2, in the color
image, the color components of each pixel point are inde-
pendent, so the ∑i+1 reduction is diag ½σ2R, σ2

G, σ2B�.
3.2. Speech Recognition Algorithm. Speech energy, resonant
peak frequency, fundamental frequency, and mel-frequency
cepstrum are used by some researchers because of their
effectiveness in distinguishing certain emotional states. To
elicit different emotions, rhythmic features such as speaking
intensity, vocal gate parameters, fundamental frequency,
pitch, and volume can be used. According to the results of
previous studies, spectrum and rhythm are the two types
of features that carry the most emotional information [19].
The rhyme continuum has features such as energy and pitch
and contains most of the emotional information of the dis-
course. In addition, the combination of spectral and rhyme
features is also believed to improve the performance of emo-
tion recognition systems because they both contain emotion
information.

The most used spectral features for various sentiment
recognition systems are linear predictive coefficients (LPCs),
mel-frequency cepstral coefficients (MFCCs), and linear pre-
dictive cepstral coefficients (LPCCs). For example, Linear
Predictive Coding (LPC) is a digital method for encoding
analog signals. LPC works by predicting the next value of a
signal based on the information it has received in the past,
forming a linear pattern. The main goal of LPC is to obtain
a set of prediction coefficients that minimize the mean
square error Em.

Em =〠
i

e2m n2
� �

: ð6Þ

e2m½n2� is a frame of the speech signal and the order of the
LPC analysis. LPC coding typically provides satisfactory
high-quality speech at a low bit rate and provides an accu-
rate approximation of speech parameters. While LPCC can
be considered a more traditional feature of speech, LPC con-
tributes to the overall recognition of emotion, as shown in
Table 1.

Ensure that the system meets user needs. The focus of
the test is whether the driver’s gestures can accurately com-
plete the instructions to the in-vehicle system. The main test
contents are the opening of the system application, the real-
ization of functions in the specific application, and the cor-
rect rate of gesture recognition. Rhythmic features, also
known as acoustic features, are extracted over a longer
region than the typical frame and are therefore also known
as “hypersegmented” features. Commonly extracted rhyth-
mic features include pitch, energy, articulation rate, pause,

spectral tilt characteristics, and duration. The contours of
rhythmic features (indicating smooth, rising, or falling
slopes), obtained in SER studies, generally include mini-
mum, maximum, median, and interquartile ranges. Pitch
can be measured as a change in frequency. The time between
two consecutive vocal fold vibrations is called the pitch
period, and the number of vibrations in a unit time is called
the fundamental frequency or pitch frequency.

A ið Þ = lim
M⟶∞

1
2M

〠
M

n=−M
x n2
� �

x n2 + i
� �

: ð7Þ

Gaussian mixture models are alternatively generated
probabilistic models, which mean that for a particular word,
a multivariate Gaussian density model representing all
frames can be formed with a strong fit. Like HMM, GMM
as a statistical model, GMM can also be expressed in math-
ematical terms. Let PGMMðxtÞ be the nth frame of the word x,
the probability of generating a GkðxtÞ frame using GMM can
be calculated as in

PGMM xtð Þ = 〠
S

k=1
C2
kGk xtð Þ: ð8Þ

S is the mixing number, Ck is the probability of the kth
mixing, and Gk is a multivariate Gaussian density function
with a mean vector and covariance matrix. Compared to
HMMs, GMMs are more efficient in the overall modeling
of multimodal distributions and thus have advantages in
training and testing. Using GMMs in SER, the global prop-
erty is the main concern [20]. However, due to this property,
GMMs are not suitable when the user wants to model the
temporal structure. It has been widely used in classification
tasks. Although the salient local features based on the refer-
ence frame have only 256 dimensions, the result is better.
The reasons for this gap can be summarized as the following
two points.

In practice, the Fourier transform is calculated by divid-
ing a longer time signal into shorter segments of equal
length and then calculating the Fourier transform separately
on each shorter segment, which reveals the Fourier spectrum
for each small segment. One then usually plots the changing
spectrum as a function of time, called a spectrogram or
waterfall plot. In the discrete-time case, the data to be trans-
formed can be decomposed into blocks or frames (they usu-
ally overlap each other to reduce special handling at the
boundaries). Each block is Fourier transformed, and the
complex results are added to a matrix that records the mag-
nitude and phase at each point in time and frequency.

STFT x n½ �f g m,wð Þ ≡ 〠
∞

−∞
x n½ �w n +m½ �ejwn: ð9Þ

In this case, m is discrete and ω is continuous; however,
in most typical applications performed on a computer using
the Fast Fourier Transform STFT, the two variables are dis-
crete and quantized. As m increases, the window function w
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slides to the right. For the result of the obtained frame x½n�
w½n +m�, the computational Fourier transform is per-
formed. The resulting STFTX is a function of time m and
frequency w. The raw spectral contrast feature estimates
the intensities of the spectral peaks and troughs and their
differences in each subband, and to ensure the stability of
the feature, the intensities of the peaks and troughs of the
spectrum are estimated from the average of the small neigh-
borhoods around the maximum and minimum values,
respectively, rather than the exact maximum and minimum
values.

Peakk = ln
2
αN

〠
αN

i=1
xk,i′

( )
,

Valleyk = ln
2
αN

〠
αN

i=1
xk,i+1′

( )
:

ð10Þ

N is the total number in the kth subband, k ∈ ½1, 6�. The
value of α can be different, in the interval 0.02 to 0.2 which
will not have a great effect on the classification result. The
most basic ways are dialogue, eye expressions, body move-
ments, etc. They are the most natural way of interaction
formed by human beings in the development of society,
and they are also the way of interaction that most conforms
to human behavior habits. After the K-L transformation, the
feature vectors are mapped into the orthogonal space and
the covariance matrix if mapped in the new feature space
using a diagonal approach, which makes the classification
process simple and gives good classification performance.
Frame extraction by fixed extraction frequency or interval
is a simpler method and is a common approach in video
retrieval. However, this random extraction is baseless and
there is no guarantee whether the extracted keyframes con-
tain key information of motion. Combined with the environ-
ment in which this paper is used, the dynamic gesture
operation process needs to be fast and concise, and the
integrity of the information cannot be guaranteed by using
the sampling method.

4. Human-Computer Interaction
System Construction

4.1. Gesture Recognition System Design. Because the robot is
widely used, most scenarios have their specific production
environment and assembly process, and the production
environment of different industrial plants is more complex
and different for all kinds of gestures and movements [21].
The basic task of the system software is gesture recognition
and human-robot interaction. Gesture recognition needs to
complete data acquisition, data processing, data recognition,
and other points of the function. Human-computer interac-
tion needs to design interactive gestures and complete the
control of upper-layer applications. Thus, according to its
basic task, the system software has the following functional
requirements. By calling the underlying camera device, the
user’s gesture data is collected and saved in a video format.
With the gradual maturity of human-computer interaction
systems and the gradual application of voice emotion recog-
nition in people’s lives, there is an even more urgent need for
machines to intelligently understand human emotions. The
gesture data needs to be processed in two ways, firstly, to
extract the ROI of the region of interest of the gesture, crop
the picture of the region of interest, and save the ROI param-
eters of the region of interest. The second is to annotate the
2D node coordinates of the gesture according to the gesture
node model and save the annotated 2D node coordinate
data.

The aerial handwriting module is a simple gesture inter-
action application, which mainly consists of the following
two basic functions: first, to identify fingertip points and
use fingertip point trajectories to achieve aerial font writing;
second, to design a set of static gesture commands for con-
trolling handwriting operations, including basic commands
such as start, stop, erase, and save. Static gestures are judged
multiple times to prevent miscalculation, and a single static
gesture is kept constant for 10 consecutive frames before
the current operation is executed. After entering the hand-
writing mode, first, start the improved KCF tracker designed
in this paper to track the gesture, use the tracking result
region as the gesture region, extract the gesture mask image
using the hybrid GMM skin tone extraction Bye’s correction

Table 1: Spectral characterization.

Extract
characteristics

Advantage Shortcoming

MFCC Popular features. Poor noise resistance.

LPCC Helps to capture the voice perception of the human ear.
For different emotions (especially anger and sadness), the

coefficient values usually overlap.

ZCR
Delta and double-delta values can improve recognition

accuracy.
The ZCR value tends to vary greatly, depending on the

amount of noise present.

Shimmer Indicates common features of voice content.
Emotions such as anger and disgust often exhibit similar

jitters and flickers.

LFPC
The observed LFPC value is not relevant, so the diagonal

covariance of its value can be used as the feature input of the
classifier.

Most studies only compare LFPC with MFCC and LPCC.
The nonlinear changes of the speech signal are not

considered.

DSCC Simple calculation. Anger and disgust often exhibit similar jitters and flickers.
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proposed in this paper, and then use the convex packet
detection to obtain the fingertip point of the gesture, and this
paper uses a single fingertip point to achieve over-the-air
handwriting. If the position of the fingertip point does not
change in 20 consecutive frames or no fingertip point is
detected inside 10 consecutive frames, then reenter the static
gesture detection state, determine the gesture category by the
static gesture detection method designed in this paper, and
then execute the corresponding control command.

Based on the simple experimental system established for
the human-robot collaboration model, the data acquisition
flow chart shown in Figure 1 was constructed in this paper
to show the acquisition of the data clearly and explicitly.
First, the six-dimensional force sensor used in the system
and the AC servo motor representing the robot are initial-
ized, and to achieve consistent information about the end
position of the collected robot, it is necessary to make the
handle at the end have the operation of zeroing the opportu-
nity home. Just as expressed above, the process of data
acquisition is carried out using the impedance control
method for the robot in the one-degree-of-freedom
human-robot collaboration system.

In this simple human-robot collaboration system,
because there is only one direction of motion space, so just
collect the data in this direction, one of the six-
dimensional pressure sensors used in this paper for the
acquisition of interactive force information, and the infor-
mation of the robot is mainly the three-position, velocity,
and acceleration. In this paper, we mainly analyze the robot

velocity information, which is calculated from the encoder
acquisition. These data are built on the variable damping
impedance control method to collect the data. Humans
and robots use force control to achieve installation work like
curtain walls. In addition, human-machine collaboration
technology is also applicable to the field of medical rehabil-
itation, such as physical rehabilitation training for some
patients with cerebral thrombosis or other patients whose
limbs need to be recovered. In this paper, the mass matrix
and damping matrix of the robot are set as m = 0:02, b = 15
, f h = 2N . According to the data acquisition flowchart in
Figure 1, the data acquisition is repeated several times, and
finally, 900 sets of data are obtained for the training of the
one-degree-of-freedom human-robot collaboration system,
and 100 sets of data are randomly collected as the data test
data in each of the three data acquisition sessions.

4.2. Speech Recognition System Construction. A 1D CNN can
be very effective when valid features are obtained from a
shorter (fixed-length) segment of the overall dataset and
the position of the feature in that segment is not relevant.
1D CNNs are suitable for analyzing any kind of signal data
(e.g., audio signals) over a fixed-length period. Another
application is natural language processing. The key differ-
ence between the 1D and 2D CNN approaches is the dimen-
sionality of the input data and how the feature detector (or
filter) slides over the data.

In Algorithm 1, an example application of a 1D CNN is
presented; the set consists of 8 parts, each represented by a

Initialization

Enable receiving

Get command

Setup Collect

Change relay 
node Setup node

Collect data

Transmit ack

Transmit data

Retransmit

Retransmit

N
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N
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N Y

N

NY

Data 1

Data 2

Data 3

Data 4

Data collection

Figure 1: Flow chart of data acquisition.
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vector. The feature detector always covers the complete 2
vectors, where the height of the detector determines the
number of all vectors to be considered in the training pro-
cess. Assuming a height of 2, the feature detector will tra-
verse the data 7 times. Using a 1D CNN can extract
features from an entire dataset of a fixed-length segment
very efficiently [22]. If the user’s intent is simply to say hello,
thank you, goodbye, etc., there is no need to extract slot
value information. Using Rasa Core for session management
and behavior decision of the dialogue system, different
behaviors are returned to reply for different user intents,
e.g., if the user intends to greet, then reply to self-introduc-
tion/feature introduction; if the user intends to chat and
communicate, then call the Turing bot interface to commu-
nicate with the user; if the user intends to move an object,
but no location of the object to be moved or target location,
the text is returned asking the user for information about the
slot value that needs to be filled.

When using an existing preliminary dialogue model,
users can train online with the bot, and new dialogue scenar-
ios generated during the dialogue are added to this file, con-
tinuously enriching the model data and enhancing the
robustness of the dialogue system.

System testing is used to check whether gestures can
achieve specific functions, analyze problems, and provide
feedback to system developers to ensure that the system is
meeting user needs. The focus of the test is on whether the
driver’s gestures can accurately complete the instructions
to the in-vehicle system. The main test contents are the
opening of the system application, the implementation of
the functions in the specific application, and the correct rate
of gesture recognition. Due to funding issues, the system
tested in a simulated environment with an Android operat-
ing system and a laptop camera for image acquisition and
transmission to the central operating platform.

The Android system uses Java language to develop pro-
grams and has complete hardware device support, providing
developers with an open and highly free development plat-
form. In addition, Android provides developers with rich
interface controls, which facilitate the development of user

interfaces, while using the same design language to ensure
the consistency of application interfaces. Due to the rapid
development of telematics technology in recent years,
Android-based in-vehicle devices and related applications
have a great market share. The Android platform is highly
developable and has low development cost; therefore, major
automobile manufacturers are developing in-vehicle devices
on the Android platform.

5. Analysis of Results

5.1. HCI Performance Results. After the gesture sample
library is established, 1000 samples of 10 dynamic gestures
are trained and recognized; the process is as follows: 100
samples of each dynamic gesture are divided into a training
set and test set: the training set is to train the set model and
adjust the model parameters, and the test set is to test the
accuracy of the trained model and determine whether the
trained model has been trained. The contact method must
be stable and safe, and it is best to have a certain degree of
self-recognition ability, so that emergencies can be dealt with
in a timely manner, and a reasonable, effective, and safe
interaction between man and machine is ensured. In this
paper, 50 samples are selected as the training set of the
HMM-NBC model, and the remaining samples are used as
the test set of this model. Firstly, the motion trajectory
HMM model and the gesture HMM model are trained,
and the parameters in the HMM need to be set. In this
paper, the number of hidden states S is set to 9, and the
observed state value M is set to 10 in the gesture HMM
model; for the motion trajectory HMM model, the S value
is set to 9 and the M value is set to 12. When the HMM
model is initialized, the training of the HMM model can be
started, and when the 10 dynamic gestures are trained, the
dynamic gestures are input to the test set to complete the
recognition of dynamic gestures, and the experimental
results are shown in Figure 2.

The recognized text information is sent to the Rasa dia-
logue system in the form of a service; the dialogue system
understands the text information and extracts the user’s

Input: depth map sequence I = ½I21, I22,⋯, I2N �
Step 1. the initial feature point extraction
Use SURF algorithm to detect key points.
Step 2. Forward search
Initialize the reference frame of frame 1, AF

1 = 1
For Ii = I21 : I

2
N do.

If AF
1 ≠ 1 then RF

i = I
end
Step 3. Backward search
Consistent with the forward search step, get the backward reference frame
Two-way search area fusion to obtain the final saliency area
Valleyk = ln f1/α∑αN

i=1xk,i+1′ g
Step 4. Feature selection and descriptor extraction
Use S to filter out invalid points, and extract HOG and HOF feature descriptions in a square area centered on key points S∗i = SFi ∩ SBi .
Output: extracted feature points and location information and feature description

Algorithm 1: Significance feature extraction algorithm based on bidirectional reference frame search.
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intention, extracts the entity slot information needed to
reply to the intention, and acts accordingly to return the
reply text; the speech synthesis API is called to realize text-
to-speech and plays the reply to the user through the
headset.

The multimodal expression sequences are extracted, and
fusion is performed to extract multiple feature descriptions,
while the spatiotemporal probability distribution of the fea-
tures is modeled using the 3D hidden shape model after-
ward; the main steps include the establishment of the
target description table and the implicit shape model, where
the target description table is an index entry for all features,
while the implicit shape model implicitly describes the spa-
tiotemporal distribution information of the features. In the
recognition phase, after extracting all features, the spatio-
temporal locations of all frames are voted in combination
with the 3D implicit shape model to compose the alignment
cost matrix, and finally, the dynamic programming algo-
rithm is used to find the optimal path. It is the body lan-
guage used to communicate and exchange ideas between
people. It is an “important auxiliary tool for audio language.”
For certain people such as hearing impaired, it is the main
communication tool and has a wide range of applications
and prospects.

The two-way search-based saliency features focus on
static information and analyze the saliency region of the cur-
rent frame through contextual information and use it as a
benchmark to filter out invalid feature points. The main idea
is to use contextual information to extract the saliency
region of the current frame and limit the feature extraction
to the key region of the gesture, which improves the effec-
tiveness of the features while increasing the feature density
and then improves the characterization ability of the fea-
tures, as shown in Figure 3.

After switching to the over-the-air handwriting module,
the system software starts the timer and begins to monitor
the gesture changes, and Figure 3 identifies the start-up ges-
ture through the gesture detection method in this paper.

After that, the system enters the over-the-air handwriting
phase, and Figure 3 identifies the fingertip movement trajec-
tory through the gesture tracking method and fingertip point
recognition method in this paper. The software system flips
the picture left and right after entering the handwriting so
that the writing trajectory is displayed normally. The param-
eter model usually does not contain brightness information,
which reduces the error caused by light interference, but its
accuracy depends on the choice of color space and the shape
of the skin color distribution. After detecting the condition
of handwriting termination, the system software reenters
the detection session, and Figure 3 identifies the erase ges-
ture and stop gesture by the gesture detection method in this
paper. By iteratively adjusting the feedforward forces and
reference points in the reference model, as well as informa-
tion on the steady-state achieved when the robotic arm
interacts with the external object, the elasticity coefficients
and geometric boundary locations of the external object
are estimated using weighted least squares. In addition, we
propose a novel learning law for updating the learning of
weights in ELM that ensures fast convergence of the match-
ing error between the closed-loop system and the reference
model.

5.2. Interaction Results. The most important and basic step
in building the application of speech emotion recognition
to human-computer dialogue is speech emotion recognition;
the speech emotion recognition model recognizes the input
speech and obtains the corresponding emotion labels. The
human-computer dialogue model is constructed and
trained, and the speech is used as the input of the human-
computer dialogue model, combined with the speech recog-
nition, and added emotion labels as the real input of the
human-computer dialogue, and the ECM human-computer
dialogue gets the corresponding emotional response. The
front-end acquires speech recognition text and sentiment
labels and inputs them into the human-computer dialogue
model and uses the acquired text and sentiment as the driver
to obtain sentiment-rich responses.

Due to the excessive size of the training set, the number
of features obtained is too large to use all the training sample
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Figure 2: Dynamic gesture recognition results.
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features to train the random forest model. Therefore, in this
chapter, partial training samples are used; i.e., features are
extracted using some of the samples to obtain the lexicon,
and later, all sample features are used to vote to obtain the
spatiotemporal probability distribution of individual words.
To ensure uniformity in category sampling, the number of
samples for each category in the lexicon clustering process
is the same. To ensure that the spatial location is not dis-
turbed by human movement, the proposed algorithm
extracts the face center as the reference center and corrects
the human movement bias. In practical applications, the
background may be changing, so the background model,
that is, the parameters, is updated.

The DTW algorithm based on consistent voting can fuse
a variety of features, such as the MFSK features used in this
chapter and the significant local features based on reference

frames. The results are shown in Figure 4. From the table,
the MFSK features are expressive but their results are poor,
while the significant local features based on reference frames
have only 256 dimensions but their results are better. The
reasons for this gap can be summarized as the following
two points. The MFSK features adopt a uniform feature
extraction and selection strategy for background and fore-
ground, which invariably introduces many invalid features
and causes a greater impact on the frame matching process.
The MFSK only focuses on the motion part and static
actions, especially those in the hold phase, which causes a
poor impact in the context of dynamic time planning algo-
rithms. From the data in Figure 4, the combination of the
two features can effectively complement the features, and
from the results, the validation set is improved by 8.87%,
and the test set is improved by 7.91%, which is a more obvi-
ous improvement and shows the effectiveness of the fusion
multiple modal.

To test the predictive effectiveness of the BP-based neu-
ral network model established above for identifying and pre-
dicting collaborators’ intentions, the test samples collected in
the impedance control in three sections were used. With 300
sets of test data, the predicted and true value data of cooper-
ator intention based on the BP neural network were
obtained as shown in Figure 5. The trained BP neural net-
work model can predict the desired velocity well. To clarify
the advantages of the BP network, the prediction results of
the radial basis network are compared with it in this paper,
and the same sample data and test data are also used to
obtain the prediction results of the radial basis neural net-
work in this paper.

According to previous research results, frequency spec-
trum and prosody are the two types of features that carry
the most emotional information. The prosodic continuum
has the characteristics of energy and pitch and contains most
of the emotional information of the discourse. In addition,
the combination of spectral features and prosodic features
is also considered to improve the performance of emotion
recognition systems, because they all contain emotional
information. For the process of human-robot collaboration,
the actual robot’s tracking speed lags significantly behind
the operator’s desired speed, which is because the system
uses impedance control, and the robot only responds to
the operator’s information when it receives it during the
control process thus having a delay, but this delay character-
istic limits the human-robot synchronization requirement
we expect in the human-robot collaboration process, making
the robot in the human-robot collaboration system in a pas-
sive. The robot in a human-robot collaboration system is in
a passive following state.

6. Conclusion

A collaborator intention recognition method based on a
fuzzy clustering BP neural network model is proposed based
on the shortcomings of the experiment. Drawing on the
characteristics of human-human cooperation, it is necessary
to endow the robot with a certain cooperation experience
before recognizing the human intention. Because of the
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random and variable characteristics of collaborator inten-
tion, this paper takes the collaborator-robot dynamic collab-
oration information as the basis for intention estimation,
uses impedance control for sample data collection, con-
structs a suitable network model, and achieves the prediction
of human motion information by first undergoing offline
training and then online for predicting the collaborator’s
intention. The contour of the prosody feature (representing
a steady, rising or falling slope), generally obtained in the
SER research, includes the minimum, maximum, median,
and interquartile range. The pitch can be measured by the
change in frequency. The data such as end velocity and
interaction force of the robot in the human-robot collabora-
tion system were analyzed experimentally, and the results
showed that the control method based on fuzzy clustering
and BP neural network prediction can accurately learn to
predict the intention information of the collaborator and
improve the synchronization of human and robot motion
in contact human-robot collaboration. The spatiotemporal
structure information of each modal feature is modeled
using a three-dimensional hidden shape model, while the
features are later mapped to a uniform probability space by
consistency voting to form a probabilistic estimate of the
spatiotemporal distribution of each frame of action, which
is used to construct an alignment cost matrix. In addition,
a probability-based upper bound finding method is pro-
posed to reduce the unnecessary matching process and
accelerate the computational process, which makes DTW
applicable to large-sample multicategory gesture classifica-
tion tasks.
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