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Residence Time Distribution and Hold-up in a Cocurrent Upflow Packed

Bed Reactor at Elevated Pressure

Klaas B. van Gelder and K. Roel Westerterp*

Dedicated to Professor Ewald Wicke on the occasion of his 75th birthday

The residence time distribution in liquid phase was measured in a cocurrent upflow packed bed
reactor for the system methanol-hydrogen at low Reynolds numbers and at elevated pressure.
The plug flow with axial dispersion model was used to describe mixing in the system. The im-
perfect pulse method was used to measure the system response to a tracer pulse input. The
parameters were calculated using the weighted moments method. The influence of the weighting
factor was investigated. The experimental and theoretical outputs, as calculated by convolution,
agreed very well. Different types of correlations were used for the Bodenstein number and liquid
hold-up. From these correlations, the optimal one was selected for each parameter. A comparison
was made between the ordinary moments and the weighted moments methods which led to the
conclusion that the latter method is superior with respect to the accuracy of the estimated
parameters and therefore strongly recommended.

1 Introduction

In our laboratory, we investigate hydrogenation reactions of
chemicals dissolved in methanol in a cocurrent upflow packed
bed reactor at elevated pressure. It is the purpose of this paper
to present data and correlations for the hold-up and mixing in
such a reactor. In view of the required long residence times for
the liquid phase, gas and liquid loads are relatively low. Several
correlations have been presented in literature for the prediction
of hold-up and mixing in cocurrent upflow packed bed reactors
as functions of flow conditions. Excellent reviews were given
by Shah [1] and Hoffmann [2]. A summary of correlations
presented for the hold-up is given in Table 1 and for the Boden-
stein number in Table 2.

Most of these correlations were derived at atmospheric
pressure, for the system air/water and at moderate to large
liquid- and gas-phase Reynolds numbers. The correlations are
based on superficial velocities, Reynolds numbers or mass
fluxes and differ distinctly in the way they correlate the hold-up
or mixing as functions of flow conditions.

In the correlations for &g, the exponent on Uy varies from 0 to
0.2 and that on Ug from —0.2 to + 0.3. For the Bodenstein
number, we find that the exponent on U, ranges between +0.25
and +0.96 and that on Ug between —0.48 and —0.16. In our
opinion, such a large variation of the exponents indicates that
the studied phenomena cannot be adequately correlated simply
by a product of certain powers of dimensionless groups.

2 The Plug Flow with Axial Dispersion Model

The plug flow with axial dispersion model (PD-Model) was us-

ed to describe mixing in our system. This model essentially
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assumes plug flow in the liquid-phase. Mixing is characterized
by a simple one-dimensional axial dispersion coefficient D,, of
Fick’s law type. The differential equation describing mixing in
dimensionless form is"
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where # is the dimensionless time #/7, Z dimensionless reactor
length z/L, L length of the reactor, Pe dimensionless parameter
governing the degree of mixing Pe = U, L/D,,, U, actual liquid
velocity and C the dimensionless concentration ¢/c.

The PD-Model characterizes mixing by only one parameter and
is therefore the simplest differential model, which accounts for
its wide use. Depending on the boundary conditions (open or
closed system boundaries), different solutions are obtained for

Eg. (1).

3 The Boundary Problem

The solution of Eq. (1) depends on the applied boundary condi-
tions. The correct form of the boundary conditions is governed
by the conditions in the inlet and outlet of the system under in-
vestigation. Two types of boundaries can be distinguished, i.e.
open and closed. A closed boundary implies that a molecule can
pass the boundary only in one direction. Thus, a tracer molecule
can enter the system only through the entrance boundary and
can leave the system only through the exit boundary. An open
boundary, on the other hand, allows the molecules to pass the
boundary several times in opposite directions, thus enabling
them to spend some time outside the system. The measured
residence time is then a function of the total time, i.e. spent both
inside and outside the system. These excursions outside the
system complicate the situation because a detection device can

1) List of symbols at the end of the paper.
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Table 1. Hold-up correlations from literature.
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Reference System Packing Proposed correlation

Weber [23] Air/Water Smm spheres hog = 0.079 USS

Weber [23] Air + 2% EtOH/Water Smm spheres hog = 0.152 US¢

Weber [23] Air/Water 2mm spheres by = 0.078 U2

Weber [23] Air + 2% EtOH/Water 2mm spheres ho = 0.113 U}

Weber [23] Air/Water 4 X 10mm cylinders hog = 0.079 UGS

Turpin, Huntington [22] Air/Water various tubular particles hy = —0.035 + 0.182 (GL/GG)O'24

Stiegel, Shah [21] Air/Water 2.8 x 5.6 and 3.1 x 3.1mm hy = 1.47 Re%™ Re " (ad,) O
cylinders

Ford [24] Air/Water +1mm particles hg = 0.212(Reg/Re;)*2(py /ug)> >

Achwal, Stepanek [25] Air/Water 6mm cylinders Vhg = 1 + 4.33 US* Uy /Up)>®

Saada [26] Air/Water glass ballotini hy = 0.48 (Reg/Rep)™?

spheres of several diameters

Table 2. Bodenstein number correlations from literature

Reference System Packing Proposed correlation
Weber [23] Air/Water 5 mm spheres Bo, = 0.12 XJ*®
4 X 10 mm cylinders Bo, = 0.024 XJ*¢
6.2 mm Raschig rings Bo, = 0.017 X34
where X, = (U /Ug)RegSc,
Stiegel & Shah Air/Water 2.8 X 5.6 and

(211

3.1 X 3.1 mm cylinders

Bo, = 0.128Re%**Re; *'%a.d,)*

only register a passing molecule but cannot tell whether it is
leaving or (re-)entering the system. A pulse injected at the en-
trance boundary for instance would travel partially outside the
system before entering it through the entrance boundary. As a
consequence, the pulse response function derived for a clos-
ed/closed system does not apply to an open/open system. For
an open/open system, a transfer function, which transforms the
concentration curve at the entrance to that at the exit, has to be
used. The open/open system can then be treated similarly to a
closed/closed system.

Gibilaro [3] and Nauman [4] examined the problems associated
with open boundaries in detail. The conclusion which can be
drawn from their papers is that an open/open system has the
same RTD function as a closed/closed system if the time the
tracer molecules spent outside the system boundaries is exclud-
ed. This means that, when using residence time distribution
functions to calculate conversions in chemical reactors, the
pulse response function derived for the closed/closed case
should be used, because the time spent outside the reactor bed
does not contribute to the conversion (at least in the case of
heterogeneous catalytic reactions)! On the other hand, for the
calculation of the parameters Pe and 7, the solution for the
open/open case should be used.

A summary of several solutions for combinations of the two
types of boundaries, as found in literature, is given in Table 3.

No explicit time domain solution was found for an open/closed
system, so that we had to derive it ourselves. This could be
readily achieved on the basis of the work of Wen and Fan [5]
and of Villermaux and van Swaaij [6]. Wen and Fan give the
transfer function in the Laplace domain for all four possible
combinations of entrance and exit boundaries. Villermaux and
van Swaaij give the transfer function in the time domain for
their model of plug flow with axial dispersion and mass transfer
between flowing and stagnant regions. In the case of no mass
transfer, their model reduces to the PD-Model with closed/open
system boundaries. In this case, the transfer function in the
Laplace domain is the same as that given by Wen and Fan for
the open/closed system. Therefore, the solution for the clos-
ed/open system of Villermaux and van Swaaij also applies to the
open/closed system. Apparently, it is immaterial which of the
two boundaries is open and which is closed.

The authors of the second solution for the closed/open system,
see Grabmiiller and Schadlich [7], did not give expressions for
the first and second moments of RTD. It should be noted that
their expression for C(¢), for long residence times, predicts a
finite concentration at the outlet from the reactor. This finite
concentration is equal to Pe/(1 —e ™ F¢). We feel that this solu-
tion cannot be correct because, in order to satisfy the mass
balance, the limiting concentration should be equal to zero. Un-
doubtedly, this is caused by the incorrect boundary condition at
Z =1, which states that dC/dZ =C Pe is always positive at the
outlet from the reactor!
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Table 3. Types of boundary conditions and solutions of the PD-Model.
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Boundary | Boundary and Distribution function Moments Reference
types initial conditions
1 aC Pe 0 Zy ,(Pe sind+26,c0s8,) 320
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and
o 7o acC 0 M 2 N 8 Smith [28]
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It can be seen from Table 3 that the value of the first moment
is 1 only for a closed/closed system. For all other systems, this
value differs from unity for reasons previously discussed.

4 The Imperfect Pulse Method

The imperfect pulse method was used to measure the system
response to a tracer pulse input. According to this method, this

response is measured at two locations in the system. The
response curve at the first upstream detection point is taken as
the imperfect pulse input for the system. The parameters can be
calculated using the difference between the moments of both
response curves.

The kth moment of a distribution is defined as:

M, = / C@)e* dr )
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Frequently, central moments, i.e. those around the mean, are
used. These are defined as:

My = f ) ¢-nF dr 3)
0

in which 1 = M,. The second central moment M5 is known as
the variance of the distribution and can be used to calculate the
dispersion coefficient.

For a system with open boundaries, the parameters for the PD-
Model can be calculated from:

t— = ;out - ;in = Ml,out - Ml,in (4)
and
A0® = Mf o — M3, = 2/Pe 5)

in which the first subscript of the moment indicates its order.
The advantage of the imperfect pulse method is that the end ef-
fects are eliminated and that the actual bed response is
measured, provided that neither injection nor detection devices
introduce disturbances into the flow pattern. Especially in three
phase reactors, which often possess a mixing chamber at the in-
let and a separator at the outlet, this is a considerable advantage.

One of the difficulties encountered when using the method of
moments is the phenomenon known as tailing: a weak signal
continues for a very long time after the main part has passed the
detection device. Tailing causes the higher moments to be
unreliable; actually when tailing is observed one should already
be very careful even when using the second moment. The
reason is that, in the tail of the distribution, the measured values
of tracer concentration are very small and, therefore, the
relative errors at these points are large. For the kth moment, the
measured concentration is multiplied by #* which, at long times,
becomes very large. This causes the higher moments to be
unreliable, ¢* is in fact a weighting function by which all data
points are multiplied. As follows from the already given ex-
plication, a better weighting can be achieved when the
weighting function decreases with time. Such a weighting func-
tion is e ~ *t*; moments using this function are called weighted
moments.

5 The Weighted Moments Method

The use of weighted moments for the analysis of residence time
distribution data was first suggested by Ostergaard and
Michelsen [8]. Since then, several publications have followed
concerning the mathematical background and application of this
method to several mixing models, e.g. those of Midoux and
Charpentier [9], Michelsen and @stergaard [10], Anderssen and
White [11, 12], Pham and Keey [13], Hopkins, Sheppard and
Eisenklam [14], Abbi and Gunn [15]. Michelsen and Dstergard
[10] showed several methods to evaluate Pe and 7 from
weighted moments using constant as well as variable values for
s. The method we apply uses a constant value for s.
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The weighted moments are defined as:

W, = f CiHrk e % dr . 6)
o

The introduction of e ~ * into the definition of weighted moment
means in fact that we apply a Laplace transformation to the con-
centration distribution C(z). W, is the Laplace transform of C(¥).

By transforming the concentration distributions from the time
to the Laplace domain, they can be easily related to the Laplace
transform of the system transfer function through the convolu-
tion theorem: the output response can be calculated by convolu-
tion of the input response and the system transfer function:

t
Coul®) = / Cnt*) TR(—1%) dr* %
0

where #* is the variable in the integration. The Laplace
transform of both sides yields on rearrangement:

ﬁ _ C:out - WO,out ] (8)
Cin WO,in

Neglecting end effects, the transfer function for the PD-Model
is:

Pe Pe 5
TR() = W exp <—W (1 —0)> . 9)

The Laplace transform of the transfer function is:

A~ Pe 4ST
TR = exp [T ( -4/ 1+ Pe>] . (10)

Because the PD-Model contains two parameters, two relation-
ships between the transfer function and the response curves are
necessary. These relationships were derived by Michelsen and
Ostergaard [10]:

_ Up(U + 25Uy

11
U, + sU) (1a)
- U,U
r=—021 (11b)
Uy, + 25U,
where
WO,out
U, = In(TR) = In {—2=4) | (122)
WO,in
U, = (2 i (12b)
L WO out WO in

With the introduction of e ~ ** into the definition of the moments,
the Laplace parameter s was introduced as a new variable.
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As follows from Eq. (10), the value of the Laplace transform
of the.transfer function is determined by the dimensionless
Peclet number and the dimensionless product s7. A suitable
value for s7 has to be chosen. s exerts a large influence on the
values of the estimated parameters and thus on the correctness
of the estimate, as will be shown in a later section.

6 Experimental Set-up and Procedure

The experimental set-up is shown schematically in Fig. 1. The
liquid feed is pumped into the reactor by a piston pump. The
maximum flow rate which can be achieved is 30 ml/min.
Hydrogen is fed into the reactor cocurrently. The hydrogen
flow is controlled by a mass-flow controller. The upstream
pressure is kept constant at 1.4 MPa. The maximum gas flow
rate is 5500 ml hydrogen/min. System pressure was varied be-
tween 0.2 and 1.2 MPa.

Gas and liquid are separated at the top of the bed. The liquid
is collected in a buffer vessel. The gas leaves the system through
a back-pressure controller, which is used to control the pressure
in the reactor.

The reactor consists of a stainless steel pipe with an inner
diameter of 65 mm. The bed length is 500 mm. The packing
consists of glass cylinders with an average diameter of 3.8 mm
(o = 0.2 mm) and average length of 4.8 mm (¢ = 0.9 mm).

Conductivity cells are placed at two locations in the bed. These
cells consist of two parallel circular gauzes, 3.5 mm in mesh,
54 mm in diameter, at a distance of 5 mm. The gauzes are
mounted in a teflon ring holder as shown in Fig. 2. In order to
reduce flow disturbances as much as possible, the space be-
tween the gauzes is filled with packing material. The distance
between the two cells is 420 mm. The cells are connected to an
HP3497A Data Acquisition and Contro! Unit (DACU) which
can be connected to either cell by switching a relay inside the
DACU. The concentration-time curves for both cells can be ob-
tained by alternately connecting the conductivity meter to either
cell.

A tracer pulse is injected into the liquid feed stream by means
of a high pressure tracer injector, shown schematically in

G
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L——11
s gggpu- PLOTTER
CONDUC-
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— TRACER
< [F——F INJECTION
SYSTEM

Fig. 1. Experimental set-up.
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Fig. 2. Top and cross-sectional view of a conductivity cell.

Fig. 3. This injector consists of a primary piston with the
diameter of 9.5 mm. This primary piston is connected to a
secondary piston, 2.1 mm in diameter. Because of the large dif-
ference in surface areas of the two pistons, low pressure air at
3 bar can be used to inject tracer solution into the feed stream.
The stroke adjustor can be used to control the length of the
stroke and thereby the injected tracer volume. 3.4 ml of 0.054
M LiCl solution in methanol is used as tracer.

The entire experiment is carried out automatically and controll-
ed by a microcomputer except for the start-up and tracer injec-
tion. After each experiment, the measured data are stored on
disk for further analysis. With this automation, 300 to 650 data
points can be taken per curve.

Before the start of an experiment, the baselines are measured
and checked for drift. The experiment is ended when the
measured response in the second cell, i.e. the measured signal
minus the baseline correction, is less then 1% of the maximum
response for 10 consecutive data points. Each datum point is
itself an average of five readings taken at 0.1 s intervals to com-

low pressure air
i [P 3/2 valves

tracer
4}{ 4—}€ flow constrictors reservoir feed
eel
stroke
adjustor stream

% ..‘
9%%7

/,4zzzzmzmmzzazmaz%?%zazazazaz@||||}l
Sy
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23

secondary
piston

II§§§§§§§
2

primary
piston

Fig. 3. High pressure tracer injector.
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pensate for small variations in the measured conductivity values
caused by gas flow fluctuations.

7 Influence of the Weighting Factor

Before further analysis, the data were normalized. Since the ex-
perimental curves were already quite smooth, no further
smoothing was necessary.

In order to calculate the parameters Pe and 7 according to Eq.
(11), a value for s has to be chosen. Hopkins et al. [14] showed
that not s but the dimensionless product of s and 7 determines
the correct choice of s. They also showed that if s7 is too small
the effect of tailing is not completely eliminated because e ~*
does not decrease fast enough. On the other hand, if s7 is too
large, tailing is completely eliminated but, at the same time, too
much weight is given to the early values of the curves which
are also small and therefore contain a large relative error. An
optimum value for s7 must therefore exist. The optimum
weighting factor depends on the shape of the response curves.
The influence of s was determined experimentally. First, 7 was
estimated from the difference between the first moments of out-
put and input. With this estimate, 7* values for s were chosen
so that s7* was varied in small steps of between 0.2 and 8.0.
For each value of s, the parameters Pe and 7 were calculated.
With these parameters, the theoretical output response curve
was calculated by convolution of the input response curve and
the transfer function. Then, the difference area between the
theoretical and experimental output response curves defined by:

AA = / | CE2() - Cleor(r) | de (13)
0

was calculated. In Fig. 4a 7(s7), Pe(s7) and AA(s7) are plotted
for one of the experiments. It is clear that there is an optimum
value of s7 for which A4 has a minimum value. The same plots
were obtained for many experiments and they all showed a
rather strong dependence of AA on s7. A clear minimum, such
as in Fig. 4a, was not always found. Occasionally, the minimum
was very flat or there were two minima separated by a local
maximum (Fig. 4b). A minimum for A4 was always obtained,
but turning points for Pe(s7) and 7(s7) were not always found.
It can be proven that the sign of dPe/ds is always opposite to
that of d7/ds. It can also be proven that if 7(s) has an extreme
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Fig. 4. Influence of product s7 on calculated parameters.

for a value of s, then Pe and AA also have extremes for the same
value of s. However, for AA this point may be a minimum
(Fig. 4a) as well as a (local) maximum as in Fig.4b. It is
therefore not possible to find the minimum of AA4, and thus the
optimum weighting factor, by finding the extremes of 7(s) or
Pe(s).

The optimum value for s7 varied between 0.5 and 2.5. As seen
from Fig. 4a, an incorrect choice of s7 can have a dramatic ef-
fect on the accuracy of the calculated parameters. Therefore, it
was necessary to calculate the optimum s7 for each experiment
separately.

8 Parameter Evaluation

In view of the results discussed in the previous paragraph, the
following procedure was adopted for the evaluation of the
parameters:

— A value for s was estimated using an equation of Anderssen
and White [11]

2(k,, + 1)
S = - .
tout+’in_ AtD

(14)
in which k,, is the average order of the moments used to
estimate the parameters and Arp, the time delay between the
input and output signals.

— With this value for s, a first estimate of 7 was calculated: 7*

— Now s7* was varied between 0.4 and 4.0 in steps 0f 0.3, i.e.
s was varied between 0.4/7* and 4.0/7* in steps of 0.3/7%.

— For each value of s, the parameters Pe and r were calculated.

— With these parameters, the theoretical output response was
calculated by convolution and then the difference area was
computed.

— The values of Pe and 7, resulting in the smallest difference
area, are taken as the best estimate of these parameters.
Since convolution of a curve consisting of N points requires
N+WN-D+N-2)+ ... +2+1=N/2)*N+1
evaluations of the transfer function, this procedure was very
time consuming; however, it was necessary for the previous-
ly discussed reasons.
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9 Experimental Results

The results of model calculations are the values of the Peclet
number and of the average residence time. Peclet number is bas-
ed on the distance between the detection probes and on the true
liquid velocity U; /g while 7 is based on the true liquid volume
between the detection probes. For the interpretation of results,
it is better to use the Bodenstein number and the liquid hold-up.
The Bodenstein number is defined as B, = Uy gd, /(g Dy) =
Pe d.,/L and depends on the equivalent packing diameter and
not on reactor length. The equivalent spherical diameter is used
as the characteristic packing diameter which, for a cylinder with
the same external surface as a sphere with diameter 4., is given
by the equation:

dy
deq = 3“ + dpr .

The ratio L/d,, is equal to 83.5 for the distance between the
detection probes and our packing. In this paper, the hold-up &
is defined as the fraction of the reactor volume occupied by a
phase, thus g, + g5 + & = 1.

(15)

9.1 Zero Gas Flow Rate

Two experiments were conducted with no gas flowing through
the reactor. Typical response curves are shown in Fig. 5. The
liquid phase Reynolds numbers for these experiments were 0.99
and 0.58. The calculated values for Bo were 0.52 and 0.58.
These values are in good agreement with literature data for
single phase flow in packed beds at low Reynolds numbers, see
Westerterp et al. [16], p. 213. The calculated values for 7 were
1050 s and 1870 s, both resulting in a value of 0.365 for the
hold-up. This value is equal to the void fraction of the bed
because there is no gas flowing through it.

9.2 Three-phase Operation

Approximately 100 experiments were carried out with gas and
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Fig. 5. Response curves for zero gas flow rate.
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liquid flowing through the reactor simultaneously. Gas and li-
quid flow rate and reactor pressure were varied. Typical
response curves are shown in Fig. 6. Table 4 gives a complete
list of experimental conditions and calculated results.

In Fig. 7a, the calculated Bodenstein number is plotted as a
function of the gas phase Reynolds number and, in Fig. 7b, as
a function of superficial gas velocity at reactor pressure. In both
diagrams, parameter is the liquid feed rate. It follows from
Fig. 7a that there is practically no correlation between Bo and
Reg; the only conclusion which can be drawn from this diagram
is that Bo increases when liquid feed rate increases. The in-
fluence of superficial gas velocity at reactor conditions as given
in Fig. 7b is much more pronounced; Bo decreases with increas-
ing gas velocity.

In Fig. 8a, the liquid phase hold-up is plotted as a function of
the gas phase Reynolds number and, in Fig. 8b, as a function
of the superficial gas velocity at reactor conditions. Again, there
is no apparent correlation between & and Reg; but the influence
of the gas velocity is clear: the liquid hold-up decreases with
increasing gas velocity.

9.3 Accuracy of the Calculated Parameters

The accuracy of the calculated parameters is described by the
difference area as defined in Eq. (13). One should bear in mind
that the area under both the experimental and the theoretical out-
put response curve is equal to 1. The average value of the dif-
ference area is 0.024 with a standard deviation of 0.008. This
value compares very favourably with the values found by Kan
and Greenfield [17] for their three parameter model. They
found an average value for A4 of approximately 0.10.

Our very low AA values lead to the conclusion that the plug
flow with axial dispersion model describes mixing in our system
adequately. Therefore, it is not necessary to use a model with
more parameters.

10
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Fig. 6. Response curves for three-phase operation.
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Table 4. Experimental conditions and calculated results.

Gas flow rate Liquid P Ugs Uys Pe T & D,, AA
flow rate

[md/s [m/s [m%/s MPa [m/sx 10°] [m/sx10%]  — (s [-1] [m*/s x 10°]

x 109] x 10% x 109] at P
94.96 45.22 0.273 0.21 14.29 0.082 2.58 361 0.071 0.190 0.023
94.91 45.19 0.484 0.21 14.33 0.146 3.04 346 0.120 0.168 0.028
18.09 8.62 0.484 0.21 2.76 0.146 3.37 284 0.099 0.185 0.045
18.07 8.61 0.484 0.21 2.74 0.146 2.62 432 0.150 0.157 0.032
18.07 8.61 0.484 0.21 2.72 0.146 4.18 533 0.185 0.079 0.052
18.09 8.62 0.273 0.21 2.74 0.082 2.51 633 0.124 0.111 0.039
88.89 11.11 0.484 0.80 3.54 0.146 3.04 528 0.183 0.110 0.025
15.31 1.91 0.484 0.80 0.61 0.146 3.78 1011 0.352 0.046 0.024
15.31 1.91 0.484 0.80 0.61 0.146 2.76 1738 0.604 0.037 0.033
15.29 7.28 0.484 0.21 2.34 0.146 2.71 649 0.226 0.101 0.033
15.30 7.29 0.484 0.21 2.34 0.146 2.97 618 0.215 0.096 0.018
88.84 42.30 0.484 0.21 13.50 0.146 3.24 613 0.213 0.089 0.023
18.07 8.60 0.066 0.21 2.77 0.020 2.47 983 0.046 0.073 0.018
88.87 11.11 0.484 0.80 3.57 0.146 3.48 716 0.249 0.071 0.023
88.86 11.11 0.484 0.80 3.57 0.146 3.42 669 0.232 0.077 0.029
15.33 1.89 0.484 0.81 0.61 0.146 5.65 878 0.305 0.036 0.028
15.29 3.06 0.275 0.50 0.99 0.083 3.81 1179 0.233 0.039 0.019
15.28 1.89 0.262 0.81 0.61 0.079 4.13 1136 0.213 0.038 0.015
15.28 1.89 0.485 0.81 0.61 0.146 5.61 710 0.247 0.044 0.016
88.89 10.97 0.271 0.81 3.50 0.082 2.93 596 0.116 0.101 0.009
91.09 18.22 0.275 0.50 5.85 0.083 2.85 384 0.076 0.162 0.017
91.07 18.21 0.488 0.50 5.85 0.147 3.15 348 0.122 0.161 0.016
16.79 3.36 0.275 0.50 1.08 0.083 3.33 727 0.144 0.073 0.016
16.75 3.28 0.484 0.51 1.06 0.146 3.83 600 0.208 0.077 0.021
91.11 18.22 0.275 0.50 5.87 0.083 2.92 483 0.095 0.125 0.017
16.75 3.28 0.484 0.51 1.07 0.146 2.80 943 0.328 0.067 0.016
91.14 18.23 0.275 0.50 5.89 0.083 2.38 643 0.127 0.116 0.021
16.77 3.35 0.255 0.50 1.09 0.077 3.96 669 0.122 0.067 0.028
94.90 18.98 0.245 0.50 6.06 0.074 2.32 787 0.138 0.097 0.018
18.05 3.61 0.245 0.50 1.17 0.074 2.14 715 0.126 0.115 0.022
0.00 0.00 0.500 0.28 0.00 0.151 43.43 1055 0.368 0.004 0.079
0.00 0.00 0.273 0.25 0.00 0.082 48.32 1870 0.366 0.002 0.096
56.39 28.20 0.472 0.20 9.10 0.142 2.25 418 0.142 0.188 0.029
56.39 26.85 0.257 0.21 8.66 0.077 221 583 0.107 0.137 0.031
94.89 45.19 0.266 0.21 14.46 0.080 2.61 572 0.109 0.118 0.015
53.76 10.75 0.450 0.50 3.47 0.136 2.58 469 0.152 0.146 0.031
53.76 10.75 0.254 0.50 3.48 0.077 2.29 549 0.100 0.140 0.042
53.75 10.75 0.249 0.50 3.48 0.075 2.11 591 0.106 0.142 0.037
53.75 10.75 0.249 0.50 3.50 0.075 3.78 442 0.079 0.106 0.040
53.75 10.75 0.249 0.50 3.50 0.075 2.48 589 0.105 0.121 0.037
53.75 10.75 0.249 0.50 3.49 0.075 3.23 550 0.098 0.099 0.038
53.75 10.75 0.249 0.50 3.50 0.075 2.78 608 0.109 0.105 0.015
37.70 10.77 0.500 . 0.35 3.49 0.151 3.03 482 0.173 0.121 0.016
37.70 10.77 0.498 0.35 3.49 0.150 3.25 596 0.213 0.091 0.017
37.70 10.47 0.493 0.36 3.40 0.149 2.98 616 0.218 0.096 0.017
95.07 27.16 0.493 0.35 8.72 0.149 2.52 554 0.196 0.127 0.022
95.07 26.41 0.492 0.36 8.49 0.148 3.00 589 0.208 0.100 0.025
75.18 20.88 0.497 0.36 6.72 0.150 2.62 582 0.207 0.116 0.016
75.22 20.89 0.463 0.36 6.73 0.140 2.91 659 0.219 0.092 0.028
37.71 10.62 0.163 0.36 3.41 0.049 1.94 792 0.093 0.115 0.012
37.71 10.47 0.167 0.36 3.37 0.050 2.24 794 0.095 0.099 0.026
94.92 26.37 0.169 0.36 8.48 0.051 2.40 873 0.106 0.084 0.028
37.66 10.46 0.392 0.36 3.37 0.118 3.22 711 0.200 0.077 0.035
37.59 10.44 0.400 0.36 3.38 0.121 3.36 682 0.196 0.077 0.029
37.74 10.48 0.402 0.36 3.39 0.121 2.99 755 0.218 0.078 0.024
95.03 26.40 0.175 0.36 8.47 0.053 2.52 876 0.110 0.080 0.022
75.12 20.87 0.175 0.36 6.72 0.053 2.41 892 0.112 0.082 0.020
75.12 20.87 0.175 0.36 6.74 0.053 2.16 895 © 0.112 0.091 0.020
75.11 20.86 0.397 0.36 6.75 0.120 3.09 632 0.180 0.091 0.035
75.11 20.86 0.392 0.36 6.73 0.118 2.90 653 0.184 0.093 0.025
95.06 26.41 0.397 0.36 8.53 0.120 2.83 680 0.194 0.092 0.024
95.00 26.39 0.393 0.36 8.54 0.119 3.06 607 0.171 0.095 0.024

88.98 8.90 0.490 1.00 2.90 0.148 3.19 720 0.253 0.077 0.027
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Table 4. Continued

Gas flow rate Liquid P Ugs Us Pe T & D, AA
flow rate
[md/s [m3/s [m®/s MPa [m/sx10%] [m/sx10%]  — (s} [-] [m*/s x 10°]
x 109 x 10°] x 104 at P
89.02 8.90 0.484 1.00 2.89 0.146 3.29 713 0.248 0.075 0.025
33.83 3.38 0.484 1.00 11.00 0.146 3.86 841 0.292 0.054 0.022
33.83 3.38 0.483 1.00 11.02 0.146 3.90 877 0.304 0.052 0.025
69.93 6.99 0.484 1.00 2.27 0.146 3.15 777 0.270 0.072 0.034
69.95 7.00 0.484 1.00 2.25 0.146 3.02 816 0.284 0.072 0.018
88.97 8.90 0.385 1.00 2.86 0.116 2.90 852 0.235 0.072 0.029
88.97 8.90 0.387 1.00 2.88 0.117 2.69 897 0.249 0.073 0.031
33.82 3.38 0.393 1.00 1.10 0.119 3.42 1009 0.285 0.051 0.030
33.84 3.38 0.352 1.00 1.10 0.106 2.85 1153 0.291 0.054 0.034
69.99 7.00 0.402 1.00 2.27 0.121 3.01 819 0.236 0.072 0.028
69.99 7.00 0.385 1.00 2.27 0.116 2.96 800 0.221 0.075 0.035
69.99 7.00 0.393 1.00 2.28 0.119 2.99 795 0.224 0.074 0.025
89.04 8.90 0.161 1.00 2.88 0.048 2.06 1266 0.146 0.068 0.012
75.14 7.51 0.162 1.00 2.43 0.049 2.43 1221 0.142 0.060 0.027
15.27 1.53 0.482 1.00 0.49 0.145 5.43 816 0.282 0.040 0.021
37.69 3.77 0.162 1.00 1.22 0.049 2.56 1558 0.181 0.044 0.035
89.05 8.91 0.170 1.00 2.86 0.051 1.67 1493 0.182 0.071 0.023
89.05 8.91 0.482 1.00 2.87 0.145 2.86 745 0.257 0.083 0.014
89.05 8.91 0.482 1.00 2.87 0.145 3.02 725 0.250 0.081 0.024
89.06 8.91 0.168 1.00 2.86 0.051 2.05 1220 0.147 0.07i 0.013
89.06 8.91 0.482 1.00 2.87 0.145 3.67 659 0.228 0.073 0.030
89.06 8.82 0.169 1.01 2.83 0.051 1.79 1378 0.167 0.072 0.021
89.06 8.82 0.482 1.01 2.83 0.145 3.48 749 0.259 0.068 0.015
89.06 8.82 0.483 1.01 2.81 0.146 3.27 735 0.255 0.074 0.013
89.06 8.82 0.482 1.01 2.83 0.145 3.49 744 0.257 0.068 0.014
89.06 8.82 0.169 1.01 2.81 0.051 2.03 1183 0.143 0.074 0.016
89.05 8.91 0.483 1.00 2.87 0.146 3.59 695 0.241 0.071 0.018
89.05 8.91 0.170 1.00 2.88 0.051 2.34 1079 0.132 0.070 0.012
89.03 17.81 0.343 0.50 5.75 0.103 3.03 688 0.169 0.085 0.027
16.83 3.37 0.487 0.50 1.10 0.147 3.93 590 0.206 0.076 0.018
16.83 3.30 0.487 0.51 1.07 0.147 4.01 674 0.236 0.065 0.036
91.25 18.25 0.487 0.50 5.92 0.147 2.93 493 0.172 0.122 0.018
16.83 3.37 0.487 0.50 1.09 0.147 4.28 661 0.231 0.063 0.015
16.80 3.29 0.487 0.51 1.06 0.147 4.42 681 0.238 0.059 0.022
91.27 17.90 0.487 0.51 5.77 0.147 2.61 455 0.159 0.149 0.022
91.27 17.90 0.487 0.51 5.78 0.147 2.79 448 0.157 0.142 0.015
91.25 18.25 0.487 0.50 5.91 0.147 3.38 381 0.133 0.137 0.014
16.83 3.37 0.487 0.50 1.10 0.147 4.26 610 0.213 0.068 0.013
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Fig. 7. Bodenstein number as a function of gas and liquid loading of column;

a) Bodenstein number versus gas phase Reynolds number;

b) Bodenstein number versus superficial gas velocity at reactor

conditions.
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Fig. 8. Liquid phase hold-up as a function of gas liquid loading of column;
a) & versus gas phase Reynolds number; b) g, versus superficial gas velo-
city at reactor conditions.

9.4 Comparison Between the Use of Weigthed and
Normal Moments

The method of weighted moments which we use to calculate the
parameters requires a vast computational effort. To verify
whether this effort is worthwhile, our results should be com-
pared to those obtained by the method of ordinary moments.
Table S presents such a comparison between the ordinary
moments method (OMM) as described by Egs (4) and (5) and
the weighted moments method (WMM) as modified by us. It is
clear from this table that the estimation of the parameters with
the WMM is up to 5 times more accurate. With the OMM, the
average residence time can be estimated with reasonable ac-
curacy; however, the estimated Peclet number is far from ac-
curate. We believe that this is caused by the observed tailing in
the response curves. Especially for reactor calculations involv-
ing more complex reaction schemes, the difference between a
Peclet number of, for example, 2 and 3 can be very significant.
We must therefore conclude that the results obtained with the
Weigthed Moments Method justify the extra computational ef-
fort needed.
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Table 5. Comparison of results obtained with the weighted moments
method (WMM) as modified by the authors and with the ordinary moments
method (OMM).

T Pe AA
{s] [-] [-}]
OMM WMM