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ABSTRACT
In applied sciences there is a tendency to rely on terminology
that is either ill-defined or applied inconsistently across areas
of research and application domains. Examples in informa-
tion assurance include the terms resilience, robustness and
survivability, where there exists subtle shades of meaning
between researchers. These nuances can result in confusion
and misinterpretations of goals and results, hampering com-
munication and complicating collaboration. In this paper,
we propose security-related definitions for these terms. Us-
ing this terminology, we argue that research in these areas
must consider the functionality of the system holistically,
beginning with a careful examination of what we actually
want the system to do. We note that much of the published
research focuses on a single aspect of a system – availability
– as opposed to the system’s ability to complete its function
without disclosing confidential information or, to a lesser
extent, with the correct output. Finally, we discuss ways
in which researchers can explore resilience with respect to
integrity, availability and confidentiality.

Categories and Subject Descriptors
D.2.8 [Software Engineering]: Metrics—complexity mea-
sures, performance measures

General Terms
Measurement, Reliability, Security

Keywords
Security metrics, Robustness, Reliability
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1. INTRODUCTION
Resilience, robustness. . . what’s in a name? Resilience is a

desirable property for modern computers, and we tend to use
the term interchangeably with robustness, even though in
practice these properties are quite different. A fundamental
step towards understanding, building or enabling these prop-
erties in man-made systems is to define and measure them
clearly in a way that is meaningful and widely-accepted.

In this paper, we seek to clarify what we mean when we
write “attack resilience” in the context of computational sys-
tems and infrastructures. In addition, we attempt to high-
light some of the different dimensions of the problem, in-
cluding distinctions between the capabilities and properties
of a robust system compared to those of a resilient system.
Our goal is to provide a framework for discussion that will
help the community to converge on terminology, and better
relate its intended objectives and metrics associated with
systems design, implementation and validation.

We often visualize a system providing a service and in-
terpret the resilience of the system in the context of that
service. A “resilient” network routing infrastructure, for ex-
ample, is expected to continue operating at or above mini-
mum service levels, even under localized failures, disruptions
or attacks. Continuing operation, in this example, refers to
the service provided by the communications infrastructure
(or its mission, in military parlance). If, despite local failure
or attacks, the routing infrastructure is capable of maintain-
ing its core purpose (routing packets) we call it robust, or
maybe survivable, or possibly resilient, depending on who
you talk to. However, these terms are not synonyms — each
has subtle shades of meaning. We argue that such loose-
ness of terminology is dangerous, especially when examining
problems which have a strong interdisciplinary component.
To this end, it makes sense for us, as a community, to collect
our thoughts about these topics in an ordered way.

Very often, the concepts of resilience, robustness and sur-
vivability are more easily described from the perspective of
systems performance, as this is more readily measured and
controlled than more abstract qualities such as system con-
fidentiality. However, when performance must be balanced
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with confidentiality and integrity requirements, the concept
of a resilient system starts to become fuzzy. For example,
in our routing example above, one could imagine a scenario
where, if local CPU load were too high, the system might
dispense with end-to-end encryption, trading confidential-
ity for availability. Clearly, such an act has impacted some
dimensions of the system related to its resilience and ro-
bustness, but we currently lack the terms and world view to
describe this trade-off crisply.

The remainder of this paper is as follows. We first high-
light the importance of consistent terminology, and offer
some definitions of terms that we believe are helpful in high-
lighting the similarities and differences between several re-
lated concepts. We then provide a brief literature survey
which shows some of the different ways the term “resilience”
has been used with respect to computer operations. Finally,
we present a roadmap of how our proposed definitions can
be used to explore the concept of resilience not only for
availability, but also for confidentiality and integrity.

2. THE POWER OF WORDS
According to the principle of “linguistic relativity” words

and thought are intimately linked. The Saphir-Whorf hy-
pothesis, for example, argues that our cognition is constrained
by our patterns of language [27]. While this approach has
been subject to criticism, most modern scholars would agree
that even if language does not direct cognition it most cer-
tainly influences it [2]. As such, the words which we use
to describe a problem shape our conception of it (and vice
versa). Furthermore, if the words we use are imprecise, there
is a strong chance that our thoughts are equally so. Words
have, perhaps, more power than we realize.

Before exploring these definitions, we note the overall lack
of metrics in the field of computer security. Even if we were
to agree that, in the loosest possible sense, a robust system
is one which does “well” when under attack, it would be very
difficult to measure what we mean by the term “well”. With
this in mind, it is interesting to look at the raft of words we
have to describe the loose area of reliability.

2.1 Qualitative Definitions
The terms resilience, robustness and survivability are all

words that are used outside the technical literature. As such,
their original “plain English” meanings and associated con-
notations are likely to color the way in which these words
are perceived, even when used in their technical sense. We
therefore begin our discussion with the non-technical defi-
nition of these terms. Despite common technical usage and
redefinitions, the words carry with them much of their orig-
inal connotations; to ignore this is naive.

In common language, resilient is either“resuming the orig-
inal shape or position after being bent, compressed, or stretch-
ed” or “rising readily again after being depressed; hence,
cheerful, buoyant, exuberant” [22]. Thus, when we think of
a system being resilient to an attack, we are stressing the
ability of the system to recover from the impacts of this at-
tack, or at least to maintain the potential of autonomous
recovery. It is important to note that such capability im-
plies that the system must not cease to exist—that is, it
must survive at some capacity, in order to autonomously re-
cover. In the cyber domain, a resilient system continues to
provide essential functionality, even under duress or in an
impaired state. Figure 1 shows this pictorially.
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Figure 1: Possible responses of a system to an im-
pulse at time A. B represents the time taken for the
system to return to its equilibrium Quality of Ser-
vice (QoS). C represents the maximum disturbance
for system D. Another possible response is shown
for system E. Finally, line F represents a QoS below
which the system’s mission is compromised.

By way of contrast, robust is defined as “strong and hardy
in body or constitution; possessed of rude strength; strongly
and stoutly build; of a full and healthy habit” and “strong,
vigorous, healthy” [22]. Thus, a robust system is one that
is sturdy. The system can still fail, but it is less likely to
transition to a partially-compromised state. It will either
fail completely or not at all, and by robustness alone it will
remain in this new state until someone or something inter-
venes.

Survivable, defined as “capable of surviving,” comes from
the word survive, which is defined as“to continue to exist af-
ter some person, thing, or event; to last on” and “to continue
to live after (an event, point of time, etc.), or after the end
or cessation of (a condition, etc.)” [22]. A survivable system
has the capacity to continue to exist even under highly de-
graded operational conditions. For all intents and purposes,
one may argue that a system unable to operate at or above
minimum Quality of Service (QoS) requirements has tech-
nically failed to survive, which is true for mission critical
systems and applications. The Internet is often cited as a
good example of a survivable system, where very large at-
tacks may significantly disrupt its functionality, but will be
very unlikely to completely disrupt its operation. Graceful
degradation is a characteristic of survivability.

On the surface, resilience, robustness, and survivability
seem to be three different capabilities. A deeper analy-
sis reveals that they all contribute to different aspects of
a system’s health and defense. They provide an orthogonal
perspective to the important concept of system reliability,
which is also often confounded and misused in technical dis-
cussions.

Reliability is“the quality of being reliable, reliableness”[22].
Following this to its root, we find that reliable is closely re-
lated to dependable—the idea of being able to rely on the
system. This is more formally given by Randell et. al. [18],
who write “[t]he reliability of a system is taken to be a mea-
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sure of the success with which the system conforms to some
authoritative specification of its behavior.” They go on to
point out that we can measure aspects of reliability; reliabil-
ity as a whole is dependent on context.

A system that is easy to degrade but nearly impossible
to impair completely may be intrinsically survivable, while
a system that is difficult to degrade under a wide range
of attacks and operational conditions (or maybe not all) is
generally accepted as robust. Resilience, on the other hand,
brings in a new dimension. Not only are resilient systems
expected to maintain their operation under attack or fail-
ures, but they are also expected to remain mission-capable,
that is, to reconfigure or recover in order to restore its orig-
inal state. However, even resilience requires survivability to
flourish, as a brittle system will likely fail completely before
it has an opportunity to restore itself. Resilience is com-
monly found in natural systems, and is a hallmark of the
biological world.

Going back to the operational levels defined as part of
our QoS and system capacity discussions, one could argue
that a robust system operates at or above desired QoS re-
quirements, while it may progressively consume its reserves
until it fails catastrophically. A survivable system may have
loss of capacity and service degradation, possibly operating
below desired levels, but still above minimum QoS require-
ments; and a resilient system is effectively a survivable sys-
tem that is capable of restoring not only its performance
level back to desired levels, but also the capacity of the sys-
tem itself to recover, maintaining its ability to sustain future
attacks or failures.

At the highest level, we propose that a resilient computer
will recover and return to “what it was doing” before an at-
tack. However, in the context of security, it is not that sim-
ple. Computer security is not just about availability (though
all too frequently, that is what we actually mean when we
talk about resilience), but also confidentiality and integrity.
Unfortunately, resilience in these dimensions is much more
challenging. In terms of confidentiality, once your data has
been made public, recovery seems rather difficult (but in
fact, all is not lost—we have chosen our words very carefully
here). While there are certain secrets that can be painlessly
replaced in situ (for example, if we discover a session key has
been disclosed, we could negotiate a new one on the fly), re-
silience in general with respect to confidentiality seems like
a tough problem, yet it is clearly a large component of at-
tack resilience. Similarly, integrity is a tricky thing; data
does not generally sit around at rest—the purpose of it is to
move about and be leveraged, allowing users to draw conclu-
sions. Here again, there has not been enough discussion of
recovery, except when we consider things like backups and
version control; these concepts must exist in a computer sys-
tem to be truly resilient.

Instead of formal definitions of the terms, we offer the
following table that provides insight into the nuances of each
term. These nuances represent the way in which we view
these terms, and will apply to them for the rest of the paper.

3. A BRIEF HISTORY OF RESILIENCE
One of the foundational concepts we are arguing for is pre-

sented in Ellison et al’s “Survivable Network Systems” [6],
where the authors highlight a critical concept of survivability
as maintaining “essential properties, such as integrity, con-
fidentiality and performance”. The authors further define

Word Nuances Example

Resilient Implies system may
degrade, but will re-
cover.

Grass under load
bends, but when the
load is removed, it
springs back in to
shape.

Robust Resists deformation;
sturdy. Does not im-
ply an ability to re-
store lost function.

A brick building, in
a storm resists the
wind; however, any
damage is permanent
until someone inter-
venes.

Survivable A higher level
property—in some
sense the system
will survive. Has
some implication of
recovery.

A large distributed
system, or routing in-
frastructure

Table 1: Terms and their shades of meaning, plus
examples.

survivability as “the capability of a system to fulfill its mis-
sion, in a timely manner, in the presence of attacks, failures,
or accidents.” In addition, the authors argue for four fun-
damental properties: resistance to attacks (what we would
now consider to be robustness), recognition of attacks and
the extent of damage, recovery of full [our emphasis] and
essential services after an attack, and adaptation and evolu-
tion to future attacks.

With this as a grand vision, it is interesting to see how
real-world research into survivability has developed. Part
of the literature has focused on the concept of fault toler-
ance. Here, much has been made of topics like n-version
programming and redundancy. These approaches are effec-
tive, but provide only part of the system we desire. For
example, RAID protects us from hardware failure, but is
powerless to protect us from a software error that writes
incorrect data to a database. In essence, we have worked
hard at the component level but need to turn our attention
away from hardware failure and toward the entire system
in a more holistic approach. A similar story can be told
for parity bits and error correction systems, though again,
these approaches are most applicable to unintentional error
rather than coordinated attack. Forward Error Correction
and Backward Error Correction are almost a form of redun-
dancy, allowing either retransmission or correction of trans-
mitted data. However, these approaches are narrow and
concern themselves primarily with data in motion—they do
not account for bad data derived from the source. At a very
low level, these technologies are helpful, but form just part
of a complete solution.

Part of the challenge we face is that there is a vast dif-
ference between considering accidental error (a bug literally
crawling into a machine and causing a short circuit) and
intentional error. Redundant systems protect from hard-
ware failure, but if they represent a monoculture in terms
of program logic or implementation, they can be brought
down quickly and easily by an attacker. Thus, much work
in fault tolerance is of limited value to the security practi-
tioner, unless some source of diversity is introduced. Sources
of diversity could be natural (n-version programming [5]) or
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synthetic (compiler-generated diversity [8]), at which point
we have at least limited the single point of failure.

For better or for worse, the term “resilience” is not always
used in a consistent way. In “Enabling Distributed Security
in Cyberspace” [19], a recent publication by the Department
of Homeland Security (DHS), we read the following defini-
tion:

Resilient. For cyber defense purposes, having
sufficient capacity to simultaneously collect or
receive and assess security information, execute
any ACOA [Automated Courses of Action] make
alterations to the ACOA as needed, and sustain
agreed upon service levels.

Note that this definition does not really address the idea
of recovery (except perhaps as a side effect of altering the
ACOA)—it fits more under the heading of robustness. A
system that dips below an agreed-upon service level is not,
per this document, resilient. Similarly, Trivedi et al. write:
“In general, resilience can be defined as the ability of (sys-
tem/person/organization) to recover/defy/resist from any
shock, insult, or disturbance” [24]. We argue this definition
is sufficiently broad as to render itself of limited use. To
conduct science, a narrower and more precise agreement on
terminology is needed.

From an organizational resilience perspective, Woods [28]
introduces the concept of resilience engineering, and high-
lights the difference between the resilience of a system and
its ability to absorb or adapt to disturbance. Resilience, as
defined in that context, concerns the ability to recognize and
adapt to unanticipated situations outside the competence
envelope of the organization, demanding a shift in process,
strategy and organization.

As we can see, the terms we use are often defined differ-
ently among papers. Survivability, robustness, and resilience
are used interchangeably within individual papers, and we
often lose both clarity and meaning when discussing these
issues.

Part of the challenge is that we suffer from a lack of met-
rics. In the absence of a consistent definition, system prop-
erties we measure can provide a format for at least creating
“apples to apples” comparisons even if we are unsure how
to name the property we are measuring. Some work has
been done in this area, but it has problems. For example,
in [10], we read about a property called “system reliability”
that measures the probability of time to failure within a cer-
tain window. The reasoning is that this measure tells us, for
different values of t, the utility of the system for calculations
that take different times to complete. The authors propose
another metric, “service reliability,” that considers the con-
ditional probability that the system will be able to complete
a particular transaction given a particular job. However,
these metrics seem better suited to random error than coor-
dinated attack.

4. CAN WE QUANTIFY RESILIENCE?
For the purposes of this discussion, we assume that ro-

bustness, survivability and resilience are defined for an oper-
ational system providing a well defined set of services. Asso-
ciated with such services are requirements that define quality
of service (QoS) metrics.

Such QoS metrics are typically thought of as defining per-
formance and availability, but in fact there is no a priori

reason that they could not measure aspects of confidential-
ity and integrity. While we typically think of a system as
preserving (or not preserving) integrity and confidentiality,
there are actually degrees of preservation. It may be difficult
to put a number on the confidentiality provided by a system,
but all other factors being equal, we can say that a system
which uses a 256-bit key is providing “more” confidentiality
than a system with a 16-bit key.

The relative ease with which we can measure typical QoS
parameters, combined with our tendency to think of secu-
rity as a discrete property (that is, a system is either secure
or it is not) have also shaped our experiments and pub-
lications. As computer scientists, we think of data in its
binary representation; thus, data is either right or wrong
— integrity is preserved or it is not. In contrast, a signal
analysis approach might attempt to measure the distortion
of a waveform against its actual value, leading to a ranking
of systems in terms of the fidelity they preserve.

This discrete “yes or no” view of the world has served us
well in some senses, but may be a limiting factor in our abil-
ity to quantify and reason about resilience with respect to
integrity. Approaches which take a less black and white
approach to data integrity do exist. For example, some
measures of data integrity attempt to take a probabilistic
approach [14]. However, work in this area is rather scant.

The lack of base metrics for integrity and confidentiality
are exacerbated by the nature of resilience—indeed, other
disciplines have struggled with this problem alone. Tierney
and Bruneau [23] try to define and measure resilience with
respect to disaster loss. They introduce the R4 framework
of resilience:

• Robustness—the ability of systems, system elements,
and other units of analysis to withstand disaster forces
without significant degradation or loss of performance;

• Redundancy—the extent to which systems, system el-
ements, or other units are substitutable, that is, capa-
ble of satisfying functional requirements, if significant
degradation or loss of functionality occurs;

• Resourcefulness—the ability to diagnose and prioritize
problems and to initiate solutions by identifying and
mobilizing material, monetary, informational, techno-
logical, and human resources; and

• Rapidity—the capacity to restore functionality in a
timely way, containing losses and avoiding disruptions.

The paper concludes that resilience could be measured by
examining these component parts. However, it does not go
further.

Ives [12] argues that resilience in ecology can be measured
by looking at the time it takes the system to return to its
equilibrium state after a perturbation. This measure, com-
bined with the resistance of the system (the magnitude of
change to a particular stimulus) appropriately characterizes
the system1.

Other domains in which measurements have been pro-
posed include economics [3], where an index is proposed to
estimate the policy-based ability of an economy to withstand

1This approach is only partially correct as it is easy to draw
curves that have the same magnitude and recovery time, but
that have very different operational qualities
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and recover from exogenous shocks. In industrial control
systems [20, 26] some authors have estimated resilience as
a function of performance loss, based on the time a system
can withstand an attack, and the time it takes to recover.
Other metrics [11, 16] have also included estimates of system
capacity, operational limits (margin), tolerance and flexibil-
ity/stiffness.

Combined, these metrics enable the specification of desir-
able and minimum levels of service for the system. Desirable
QoS defines the normal operation conditions of the system,
while minimum QoS defines the lowest levels of service nec-
essary to ensure a successful, although possibly degraded,
service execution. A system whose performance is degrad-
ing will operate at progressively lower levels of QoS until
it crosses its minimum QoS requirements, at which point it
may still be operational, but it has failed to maintain service
continuity. Thus, an operational system may be functioning
at or above desired level, below desired levels but still at or
above minimum levels, below minimum levels, or not oper-
ating at all, at which point it has been completely disrupted.

By analogy, we can think of the reserves of the system
as potential energy, and the function provided as kinetic
energy. As the system deals with failures, potential energy
is traded for kinetic, keeping the system “in motion”. Thus,
it is meaningful when considering system health to consider
not just how it is performing, but also what it has in reserve.

The reserves of a system define its ability to maintain its
operation at the required levels of service (which may include
measures of performance/availability, integrity or confiden-
tiality). Notice that system reserves are different from, but
highly related to, QoS maintenance. A drop in system re-
serves does not necessarily affect any of the QoS metrics,
but it may affect the ability of the system to ensure the
maintenance of such metrics in the future.

By design, we often build fault-tolerant systems with re-
dundant capabilities to ensure service continuity against iso-
lated failures. For such systems, localized failures may dis-
rupt redundant copies of different components without nec-
essarily compromising the continuity of its service. For each
loss, the system appears to “fight through” from the per-
spective of an outside observer. The ability of the system
to cope with further disruptions or failures is reduced how-
ever, and such losses are neither automatically recoverable
or infinitely sustainable; as a function of time, the ability of
the system to absorb further loss is reduced. By observa-
tion, it is more susceptible to failure, though this change is
hard to quantify, as no QoS reduction may be observable or
measurable.

Thus, from a systems perspective, a reliable system is one
that reliably, or consistently, provides the expected response
within the expected time to a given query or service re-
quest. Note that the expected response is not necessarily
the correct one, but it is one that the programmer or de-
signer anticipated – it may be deeply suboptimal in practice
(for example, a Web server under attack will typically con-
tinue to serve web pages to the attacker – this is correct
with respect to the design, but hardly correct in the larger
picture). Thus, there is a need to identify and better define
system properties for higher level behaviors associated with
service continuity, including concepts that goes beyond the
notion of reliability.

Aside from the challenge of measuring resilience (i.e. re-
covery from attack), we are also severely hampered by a

lack of metrics for integrity and confidentiality. As these
properties are highly situational, it seems unlikely that any
universal approach will be developed soon. However, at least
with respect to a particular attack on a particular system,
it should be possible to compare the resilience provided by
different protection mechanisms qualitatively.

5. A PARADIGM REVISITED
Our new paradigm is to move toward resilience with re-

spect not only to performance and availability but also to
confidentiality and integrity at the higher levels. This is not
to say that robustness is not always desirable—many of our
traditional computer architectures attempt to provide these
qualities (for example, checksums allow us to detect and
delete corrupted packets, encryption makes our traffic ro-
bust to eavesdropping in transit, and automatic failover lets
us accept the failure of a single machine). In addition, we
believe there are significant opportunities for work that pro-
vides resilience (that is, essentially, recovery) at the higher
levels. Furthermore, some level of combined robustness and
resilience is possible in both the confidentiality and integrity
domains.

Viewing the system holistically is critical when we con-
sider attack resilience, as is viewing the goal of the attacker
more widely. Solutions have to be broader than simply fo-
cusing on service provisioning regardless of the operational
conditions. They must also provide service while maintain-
ing other significant aspects of service expectations, such as
keeping a transaction confidential while still providing some
level of attribution and non-repudiation. Ellison’s technical
report [6] directly requested this, but the concepts seem to
have been sidelined at best, and ignored at worst, by the
mainstream security researchers.

The nature of resilience changes depending on the prob-
lem being addressed. If a computer system were tasked with
producing a simple “yes” or “no” answer to a question, there
is no “good enough” performance. Such a system will either
work or it will not, and the best we can hope for is an accept-
able error rate (which will also vary depending on context).
In contrast, a system designed to control the temperature of
a room or control a bipedal robot can work acceptably with
inexact solutions. Therefore, an essential part of building
resilient systems is thinking about the problem at hand and
recasting it from a discrete (and hence brittle) problem to
an analog problem. This alone opens the door to solutions
that provide the benefits of information technology with-
out its inherent tendency toward failure under unexpected
conditions. Furthermore, depending on attacker motive, a
more analog view of the world may allow us to protect the
confidentiality of data even in the presence of a breach.

Resilience for availability, integrity and confidentiality ul-
timately refer to the overall goal of the system. Complex sys-
tems are highly interdependent and the effects and implica-
tions of these properties are not necessarily trivial. We pro-
pose that resilience, robustness and survivability are systems-
wide properties, not necessarily achievable with the individ-
ual specification of component properties and requirements.
Local violations of these properties at the component level
may not only be acceptable but sometimes necessarily for
the resilience of the overall system.
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6. RESILIENCE FOR INTEGRITY: A ROAD
MAP

Integrity looks like a difficult problem from a resilience
standpoint because how to recover from incorrect or cor-
rupted data is not immediately obvious. Much work has
looked at replicating data and then “voting” on the “cor-
rect” copy of it. Unfortunately, these approaches sometimes
force the user to trade confidentiality risk for integrity risk.
While this trade-off seems natural, other approaches do not
require systems to place data at risk, such as distributed
backup solutions. Even here, though, the data is at risk
from those who hold the decryption keys.

Sadly, confining our concept of integrity to stored data is
an oversimplification. Often, we care far less about the input
to a calculation than its output. For example, if an indus-
trial control system is controlling a process well, a particular
sensor providing faulty data is of limited concern. From a
purely pragmatic perspective, we note that our concern is
not with the internal machinations of a process, but the
utility of its output. Thus, while our current programming
paradigm tolerates the “GIGO” mantra (garbage in, garbage
out) natural systems spend considerable effort sanity check-
ing and correlating often conflicting sources of information
to make a “best effort” attempt at satisfactory output.

Inexact but “good enough” is in fact a promising way of
dealing with approximate or erroneous data. Organisms of-
ten use these approaches. When balancing a check book, for
example, if one’s balance based on addition and subtraction
is radically different than the expected value, a rational per-
son will assume that the calculation is flawed either due to
error or incorrect input data. Essentially, a flag is raised,
and the human engages in recovery, perhaps by rerunning
the calculation or checking, line by line, each input. This is
based in part upon prediction using an algorithm that gives
us a rough approximation of output with limited calculation.

Typically, our computations on computers do not work
this way. A single thread takes input and produces output
with no expectation of magnitude. Information is typically
treated as utterly devoid of context. Developing algorithms
with a predictive component that can detect error and then
contextualize the next step is crucial. Here, we believe bi-
ological systems are of significant interest in terms of de-
sign. For example, Mayron et al. [15] explore the question
of symptom representation and interoception and outline a
system that attempts to “understand” symptoms. Biological
systems—especially those that look at symptom representa-
tion and comprehension—are particularly good at dealing
with conflicting information. This model avoids accepting
input as true and correct and instead focuses on combin-
ing different and potentially conflicting data sources into an
overall world view that can then be tested. While this does
not make the input data itself resilient with respect to faulty
input, it does protect the process from bad input and allows
it to recover. This focus shift is important, because it allows
us to contextualize and reason about calculations instead of
simply act on them.

In addition, the types of activities that biological systems
participate in are rather different than those we have com-
puters to carry out. Consider the challenge of catching a
ball. The object must be identified and its trajectory cal-
culated. As the ball approaches, our approximate solutions
get closer and closer to reality as the quality of our informa-

tion improves and as we receive feedback on our movements.
The solution space is approximate, analog, and forgiving of
errors (provided that as a whole the system actually works).
Conversely, if a computer is tasked with calculating the stan-
dard deviation of a set of numbers there is no feedback or
approximation—with a specified degree of numeric preci-
sion, the answer is either right or wrong. This is a very
different problem space, with very different constraints. It
is interesting to note that biological systems (for example,
graduate students) often provide wildly inaccurate answers
to these kind of questions; different types of problem will
require different mechanisms for resilience. We should be
wary of drawing too many parallels with biology when we
are operating in a very different domain.

In part, the primarily linear (and singular) execution of
instructions has driven our approach to computing. Our
programming languages are actually predicated on every-
thing working perfectly and our algorithms typically account
poorly for conflicting data. As an individual machine is typ-
ically subject to subversion by an adversary who can com-
pletely control its execution environment, it seems clear that
we cannot rely on single machines to create a truly resilient
system.

We argue that at least a two-fold approach is needed here.
Individual machines should be able to check that outputs ob-
tained make sense in context. Also, machines must be phys-
ically and logically separated so that a single subverted com-
putational device cannot produce a (holistically) damanging
result.

Previous approaches have focused on the latter part of the
problem rather than the former. For example, in n-version
programming, separate teams of programmers work on the
same problem and create different solutions. These solutions
vote based on output, and the “winning” solution is chosen.
The idea is that the “independence of programming efforts
will greatly reduce the probability of identical software faults
occurring in two or more versions of the program” [5]. While
this is true, it does not consider GIGO-related problems. If
incorrect data is supplied to all participants, the system will
still return a wrong (but numerically correct) result. As
noted in Mayron et al. [15], the lack of context for infor-
mation received impedes both resilience and robustness. A
biological system typically uses a fast and frugal assessment
of state before embarking on a calculation. If the assessment
disagrees with the calculation by a large amount, more in-
trospection is needed.

In addition to deployment issues, there is also room for
creation of algorithms that are more tolerant of erroneous
data. Swarm-based systems have been explored in this area
(Bonabeau et al. [1] provide an excellent overview; Jiang
and Baras present a specific application [13]). Resilience is
considered at the higher level of the system, not at the in-
dividual swarm member, and is often tied to the elasticity
of individual elements. A related approach uses the notion
of “organic resilience” [4], in which localized state estimation
in distributed systems allows for components to individually
assess the response of other components in the system. The
field is broad, and crosses multiple disciplines. Silos of work
exist—some of it very good—but an integrative approach
that pulls it together into a larger vision of resilient systems
is lacking. We challenge the security community to lead
the charge, and re-imagine our network systems. More ro-
bustness does not equate to resilience—a future-looking sys-
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tem has to incorporate aspects of both, and computationally
may look very different to the deterministic approaches we
are comfortable with today. These approaches often provide
solutions that are near optimal, as opposed to exact.

7. RESILIENCE FOR CONFIDENTIALITY:
A ROAD MAP

Given our desire to recover from a successful attack as
opposed to simply resist one, we must pay more attention
to the ways in which systems handle decision making and,
more broadly, data. Shannon’s theory of information tells us
that information transmission is about uncertainty (and the
lack thereof) [21]; grasping this allows for the possibility of
novel approaches to resilience with respect to confidentiality.
For example, a password of one of the authors is cleverly
hidden in this manuscript, but as the secret is buried in a
sea of otherwise irrelevant data, an attacker gets little benefit
from this, as the uncertainty regarding the password is not
significantly reduced.

Shannon and Weaver’s book [25] illustrate this concept.
The authors make a distinction between different levels of
communication. They define these levels as [25, p. 4]:

• Level A. How accurately can the symbols of commu-
nication be transmitted? (The technical problem)

• Level B. How precisely do the transmitted symbols
convey the desired meaning? (The semantic problem)

• Level C. How effectively does the received meaning af-
fect the conduct in the desired way? (The effectiveness
problem)

Our belief is that by leveraging Levels B and C of this hi-
erarchy, it should be possible to create systems that provide
some resilience with respect to confidentiality by undermin-
ing the semantics of communication, even though the actual
bits which make up our private information (at Level A)
have been transmitted.

By way of illustration, we have all seen attacks that chip
away at a system by reducing uncertainty about content–
essentially leaking information with each query response.
When probing a system, uncertainty is key to resilience in
this area. For example, Neagoe and Bishop [17] propose an
excellent method for resilience with respect to confidential-
ity, based on the concept of actionable data. By mixing the
false with the true, the actual information imparted may
approach arbitrarily close to zero. This is illustrated below.

Consider a data leak prevention system that detects a user
in the process of exporting certain confidential data from a
company. Instead of shutting down the link, the system
injects erroneous information into the stream. If the at-
tacker has no way, ex post facto, of determining when this
injection process began, which data were correct, and which
were not, little information has actually been transmitted at
Weaver’s Level B & C because the transmission has done lit-
tle to reduce uncertainty on the part of the attacker. Clearly,
whether this is an acceptable approach depends on attacker’s
motive and the type of data being exported. Just because
1’s and 0’s are exiting a network correctly, it does not fol-
low that we are operating effectively at the semantic level.
We note that this approach would work because while the
system’s internal behavior changes when the exfiltration is

discovered, the attacker does not know when. This effec-
tively reduces the information content in the data flowing
from the system. If we had merely terminated the flow, the
attacker would know that the data extracted were correct,
and potentially could infer far more usable conclusions from
it. The perfect example of this is export of data to Wik-
ileaks. If an exfiltration attempt were to be detected, it
might make more sense to salt the true data with believ-
able nonsense than to cut the flow in some cases. After the
fact, the leaked data can be shown to contain inconsisten-
cies, making it difficult for analysts to infer too much from
the leak in the absence of external corroboration.

Whereas biology is often a good source for inspiration, we
have struggled somewhat with finding biological inspiration
for issues related to resilience of confidentiality (though so-
ciology does provide potential research avenues). However,
despite their scarcity, some ideas do translate well.

One particularly promising approach to confidentiality is
the concept of negative databases [7], where we store the
information we don’t care about, allowing us to make in-
ferences about information we do care about. Conversely,
methods where the actual data we care about is present,
but is spread about many places are also quite attractive.
Recent breakthroughs in cryptography also make possible
solutions where systems can draw inferences from data with-
out any individual system having the raw data we wish to
protect [9] – this increases our robustness. Like in nature, it
is the opportunistic and emergent combination of many of
these approaches and capabilities that will allow new compu-
tation systems to autonomously resist, survive and recover
from attacks and failures with respect to information disclo-
sure.

A final pitfall here is that use of a game-theoretic metaphor
regarding uncertainty will only make sense when considering
an attacker whose motivations can be correctly quantified.
For example, in some circumstances, uncertainty about out-
come is not much of a preventative. If, for example, we know
a certain list of names contains one person who is a threat
to us, we may move against all of the names on the list.
Uncertainty of accuracy is protective only in certain cases.

8. CLOSING THOUGHTS
One of the issues we encounter in security is that a mostly

secure approach is not good enough. This tendency to reject
solutions is a huge issue for those working in the resiliency
space. Despite attacker adaptation, if an approach removes
options from an attacker, it is an incremental step toward a
truly resilient system. We argue that systems that provide
incomplete protection are not necessarily evolutionary dead
ends, and we would do well to explore why our adoption
curve seems to follow what is hot as opposed to what is
proven, at least within certain bounds.

In the process of writing this paper, we have identified
many papers on resilience and related topics, yet when look-
ing at “real world” systems, the adoption of these techniques
is very low. Where we have used technology to stave off dis-
aster, we are often trading availability or integrity for con-
fidentiality. Solutions that provide more resiliency seem to
be economically impractical. Our sense is that truly resilient
computer systems are possible, but will not be adopted any
time soon for pragmatic purposes, despite the high-value as-
sets computers control. History speaks pretty loudly about
our actual desire for security versus our hunger for function-
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ality (even for purely cosmetic features), and the stochastic
nature of a resilient system does not bode well for its adop-
tion. Quite possibly, it is this economic hurdle which is
preventing progress, not a technical one.

Overall, there are certain properties that a system should
possess in order to be considered resilient. It seems likely
that redundancy is key—that is, that the failure of any dis-
crete component should not cause systemic failure. In addi-
tion, the ways in which information is stored, accessed, mod-
ified, and transferred will all need to be carefully crafted so
that a single failure or manipulation does not cause down-
stream consequences that are detrimental to the system as
a whole or that allow for exploitation/modification of infor-
mation. These methods are unlikely to look like traditional
computer systems; instead, they are likely to appear less
predictable at the component level, and have properties that
are emergent rather than implicit. Data is unlikely to exist
in just one spot, and different parts of the system will have
to collaborate to decide what the ground truth actually is.
Such work will be challenging, and lack of meaningful met-
rics will make comparison of approaches difficult. However,
just because it is hard does not mean it is not worthwhile.
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