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ABSTRACT Resiliency of distribution systems under extreme operating conditions is critical, especially

when the utility is not available. With the large-scale deployment of distributed resources, it becomes

possible to restore critical loads with local non-utility resources. Distribution system operators (DSOs) need

to determine the critical loads to be restored, considering limited resources and distribution facilities. Several

studies on resiliency have been conducted for the restoration of distribution systems. However, the inherent

asynchronous characteristic of the information availability has not been incorporated. With incomplete and

asynchronous information, decisions may be made that result in underutilization of generation resources.

In this paper, a new distribution system restoration approach is proposed, considering uncertain devices and

associated asynchronous information. It uses a two-module architecture that efficiently optimizes restoration

actions using a binary linear programming model and evaluates their feasibility with unbalanced optimal

power flow. Networked microgrids are included in the model. The IEEE 123-node test feeder is used for

validation. The results show that asynchronous messages may affect the restoration actions significantly and

the impacts can be mitigated by the proposed decision support tool for the DSOs.

INDEX TERMS Binary linear programming, decision making with asynchronous information, distribution

systems resiliency, three-phase unbalanced optimal power flow.

I. INTRODUCTION

For decades, the electric energy distribution systems have

been designed to serve the load while maintaining a

high-level reliability based on various indices [1]. How-

ever, it is becoming evident that power grid’s capabilities

to respond and adapt under extreme conditions such as

catastrophic outages are critical to achieve resiliency [2].

Resiliency is a multidisciplinary concept that has attracted

much attention from government and industry. For instance,

in 2013, The US White House Office of Press published

presidential policy directive PPD-21, in which resiliency for

critical infrastructure was defined as the systems’ adapta-

tion to continuous changing conditions, system disruptions,

and recovery from deliberate attacks, accidents, incidents,

and threats [3]. Resiliency is a national priority due to the

high socioeconomic impact of large and extended power out-
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ages [4]. Indicators include the estimated $26 billion dollars

annual costs of 5-minutes (or longer) power outages in the

U.S. [5], extensive losses due to natural disasters, andmassive

power outages (Hurricanes Florence and Michael in 2018,

Midwestern floods in 2008, among others [6]–[11]). There

are also considerations of increasing global warming [12].

The power infrastructure is one of the most critical services

for the society; therefore, in this research the enhancement of

resiliency is incorporated in the formulation of distribution

system restoration problem following catastrophic outages.

Distribution system restoration is a multidisciplinary

subject involving real-time optimization and asynchronous

communication for decision-making. Military and civilian

systems deal with similar problems, such as the spanning

tree approach in the traveling-salesman problem, power sys-

tem resource coordination, embedded processing system, off-

shore wind turbine maintenance scheduling, and switching

control [13]–[18]. In distribution systems, the goal is to

determine the needed actions to serve critical loads using the
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available infrastructure, resources, and communication [2].

Much research based on topology reconfiguration has been

conducted for the restoration problem. The main assumption

in the reconfiguration task is that faulted grid sections can be

isolated, and loads can be picked up using an alternative path

from a backup feeder. Solutions based on multiagent models,

artificial intelligence, Lagrange relaxation optimization, and

heuristic techniques have been reported [19]–[23]. However,

these methods rely on power from the substation to serve

the feeders, making them potentially infeasible when the

utility system is not available due to the extreme events.

During major disasters, the availability of transmission and

distribution facilities for delivery of power is limited.

With the increasing penetration of renewable generation

resources, proactive loads, smart meters, remote-controlled

switches, intelligent devices, and energy storage, some appli-

cations have been proposed to improve the reliability and

resiliency of the grid [24]–[27]. Researchers proposed an

approach based on mix-integer linear programming to deter-

mine islanded microgrids that optimally supply critical loads

after severe power outages [28], [29]. A mixed integer

non-linear optimization approach to maximize critical load

restoration, using constant current load models is proposed

in [30]. A sequential service restoration approach for distribu-

tion system restoration based on mixed integer programming

and a linearized model power flowmodel is proposed in [31].

A microgrid approach to system restoration using spanning

tree search is proposed in [32]. A decentralized multiagent

approach using DG islanding is proposed in [33]. An agent-

based approach to reliability optimization in the restora-

tion process, considering load balancing as a constraint,

is presented in [34]. A decentralized control architecture to

improve resiliency is developed [35]. DGs for service restora-

tion considering technical constraints for inrush currents,

DGs synchronization, frequency limits, among others, are

studied [36], [37]. Interconnected microgrids for resilience

improvement are also proposed [38], [39]. A multi-stage

restoration strategy that considers the outage duration uncer-

tainty through a maximum likehood estimation approach is

presented in [40].

Current restoration approaches assume that information

regarding the status of the distribution system is known.

In reality, partial knowledge of the available infrastructure,

uncertainty of the status of available assets, and communica-

tion capabilities, make the restoration problem a real-time and

asynchronous decision-making problem. The information is

presented to the distribution system operator (DSO), or who-

ever performs the restoration role, in irregular time rates, i.e.,

asynchronously. Neglecting the asynchronous nature of infor-

mation may lead to scenarios where available resources are

underutilized, reducing the capability to serve critical load.

In this paper a new two-module approach for distribu-

tion system restoration is proposed to incorporate sources

of uncertainty and asynchronous information. The first mod-

ule maximizes a resiliency function based on binary linear

programming (BLP). In contrast with traditional approaches,

FIGURE 1. Distribution system, messages and instructions during the
restoration process. (a) Topology of the system. (b) Potential messages to
be send by field crew to DSO. (c) Potential instructions to be given by DSO
to field crew.

critical loads are supplied by microgrids in an islanded mode.

Networkedmicrogrids result in an improved restoration capa-

bility and better utilization of available resources. The result

ofModule-I is a sequence of switching actions, to be executed

during the restoration stage, so that networked microgrids

can supply critical loads in the system. Module-II evaluates

the proposed restoration plan by solving a three-phase unbal-

anced optimal power flow (3Ph-OPF). Steady state condi-

tions are evaluated and integer decision variables for reactive

power compensation are considered, using the second-order

conic relaxation of the optimal power flow for distribution

systems [41]–[43]. Also, a smart algorithm for the detection

of islanded areas and an area independent 3Ph-OPF formula-

tion have been implemented. The contributions of this paper

are:

- Incorporating asynchronous information in decision-

making of distribution system restoration.

- Optimal matching of networked microgrids with criti-

cal loads.

- Two-module architecture enabling the evaluation of

restoration actions and its feasibility by unbalanced

3Ph-OPF.

- Identification of islanded areas based on the proposed

system restoration topology.

- Formulation of 3Ph-OPF for any number of islanded

areas in the system.

To the best of the authors’ knowledge, the effect of asyn-

chronous and uncertain information in distribution system

restoration has not been reported. Remaining sections of this

paper present the effect of asynchronous messages in the

resiliency problem and the two-module architecture. Finally,

the proposedmethod is validated with the IEEE 123-node test

feeder.

II. MOTIVATION

The asynchronous characteristic in the restoration problem is

introduced using a simple distribution system in Figure 1.

101472 VOLUME 7, 2019



J. C. Bedoya et al.: Resiliency of Distribution Systems Incorporating Asynchronous Information for System Restoration

Assume that the utility has become unavailable and only a

10 kW DG (or a microgrid) is available to serve the three

critical loads (CL-A, CL-B, and CL-C) with rated powers

9.5 kW, 6 kW, and 1kW, respectively. The goal is to serve

as much critical load as possible assuming that CL-B is two

times more critical than CL-A, and CL-A is as critical as

CL-C. The distribution system has switches SW-1, SW-A,

SW-B, SW-C, to connect or isolate DG and loads from the

main feeder. Assuming that all switches are open, DSOknows

that SW-1 is operable, but it is uncertain whether SW-A,

SW-B, and SW-C, are operable or not, say, due to damage.

Hence, DSO sends the field crew to check the status of

switches SW-A, SW-B, and SW-C. As a result, the system

operator expects to receive three messages. These messages

will be received asynchronously. The possible messages and

DSO operation instructions are presented in Figure 1.

The optimal restoration actions, denoted as ‘‘original

restoration plan’’ (if all switches are operable), are ‘‘Inst-B’’

and ‘‘Inst-C.’’ In this case 6 kW (CL-B) and 1 kW (CL-C)

are restored, considering the level of criticality. Note that

if SW-B is not operable, the ‘‘back-up restoration plan’’ is

simply pick up CL-A. One potential approach is ‘‘waiting’’

until all information is available (synchronous mode). This

may not be a proper DSO decision given the urgency to

serve the critical loads. Another approach is that DSO makes

decisions as it receives information from the field crew or

remote monitoring toward the original restoration plan. It is

usual in power system restoration to not interrupt service once

a critical load is restored. Then, potential scenarios of set

messages, instructions, and confirmations are:

1) ‘‘Mssg-A1’’ – ‘‘Mssg-B2’’ – ‘‘Inst A’’ – ‘‘Conf-A, or 2)

‘‘Mssg-C1’’ – ‘‘Inst-C’’ – ‘‘Conf-C’’ – ‘‘Mssg-B2’’.

Note that in the first scenario, DSO intends to implement

the ‘‘original restoration plan;’’ however, as soon as DSO

becomes aware of the ‘‘not operable’’ status for SW-B (hav-

ing received operability message for SW-A), proceeds with

the ‘‘back-up restoration plan’’ to serve CL-A. In the second

scenario, as soon as operability of SW-C is received, DSO

proceeds with instructions of the ‘‘original plan’’ by closing

switch SW-C (Inst-C), and later receives a confirmation of the

action. Unfortunately, after the first restoration action is per-

formed, the non-operability message of SW-B is received; the

DSO cannot execute the ‘‘back-up plan’’ anymore, given that

CL-C has already been restored. Moreover, CL-A cannot be

restored along with CL-C given the resources capacity limita-

tions. In this scenario, because of inappropriate management

of asynchronous messages, available resources (10 kW) are

underutilized (only 1 kW of critical load is restored).

III. PROPOSED ARCHITECTURE AND

ASYNCHRONOUS INFORMATION

A. ARCHITECTURE

The proposed distribution system restoration approach is

based on a sequential two-module structure. The first module

(Module-I) determines the required set of actions to link gen-

eration resources (PVs, energy storage devices, microgrids,

etc.) with critical loads in the system. After a major event,

the restoration plan provided byModule-I considers the effect

of asynchronousmessages received by the DSO once the field

crew evaluates the ‘‘uncertain’’ operability of the available

infrastructure. The plan provided by Module-I is a list of

switching actions that DSO can execute either simultaneously

or sequentially, depending on the available facilities. Before

execution of the restoration plan provided by Module-I,

Module-II evaluates if there is any power system security

concern or risk by configurations generated by Module-I.

The security check is based on a 3Ph-OPF. The restoration

actions are executed if the constraints of the OPF security

problem are satisfied.Moreover, if necessary,Module-II eval-

uates mitigation actions, in case of security issues, based

on reactive power compensation. Available capacitor banks

are connected to the system and transformer tap changers

are used to improve voltage profiles. If mitigation actions

are not able to resolve the security issues, a new restoration

plan is determined by Module-I by considering alternate

paths along which restrictive operational conditions can be

avoided.

The two-module structure proposed in this work presents

a novel mechanism to assign available power supply to the

most critical load (Module-I) and take into account power

system security operability (Module-II). The assignment of

resources is achieved through a binary linear programming

optimization model, while the system security is pursued

through the minimization of system voltage violations (min-

imizing nodal reactive power injection using a 3Ph-OPF).

Each module has its own computational challenges. For

instance, Module-I is characterized by a large number of

binary variables that indicate the paths, islanded areas, and

switching-sequential energization actions to meet resources

and critical loads. Challenges of Module-II come from

non-linear relations between bus voltages, branch current,

branch power flows, three phase system imbalance, and phase

couplings. The two-module structure is proposed instead of

a unified approach due to the computationally requirements

and scalability aspects of the algorithm. For instance, a typ-

ical small distribution network will have hundreds of nodes.

The restoration problem as a unified algorithm for resource

assignment and security would result in a non-linear inte-

ger optimization problem. Finding a feasible solution in the

restoration plan can be a cumbersome task for which its opti-

mality cannot be validated. Additionally, characteristics of a

joint solution in an optimization model would result in a com-

binatorial problem that requires a prohibitive computational

time.

B. MANAGEMENT OF ASYNCHRONOUS INFORMATION

Diverse resiliency metrics and functions have been pro-

posed for engineering systems. In [44], a logarithmic based

resiliency function is proposed. A resiliency metric based on

the system capacity at different states is presented in [45].

In [46], a resiliency metric based on distribution system per-

formance after a major power outage is proposed. As shown
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FIGURE 2. System performance function. A conceptual resiliency function
associated with an extreme event [46].

in Figure 2, performance of the system varies at each different

state of the distribution system due to a major event and

restoration actions. The system performance function F(t),

as defined in [46], is the total power supplied to critical loads

weighted by their priority (critical factor) and the resiliency

metric is defined as the area under F(t) between the initial

execution of the restoration actions (tr ) and the time for

system recovery (tir ). If the system status, available devices,

and available infrastructure is known, DSO can estimate the

time required to restore system’s critical infrastructure (time

interval TO) [2].

In this work, the management of the asynchronous infor-

mation arrival and decision making are based on a ‘‘wait-

ing time’’ signal calculated by the DSO. This waiting time

is calculated based on an ‘‘ideal scenario’’ and an ‘‘actual

scenario.’’ The ‘‘ideal scenario’’ refers to the scenario where

comprehensive information can be retrieved. In this scenario,

after the power outage has occurred, the system status, avail-

able devices, and available infrastructure are known by the

DSO without the need to send field crew to retrieve the above

information. In this case, DSO can estimate the required

time to restore system’s critical infrastructure (time interval

TO) based on expert knowledge and previous experience [2].

On the other hand, the ‘‘actual scenario’’ refers to the state

where limited information can be retrieved. This state con-

siders the limited information that is immediately available

after the major power outage. In this case, it is expected that

a lower level of critical load is restored.

In the ‘‘ideal’’ scenario (i.e. required information is known)

the DSO is able to determine the optimal amount of critical

load that can be restored by using the two-module based

restoration approach (described in Section III-A. Details in

Section IV and Section V). Hence, this amount of critical load

to be ‘‘ideally’’ restored represents an upper bound (UB) for

the performance of the system in time interval TO. Similarly,

for the actual scenario, DSO is also able to determine the

amount of load that can be restored. This amount defines a

lower bound (LB) of the critical load that can be restored.

After a critical event (i.e. major power outage), DSO may

know the status of some assets but not the operability status

of other facilities required to execute the optimal restoration

plan. For instance, if the system has some non-remote-

controlled switches, for which DSO does not know their oper-

ability, the DSO can decide to send the available field crew

to verify if it is possible to operate the switches involved in

the restoration plan. Each switch operability status represents

a source of uncertainty, while information sent by the field

crew to DSO constitutes multiple asynchronous messages.

Therefore, the DSO faces the predicament of how long DSO

should wait for the asynchronous information to arrive before

executing further restoration actions. An extended waiting

time can lead to conditions where resources are underutilized,

and critical load is not restored in a timely manner.

Amaximumwaiting time tw, before DSO proceeds with an

alternative restoration plan, can be calculated considering:

1) The amount of load restored and duration of the

restored period, if DSO decides not to wait for mes-

sages from the field crew and proceed with restoration

actions based on the available information. In this case,

LB amount of load would be restored during the entire

time interval TO.

2) If DSO decides to wait for messages from the field

crew, DSO will be able to restore UB units of load

during the period TO − tw.

Therefore, the waiting decision is based on whether the

results given in the second scenario are better than results

given in the first one. Thus, waiting time tw is determined

by

UB ·
(

TO − tw

)

≥ LB · TO (1)

tw ≤
(UB− LB) · TO

UB
(2)

For the second scenario of asynchronous messages in

Section II, once DSO receives message ‘‘Mssg-C1,’’ a wait-

ing time tw should be established before proceeding with

instruction ‘‘Inst-C.’’ DSO knows that the best scenario for

restoration is to supply 9.5 kW of critical load. Also, DSO

knows that the worst scenario is to supply only 1 kW of

critical load. Hence, applying the criteria in (1) and IV, DSO

determines that tw = 89.4% · TO is the appropriate waiting

time before proceeding to pick up load C.

The proposed approach can be extended to include fur-

ther scenarios such as those with different power supply

levels arising from variable renewable energy resources. For

instance, power production from a solar panel array can be

considered through three different scenarios (high, medium,

and low) of energy supply. This information can be con-

sidered in the calculation of parameters UB and LB and

the minimum waiting time can be selected accordingly. The

renewable production uncertainty can become a hurdle for

the assumption that once a critical load has been energized,

its power supply should not be interrupted. To avoid those

scenarios, variable renewable resources should be comple-

mented with energy storage devices.
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IV. MODULE-I

Module-I solves a BLP model that determines the set of

switches to be closed and lines to be energized at each time

step to maximize the amount of restored critical loads. The

optimization model is described here.

A. SETS

SM : Set of available microgrids

SS : Set of switches

SPH : Set of phases, SPH = {a, b, c}

SL : Set of lines

SB : Set of buses

SB−N−M : Set of buses without microgrids

SB−W−M : Set of buses with microgrids

SCL : Set of critical loads

ST : Set of time, ST = {T0,T0+Tinterval, . . . ,T }

SRT : Set of run time, SRT = {T0 +Tinterval,T0 +

2Tinterval, . . . ,T }

SBusiL : Set of lines connected with bus i

SBusiS : Set of switches connected with bus i

B. SYSTEM PARAMETERS

I lineiB1 , I lineiB2 : Indices of the two buses connected to

line i

I swiB1 , I swiB2 : Indices of the two buses connected to

switch i

IMiB : Index of the bus connected with micro-

grid i

ICLiB : Index of the bus connected with critical

load i

PMi : Available real power of microgrid i

P
PHj
CLi : Real power of critical load i at phase j

W
PHj
CLi : Critical level of critical load i at phase j

T0 : Starting time

T : Ending time

Tinterval : Time interval

T iS : Minimum elapsed time of operating

switch i

T iL : Minimum elapsed time of energizing

line i

β = 0.85 : Percentage of capacity needed to pick up

critical load within each island

C. DECISION VARIABLES

The decision variables of the BLP model to be solved in

Module-I, are presented next.

uS (i, t) : (Binary) 1 if switch i is closed at time t ,

0 if otherwise. i ∈ SS, t ∈ ST
uL (i, t) : (Binary) 1 if line i is energized at time t ,

0 if otherwise. i ∈ SL, t ∈ ST
uCL (i, t, k) : (Binary) 1 if critical load i is energized

and has a path connected to

microgrid k , 0 if otherwise. i ∈

SCL, t ∈ ST, k ∈ SM

uCL (i, t) : (Auxiliary

and Binary)

1 if
∑

k∈SM

uCL(i, t, k) ≥ 1 at

time t , 0 if otherwise. i ∈ SCL
uB (i, t, k) : (Binary) 1 if bus i is energized at time

t and has a path connected to

microgrid k , 0 if otherwise. i ∈

SB, t ∈ ST, k ∈ SM
uM (i, t, k) : (Binary) 1 if microgrid i is energized

at time t and has a path con-

nected to microgrid k , 0 if oth-

erwise. i ∈ SM, t ∈ ST,

k ∈ SM

D. OBJECTIVE FUNCTION

The objective function of the BLP problem is to maximize the

critical load to be restored at the end of the restoration and

post restoration period [46] along with minimization of the

number of required switching actions. In this case, the rated

power of the critical load is quantified along with its priority

level.

Max
Decision variables

π =a1





∑

i∈SCL

∑

j∈SPH

P
PHj
CLi �W

PHj
CLi � uCL (i,T )





+a2





∑

i∈SS

T
∑

t=0

us (i, t)



 (3)

Coefficients a1 > 0 and a2 < 0, are used to combine

individual objectives, maximization of restored load andmin-

imization of the number of switching actions, respectively.

Magnitudes of these coefficients may be tuned up according

to the relevance that DSO desires to provide to each of the

individual objectives. In the proposed work the main goal is

to supply restore the largest amount of critical load. Finally,

the product P
PHj
CLi � W

PHj
CLi considers not only the critical load

rated power but also its critical level. For instance, consider

two critical loads CL-X and CL-Y with rated power 5 kW

- 7 kW, and criticality factors 3 - 2, respectively. Although

CL-Y rated power is greater than CL-X, the objective func-

tion will prioritize CL-X over CL-Y given that the product

5 × 3 is larger than 7 × 2.

E. CONSTRAINTS

1) INITIAL CONDITIONS

The constraints for lines and switches in the ILP model are

very similar. These constraints with the initial conditions are

listed next:

All switches are open at the initial time step.

uS (i,T0) = 0, ∀i ∈ SS (4)

All lines are de-energized at the initial time step.

uL (i,T0) = 0, ∀i ∈ SL (5)

All critical loads are de-energized at the initial time step.

uCL (i,T0, k) = 0, ∀i ∈ SCL (6)
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Buses that do not have a microgrid connected are

de-energized at the initial time step.

uB (i,T0, k) = 0, ∀i ∈ SB−N−M, k ∈ SM (7)

Each bus that has a microgrid connected is energized at the

initial time step, together with its connected microgrid.

uB

(

IMkB ,T0, k
)

= 1, ∀k ∈ SM (8)

uB

(

IMkB ,T0, l
)

= 0, ∀k, l ∈ SM, and l 6= k (9)

uM (k,T0, k) = 1, ∀k ∈ SM (10)

uM (k,T0, l) = 0, ∀k, l ∈ SM, and l 6= k (11)

2) LINE CONSTRAINTS

Line i can be energized at time t , once one of its two con-

nected buses is energized at time t − T iL . Once a line is ener-

gized, its two connected buses are both energized at the same

time step and interconnected with the same microgrid(s).

uL(i, t) ≤
∑

k∈SM

{

uB(I
linei
B1 , t − T iL , k)

+ uB(I
linei
B2 , t − T iL , k)

}

∀i ∈ SL, t ∈ SRT (12)

uL (i, t) ≤ 1 −
(

uB

(

I lineiB1 , t, k
)

− uB

(

I lineiB2 , t, k
))

∀i ∈ SL, t ∈ SRT, k ∈ SM (13)

uL (i, t) ≤ 1 −
(

uB

(

I lineiB2 , t, k
)

− uB

(

I lineiB1 , t, k
))

∀i ∈ SL, t ∈ SRT, k ∈ SM (14)

Once a line is energized, it cannot be de-energized.

uL (i, t − 1) ≤ uL (i, t) , ∀i ∈ SL , t ∈ SRT (15)

3) BUS ENERGIZING CONSTRAINTS

uB (i, t, k) ≤
∑

j∈SBusiL

uL (j, t) +
∑

j∈SBusiS

uS (j, t)

∀i ∈ SB−N−M, t ∈ SRT, k ∈ SM

(16)

uB

(

IMkB , t, k
)

= 1, ∀t ∈ SRT, k ∈ SM (17)

To pick up bus i at time t , at least one of the lines or switches

connected to bus i is energized at time t . The set of buses

connected with microgrids is assumed to be energized.

4) SWITCH ENERGIZING CONSTRAINTS

Switch i can be energized at time t , once one of its two

connected buses is energized at least T iS steps before.

uS (i, t, k) ≤
∑

k∈SM

{

uB(I
switchi
B1 , t − T iS , k)

+uB(I
switchi
B2 , t − T iS , k)

}

∀i ∈ SS, t ∈ SRT (18)

5) CLOSED SWITCH CONSTRAINTS

At time t , once a switch i is in a closed status, its two

connected buses are both energized and have a path connected

to the same microgrid(s).

uS (i, t) ≤ 1 −
(

uB

(

I switchiB1 , t, k
)

−uB

(

I switchiB2 , t, k
))

,

∀i ∈ SS, t ∈ SRT, k ∈ SM (19)

uS (i, t) ≤ 1 −
(

uB

(

I switchiB2 , t, k
)

−uB

(

I switchiB1 , t, k
))

,

∀i ∈ SS, t ∈ SRT, k ∈ SM (20)

Once a switch i is closed, it cannot be opened.

uS (i, t − 1) ≤ uS (i, t) , ∀i ∈ SS , t ∈ SRT (21)

6) CRITICAL LOAD ENERGIZING CONSTRAINTS

Critical load i can be picked up once its connected bus is

energized.

uCL (i, t, k) ≤ uB

(

ICLiB , t, k
)

,

∀i ∈ SCL, t ∈ SRT, k ∈ SM (22)

uCL (i, t) ≤ 1, ∀i ∈ SCL, t ∈ SRT (23)

uCL (i, t) ≤
∑

k∈SM

uCL (i, t, k),

∀i ∈ SCL, t ∈ SRT (24)

Once a critical load is picked up, it cannot be de-energized.

uCL (i, t − 1) ≤ uCL (i, t) , ∀i ∈ SCL , t ∈ SRT (25)

7) MICROGRID ENERGIZING CONSTRAINT

Each available microgrid is energized. It has the same ener-

gizing status with its connected bus at any time step.

8) ISLAND-WIDE REAL POWER BALANCE CONSTRAINT

One island may have multiple microgrids and it is assumed

that they have sufficient power to serve the critical loads.

As power loss is not considered in this model, a coefficient

β is used. It requires β percentage of the total capacity of

microgrids to be no less than the total real power demand of

critical loads in this island.

β �

∑

k∈SM

uM (i, t, k) � PMk

≥
∑

j∈SCL

uCL (j, t, i) �





∑

l∈SPH

PPHlCLj



 ,

∀i ∈ SM, t ∈ SRT (26)

F. MICROGRID NETWORK MODEL

The networked microgrids require synchronization of micro-

grids. For a set of n microgrids (denoted as S
syn
M ) that can be

synchronized, the shortest path between each pair of micro-

grids is searched. The length of a synchronization path is
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defined as the minimum time needed to establish this path.

It is defined as T
MGi,j
syn and can be calculated by:

TMGi,jsyn =
∑

k∈S
MGi,j
L

T kL +
∑

k∈S
MGi,j
S

T kS

+T
MGi,j
syn−scope, ∀i, j ∈ S

syn
M (27)

where S
MGi,j
L and S

MGi,j
S are the sets of all lines and switches

along this path, respectively. T
MGi,j
syn−scope is the time needed

for operating the synchroscope at the tie switch L
MGi,j
tie−switch.

That is, at t = T
MGi,j
syn , the synchronization of islands with

microgrid i and j can be completed. In the real operation,

however, it is possible that the synchronization may take

longer. Thus, it is reasonable to optimize the restoration of

these two islands independently until a timestep before T
MGi,j
syn

and together starting from T
MGi,j
syn .

A graph, G = (N ,E), represents a network of n micro-

grids. The set of nodes/microgrids and edges/paths is denoted

by N = {1, 2, . . . , n} and E ⊆ N × N , respectively.

If a path between microgrid i and j is found, the weight of

this edge is set as T
MGi,j
syn . Thus, a minimum spanning tree

search [13] can be performed to select (n − 1) optimal

paths (denoted as set S
msp
L =

{

S
MGi,j
L

}

) that interconnect

these nmicrogrids. The lengths of synchronization paths and

synchroscope operation time are denoted as Tmsp =
{

T
MGi,j
syn

}

and T
syn−scope
msp =

{

T
MGi,j
syn−scope

}

, respectively. The following

constraints are added:

- Before microgrids i and j are synchronized, none of the

buses can be affiliated with both microgrids.

uB

(

m,TMGi,jsyn − 1, i
)

+uB

(

m,TMGi,jsyn − 1, j
)

≤1

∀m ∈SB, TMGi,jsyn ∈ Tmsp (28)

- All the lines and switches along the path that synchro-

nizes microgrid i and j are closed at time T
MGi,j
syn .

uL

(

m,TMGi,jsyn

)

= uL

(

m,TMGi,jsyn

)

= 1

∀m ∈ S
MGi,j
L , TMGi,jsyn ∈ Tmsp (29)

uS

(

m,TMGi,jsyn

)

= uS

(

m,TMGi,jsyn

)

= 1

∀m ∈ S
MGi,j
S , TMGi,jsyn ∈ Tmsp (30)

- Tie switch L
MGi,j
tie−switch cannot be closed before t =

T
MGi,j
syn . Both buses of this tie switch must be energized

before operating the synchroscope. That is, except for

tie switch L
MGi,j
tie−switch, other lines and switches along the

path that synchronizes microgrids i and j need to be

closed no later than t = T
MGi,j
syn − T

MGi,j
syn−scope.

uS

(

L
MGi,j
tie−switch,T

MGi,j
syn − 1

)

= 0

∀TMGi,jsyn ∈ Tmsp (31)

uS

(

m,TMGi,jsyn − T
MGi,j
syn−scope

)

= 1

FIGURE 3. Branch power flows for a radial network.

uL

(

k,TMGi,jsyn − T
MGi,j
syn−scope

)

= 1

∀m∈
(

S
MGi,j
S −

{

L
MGi,j
tie−switch

})

,

k ∈S
MGi,j
L , TMGi,jsyn ∈Tmsp (32)

- Furthermore, once critical load i is picked up, it should

remain the same affiliation with its connected bus.

uCL (i, t,m) ≤ 1 −
(

uCL (i, t, k) − uB

(

ICLiB , t, k
))

∀i ∈ SCL, t ∈ SRT,m, k ∈ SM (33)

uCL (i, t,m) ≤ 1 −
(

uB

(

ICLiB , t, k
)

− uCL (i, t, k)
)

∀i ∈ SCL, t ∈ SRT,m, k ∈ SM (34)

V. MODULE-II

Module-II solves the 3Ph-OPF problem to check the voltage,

current, and power constraints for the restoration actions from

Module-I. The topology of the system given by the proposed

restoration plan of Module-I may result in islanded areas

where one or multiple resources are available to supply the

critical loads. In this work, an intelligent algorithm has been

developed to identify the islanded areas based on the restora-

tion topology proposed byModule-I. Next, the algorithm for-

mulates an individual OPF model for each islanded area. The

area header node is chosen to be the largest power resource

including the available microgrids, PVs, and storage devices.

The sequential list of restoration actions can be evaluated

one at a time, or together (simultaneously, depending upon

their available resources to execute the switching actions.

A major issue for system restoration is to avoid over volt-

age conditions due to shunt capacitances on long lines or

underground cables. during early stages of the restoration

procedure. Hence, minimization of the total reactive power

injection due to shunt capacitances in the system is used as the

objective function. Reactive power is a convex and quadratic

function of bus voltages, providing conditions to its imple-

mentation as a second-order cone quadratic programing [41].

The 3Ph-OPF is implemented as a branch flow model, which

is widely used for radial networks due to its numerical stabil-

ity compared with the bus injection model [41]–[43].

Consider a radial distribution feeder with a set N of

nodes N := {0, 1, · · · ,N } and a set B of branches B :=

{1, · · · ,B}. A illustration of the radial structure and nodes

dependency is given in Figure 3. The feasible region of

the OPF model is defined by a set of linear and positive

VOLUME 7, 2019 101477



J. C. Bedoya et al.: Resiliency of Distribution Systems Incorporating Asynchronous Information for System Restoration

semidefinite non-linear constraints where bus voltages,

branch currents, branches flow power, and bus power injec-

tions, are related. After the rank-1 relaxation of the 3Ph-OPF

model, the secure operation region is defined by the following

constraints:

vj = vi − zijS
H
ij − Sijz

H
ij + zijlijz

H
ij ,

∀i ∈ N+ (35)

sj ≥ diag



Sij − zijlij +
yjj

2
vj −

∑

k∈Cj

Sjk





≥ 0 ∀j ∈ N+
(

vi Sij
SHij lij

)

< 0, ∀i ∈ N+ (36)

vj ≤ v
[φ],[φ]
j ≤ vj, ∀j ∈ N+, φ ∈ 8j (37)

s
φ
j = p

φ
j + jq

φ
j , ∀j ∈ N , φ ∈ 8j (38)

p
φ
j ≤ p

φ
j ≤ p

φ
j , ∀j ∈ NCL , φ ∈ 8j (39)

qj
φ ≤ q

φ
j ≤ q

φ
j , ∀j ∈ NCL , φ ∈ 8j (40)

(

p
φ
j

)2
+

(

q
φ
j

)2
≤

(

s
φ
j

)2
, ∀j ∈ NP, φ ∈ 8j (41)

where each node j ∈ N+ is supplied from node i, through

‘‘i − j’’ branch. Also, φ ∈ 8j ⊂ {a, b, c} is the set of

phases connected to each node j. Similarly, voltages and

power injections at node j are represented by column vectors

Vj =
[

V
φ
j

]

, sj =
[

s
φ
j

]

, respectively. Currents flowing

through each branch (i− j) ∈ B are represented by column

vector Iij =
[

I
φ
ij

]

. Header node of the radial system is named

as node 0, set N+ ⊂ N is defined as N+ := {1, . . . ,N }, Ck
is the set of nodes directly connected downstream to node

j. NL represents the set of nodes where controllable load

are connected, and NP represents the set of nodes where

power supply is available. Also, matrices vj ∈ C
|φ|×|φ|,

lij ∈ C
|φ|×|φ|, and Sij ∈ C

|φ|×|φ|, where φ ∈ 8j ⊂ {a, b, c},

are calculated as VjV
H
j , IijI

H
ij , ViI

H
ij , respectively. Diagonal

entries of matrix vj are denoted as v
[φ],[φ]
j . Matrix zij ∈

C
|φ|×|φ| represents the impedance between nodes i − j and

matrix yjj ∈ C
|φ|×|φ| is the total shunt effect given by lines

connected at bus j. Kirchhoff laws are represented in (35)

and (36), rank-1 relaxed second-order cone relation between

vi, Sij, and lij, is presented in (37), and other system phys-

ical requirements are represented in (38)-VI. The objective

function to minimize reactive power injection due to shunt

capacitances is formulated as:

Min
∑

i∈N+

trace (imag (Yivi)) (42)

The provided formulation is non-linear but convex after the

rank-1 relaxation. An optimal solution of a convex problem

is globally optimal [47]. Moreover, as shown in [42], [43],

the relaxed 3Ph-OPF is exact, i.e. matrix in (37) results in

a rank-1 array when the system is radial. In the implemen-

tation of the OPF, branch power losses (with a sufficiently

small weighting factor) are included to avoid computational

issues in obtaining the exact (rank-1) solutions for variables

vj and lij. For non-constant power load models, a load-update

method, as described in Algorithm I, has been developed in

this study.

The capacitor bank injection can be modeled in the OPF

problem with a relaxed integer decision variable ujQj in con-

straint (36). The relaxed decision variable is uj (uj ∈ [0, 1])

and the reactive power injection is Qj (a given value). Also,

a penalizing term M
(

u2j − uj

)

is included in the objective

function (M is a large parameter). However, this approach

may not work for large scale systems, could further increase

the computational burden, and may result into an inexact

rank-1 solution. Therefore, the proposed heuristic step 5,

is designed to solve this problem. It can be extended to model

transformer tap changers. For those cases where Module-II

detects that mitigation actions are not sufficient to address

the security issues, it is necessary to rebuild the restoration

path (Module-I).

VI. RESULTS

IEEE 123-node test feeder [48] is used to validate the pro-

posed restoration approach. Two cases (with and without

networked microgrids) are presented for comparison. There

are 10 critical loads (CLs) and 3 microgrids (MGs) as shown

in Tables 1 and 2. Nine switches are assumed as the sources

of uncertainty. Locations of switches are shown in Figure 4.

As DSO knows the operable switches, the field crew can be

sent to check the operability of the uncertain switches. In this

application it is assumed that operability of all switches is

known, except for Sw5 and Sw9. The information/messages

from the field crew will be received by DSO on an asyn-

chronous basis.

Module-I is modeled using AMPL (A Mathematical Pro-

gramming Language) [49] and solved by Gurobi [50].

Module-II is implemented in MATLAB and solved with

CVX [51]. The coordination between the modules is devel-

oped in MATLAB. A desktop with Intel Core i7-8700

(3.2 GHz processor) CPU is used in both cases.

Module-I allows to determine the optimal amount of crit-

ical load that can be restored. For ‘‘Case 1,’’ 154 kW rep-

resented by critical loads CL1, CL3, CL5, CL6, and CL7,

is restored, i.e. 73 kW, 19 kW, and 62 kW of load are restored

in phases A, B, and C, respectively. In this case, given that

no networked microgrids are allowed, each CL is supplied by

only one MG (MG1 supplies CL5 and CL6; MG2 supplies

CL7; MG3 supplies CL1 and CL3). Values of parameters a1
and a2 in IV-E have been defined as 1 and -1, respectively. The

value of restored critical load (multiplied with its criticality

factors is 382 units (includes criticality factor). Four switch-

ing actions are required. The obtained topology is shown

in Figure 4. Switches Sw2, Sw3, Sw5, and Sw9 are closed.

Switching actions should be performed sequentially to avoid

unexpected scenarios generated by largemodifications in sys-

tem configuration. The remaining switches are not operated.

The 3Ph-OPF evaluation in Module-II did not report any
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FIGURE 4. IEEE 123-node test feeder. Case 1 topology is represented as solid (energized) and dashed (non-energized) lines.

FIGURE 5. Bus voltages magnitudes (p.u.). Results of Case 1.

security constraint violation. Obtained bus voltages are pre-

sented in Figure 5. It can be seen that all of them are between

the admissible range (0.90 p.u. to 1.05 p.u.). Note that the

proposed objective function is to minimize shunt capacitance

reactive power injections. This function depends of the line

characteristics (parameters of the system) and nodal voltages.

The voltages follow a reduction pattern from the header

node to the farther buses of each islanded area. However,

the reduction is not considerable given that load being

restored represents less than 5% of the total load of the system

and some branches are operating with zero load. Note that

β factor constitutes a security factor to maintain voltages
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Algorithm 1 OPF Model Considering Non-Constant Power

Loads
1: Configuration:

� Upload system parameters: Zij, Yij, critical loads

to be restored (from Module-I), and available

resources to supply critical loads.

� Identify islanded areas in the restoration plan, based

on largest power resources (headers) and system

topology (from Module-I).

� Formulate independent OPF problems for each

islanded area.

� Set bus voltages and angles as 1, ejπ/3,

and e−jπ/3 p.u.

� Set k = 0 and V[k] as present nodal voltages of

the system.

2: Update Load values

� For non-constant power loads, update load values

based on nodal voltages V[k].

3: Calculate the 3Ph-OPF

� Set k = k + 1.

� Run OPFs for each island.

If feasible solution is obtained, then

Update decision variables vj, sij, lij.

Update nodal voltages V[k]

Go to step 4.

Elseif Use transformer’s TAP and capacitor banks

available

Go to step 5.

Else

Go to Module-I →

Search new restoration plan

4: Convergence Evaluation

� Evaluate differences of bus voltages

V [k] − V[k − 1]

If ‘‘V[k] vs V[k − 1]’’ /∈ ‘‘Tolerance’’ then

Go to Step 2

Else

Return nodal voltages, branch flow power, and

bus power injections.

5: Heuristic step

� Modify tap-changer position.

� Modify reactive power injections from capacitor

banks.

� Go to Step 3.

End of Algorithm 1

between the acceptable limits. The execution of Module-I

takes an average of 4.3 seconds while execution of 3Ph-OPF

in Module-II takes an average of 3.97 seconds.

In Case 2, networked microgrids are allowed. As a result,

critical loads CL1, CL2, CL3, CL5, and CL9 are restored, i.e.

215 kW in total (89 kW in phases A, 36 kW in phases B,

and 90 kW in phases C). All three microgrids are inter-

connected in the obtained solution. 552 units of critical

load (include criticality factor) have been restored. Note the

TABLE 1. Parameters of available microgrids.

TABLE 2. Parameters of Critical loads in the system.

improvement in the results when the microgrid networking

is allowed. Similarly, Module-II does not present any con-

straint violation, and obtained voltages are similar to those for

case 1.

Finally, a discussion about the asynchronous message

arrival is provided here. Consider the critical loads, CL1 and

CL3, supplied by MG03 in Case 1. Note that MG03 is

supplying 77 kW, represented by 40 kW, 0 kW, and 37 kW,

in phases A, B, and C, respectively. The value of objective

function for this restoration plan is 191 units (criticality

factor included). This result was obtained in the scenario

where switches Sw5 and Sw9 are available. In traditional

approaches for distribution restoration, since the operability

status of Sw5 and Sw9 is uncertain, the DSO can decide to

restore CL8 and CL9. In that case, the restoration represents

56 kW of critical load (20 kW for phase A, 23 kW for

phase B, and 13 kW for phase C), equivalents to 126 units

considering criticality factors. As discussed in section II.B,

equation IV, UB = 191, while LB = 126. Hence, the time

that DSO should wait before compromising its decision for

the non-optimal scenario is no more than 34% of the total

time TO.

tw ≤
(UB− LB) · TO

UB

=
191 − 126

191
TO = 34%TO (43)

With the proposed approach, DSO has a criterion to deter-

mine how much time it should wait to receive the asyn-

chronous messages from the field crew about the operability
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of Sw5 and Sw9. If DSO proceeds with the restoration of

CL8 and CL9, and then receives positive confirmation of

Sw5 and Sw9 operability, it will not be able to reach the

optimal restoration plan (restoring CL1 and CL3), resulting

in an underutilization of power available from MG3.

VII. CONCLUSION

In this paper, the concept of asynchronous information

is incorporated in the resiliency for distribution systems.

An efficient restoration method is proposed using the

two-module architecture, in which restoration plans are

obtained from a BLP module and evaluated by means of an

efficient 3Ph-OPF module. Impacts of the asynchronous and

uncertain information are considered. In addition, it allows

the interconnection of microgrids and other power resources,

resulting in an enhanced usage of available generation

resources. The proposed approach is also suitable to include

uncertainty in the power production from renewable energy

resources. Further extension of this work includes a module

for checking the dynamics of switching operations and the

synchronization of microgrids.
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