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ABSTRACT Because the research area of resilient control systems was pioneered during the last decade,

the basis and benchmarking of resilience have continued to mature to achieve what has long been understood

as the ultimate benefit of resilience. However, the automation ‘‘ship’’ has long since sailed on society’s

dependence on digital control systems as the basis for all our industries and even the appliances in our

homes.While these systems have been in general very reliable and provided for many human and operational

efficiencies, the designs were not built on a framework that recognizes and adapts to potential debilitating

failures from events such as cyber-attack. In this review, we cover a rapidly maturing framework based upon

a disturbance and impact resilience evaluation process that considers both the methodologies for assessing

resilience and also how key design principals must be applied within distributed control systems to achieve

resilience.

INDEX TERMS Resilience, control, cognitive, cyber, infrastructure, metrics.

I. INTRODUCTION

As the scale and inter-connectedness of critical infrastruc-

ture (CI) and cyber-physical systems CPS have increased

over the years, their vulnerability (and visibility) to a wide

range of failures and disturbances have become more promi-

nent. Events such as component failures, natural phenom-

ena such as storms and earthquakes, and cyber-events (both

‘‘benign’’ events caused by unexpected interaction and mali-

cious attacks) can all severely impact performance [1]–[5].

Several notable examples include the 2003 New York

City blackout [6], hurricanes Katrina [7] and Sandy [8],

the 2013 Okhotsk earthquake [9], and cyber-attacks on the

Ukrainian power system [10], [11]. Human error can also lead

to cyber-events [12].

The desire to analyze, manage, and mitigate large-

scale systems in response to organizational and systemic
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vulnerabilities, disturbances, and failures has led to a mul-

tidisciplinary field of resilience engineering [13]–[17].

The following is adapted from [16], which provides a

definition of resilience:

A resilient cyber-physical system is one that main-

tains state awareness and an accepted level of

operational normalcy in response to disturbances,

including threats of an unexpected and malicious

nature.

The process by which control system resilience is consid-

ered in the context of this paper is the disturbance and

impact resilience evaluation (DIRE) curve (Figure 1), dis-

cussed in the next section. Generally, the time scale effects

of cyber-physical disturbances on the system are short, but

any damaged components are longer term to accommodate

replacement. For a CPS to be considered resilient, there-

fore, requires it to suitably reconnoiter its environment for

threats, resist these threats through adaptation and agility,

and recover from degradation. For the purposes of evalua-

tion, normalcy, or the maintenance of an accepted normal,
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is defined by the physical-process owner/operator. These

resilience attributes are often achieved by a multidisciplinary

team and correlated to critical functionality [16].

Due to such high-profile events as [18], there is demand

for increased security and resilience valuation to prioritize

investments to mitigate the consequences of such events [19].

The recognition of these severeman-made and natural (poten-

tially catastrophic) events has led organizations such as the

Department of Energy (DOE) in the United States to advance

programs aimed at achieving greater grid resilience through

distributed systems, such as microgrids, and advanced cyber-

security [20], [21]. Thorough investment, starting with valua-

tion, allows industry to prioritize investments in technologies

and human capital, including training and response activities.

This valuation includes tools to understand interdependencies

and potential impacts [22]—in addition to recognized critical

operations—that are not well characterized.

Often, these concepts are added to fulfill a desire to

give the appearance that everything was considered in

the design. However, the definition of and technological

advances required for resilience are fundamentally differ-

ent [23]. It is altogether unlikely that these considerations

are at the core of developed technologies. With this in mind,

one might ask how secure and resilient a new technology

would be.

The answer to will depend upon design. For security,

it will, in all likelihood, inherit existing, well-recognized

security methods that include border defenses, password

protections, selective encryption, etc. These are necessary

building blocks that require advancement to achieve cyber-

resilience [24]. While this might provide some level of com-

fort when it comes to resilience, it seems likely that the

system will have very selective or no resilience benefits if

these concerns are not considered as core design concepts.

Resilience technologies, to meet the definition, must have

state awareness of degradation and must adapt or transform

to maintain desired system performance. It appears difficult,

at best, to implement these capabilities in a retrofitted capac-

ity without the appropriate design considerations to enable

access to both state-estimate and control actuation.

As we consider the resilience of our infrastructure to cyber-

attack or other disturbances and threats, we must directly

consider the control systems that provide human-in-the-loop

mechanisms to monitor and control the power, water, and

other utilities upon which we depend. As the desire to auto-

mate and achieve efficiencies of labor and operation has

grown, so has investment in control systems to allow for

integrating different operations, facilities, utilities, and infras-

tructures. However, the evolutionary integration of control

systems has led to complexities of failure, human interac-

tion, and security vulnerability. As control systems evolve

toward greater autonomy, reducing and changing the role

of the human, the need to consider resilience is under-

lined. Autonomous systems can react quickly to anomalous

conditions—for example, ensuring we have power even if

a transformer fails. However, they can also cause a quick

escalation to a cascading fault if autonomy has been corrupted

by a cyber-attack or an unrecognized failure, or even by a

simple flaw in design. Enabling the human in the loop will

be necessary throughout, ensuring the ability to adapt to

anomalous conditions in ways that the control system cannot.

The next generation of control systems should have a

threat-based approach to develop systems that are resilient

by nature. In what follows, we first review the DIRE curve,

which presents a framework for analysis, design, and imple-

mentation of resilience. Next, we summarize a number of

metrics used in the analysis of resilience and considerations

for incorporating resilience at the design stage of distributed

control systems and even larger-scale Systems of Systems

(SoS), and how these can be assessed in the context of DIRE.

Finally, we demonstrate the flexibility of the DIRE approach

by using it as both a tool for analysis at a detailed, physical-

model level and as an abstract SoS scenario.

II. INTERPRETING RESILIENCE USING THE DIRE CURVE

The ability to correlate resilience starts with a generalized

physical depiction of how it is correlated, which provides a

means of evaluating and comparing benefits. This correlation

is based upon system performance in meeting desired mini-

mum operation. As a result, an acceptable level of degrada-

tion is based on the determination of a resilience threshold.

The desired outcome is a mapping of the capabilities and lim-

itations of a CPS to the resilient-control metric that expresses

the ‘‘R’s’’ of resilience in Figure 1, the DIRE curve [25].

FIGURE 1. Disturbance and Impact Resilience Curve. The resilience of a
system can be understood by its ability to initially reduce the impact of a
disturbance (resist stage) and recover from it in both the short- (respond)
and long term (restore). The red curve indicates the trajectory of a system
that is not particularly resilient and falls below some predefined normalcy
criterion while the green curves are systems that maintain a minimum
level of acceptable operation during this crisis, indicating resilient (as
opposed to fragile/brittle) systems (the upper, more so than the lower).

As evaluated in prior work, the ability to ensure tracking

of all states requires that the number of control inputs is

at least equal to the number of states controlled [26]. With

this assurance, the resiliency limit or stability can also be

ensured. Add to this the element of cyber-resilience, and the

ability to validate operation is dependent upon the ability

to have the same number of responses to the vectors for
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compromise. For cognitive resilience, the benign actor is

considered, and the responses are not only to ensure cor-

rect interpretation and, therefore, human response, but also

corrective actions in the event of an undesirable operation.

Referring to Figure 1, the impact is summarized in terms of

time and data. The phases that characterize this adaptability

and agility to threats or disturbances constitute four, with

recovery split between two aspects that consider the time

scale of the recovery. While similar to other correlations of

resilience—e.g., [27]—these phase terms reflect the consid-

eration of the contribution of the control system.

• Recon: Maintaining proactive state awareness of system

conditions and degradation

• Resist: Responding to recognized system conditions,

both to mitigate and counter

• Respond: Once system degradation has been stopped,

returning system performance

• Restore: Restoring longer-term performance, which

includes equipment replacement.

While these phases are listed separately, it should be noted

that the control system resilience implementations that

address these phases can benefit more than one phase. Specif-

ically, recognition of degradation is a necessary need for the

recon phase, but is also used to affect resist and respond

phases. For example, a mitigation in the cyber environment

might include the isolation of a nefarious external connec-

tion or in the physical environment to swap over to a redun-

dant control device.

The magnitude and duration of a disturbance that can be

withstood depends on the agility of the system [28], [29].

Both the resistance and responsiveness of the system to

disturbance, which could include transition of functions to

maintain critical operation, consider both the time scale of

response and the ultimate operational impact. Within a CPS,

these can be very short. However, where equipment has been

damaged in the field, longer-lead-time resources are required

to recover and restore the system to normal operation. These

include both the purchase and installation of equipment.

However, the prior stages of a resilient system would still

provide context to identify quickly the affected components

and, thereby, a more efficient and effective response.

Incremental performance (Pi) is defined as the difference

between the performance at any one point in time and the

resilience threshold (PR) relative to optimal performance lev-

els (P1). The incremental performance of the system is also

defined with a positive number (0 < Pi < 1, robust), indicat-

ing that resilience and an adaptive capacity are maintained in

response to the disruption. A negative number (0 > Pi > −1,

not robust) indicates the system has an adaptive insufficiency.

The overall performance (PS ) maintained through a disrup-

tion from maximum (P1) is defined in reference to the resist

and respond phases of Figure 1. The incremental agility and

integrity are determined at any point, with either t∗ and d∗

as the calculation point, respectively, with the other held

constant. For longer characterizations, additional statistics

can be performed to calculate the trends in each phase.

The overall performance, PS , of a system can be charac-

terized based upon dependent and independent variables of

a physics-based model or empirical relationship. However,

when this type of relationship does not exist at the system

level, the resulting necessary adaptive capacity can be corre-

lated based upon common factors that are representative of

system design and by which design requirements and limita-

tions must be defined. Two such factors for deterministic sys-

tems typical of aircraft and missile platforms include latency

and data integrity, as both represent factors that influence

the stability of the overarching communication and control

system design. Based upon the platform-engineer specifi-

cations, preferably outcomes from physics and/or rigorous

testing, acceptable latency and integrity form the basis for

scaling adaptive capacity. For example, PS could be based

upon the acceptable latency and data integrity as critical vari-

ables associated with aircraft control, like altimeter or speed

indicators. As a result, the specifications form the basis for

metrics evaluation as follows for any disruption:

• The specification tolerances on communications latency

and data integrity that are allowed before an unac-

ceptable event will happen form the resilience thresh-

old (PR), with the incremental performance (Pi) based

upon any value taken in time. When Pi is zero, the sub-

system is at the resilience threshold, indicating that the

incremental performance evaluation is at the specifica-

tion limit.

• For overall system performance (PS ), the ability of the

system to maintain critical performance is evaluated.

Values of the overall degradation of the system are

evaluated, and larger numbers are indicative of greater

resilience.

• For the resist and respond phases, agility (Si) and

integrity (Di) are defined at any one point based upon the

chosen critical variable (e.g., voltage, current, etc.) and

provide an incremental indication of sensitivity to our

measures of critical-variable variations. Smaller slopes

indicate less sensitivity of the performance measure to

disruptions in general. In the resist phase, decreased Si
and Di are preferred. In the respond phase, the converse

is indicated.

• For each of these indicators, an adaptive capacity can be

associated to recognize and correlate decreased perfor-

mance due to a cyber-attack.

Application of this information can be used in design or oper-

ation, such as in considering latency issues. In this case,

critical functionality can be maintained in a communications

system by performing actions such as designing for greater

bandwidth, reducing frequency, or using redundant pathways

that can be opened upon recognition of the degradation.

III. COMPLEXITY AND RESILIENT CONTROL DESIGN

There are a number of complexity challenges that will need

to be addressed in future distributed control-systems designs.

First, current automation environments are the result of the

organic interconnection of control systems, leading to an
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inability to recognize and prevent resulting unanticipated

faults. Second, the human element—whether benign human

error as the result of data overload and lack of informa-

tion or the work of a malicious human who exploits current

perimeter protections that are insufficient and not designed

to adapt rapidly to attacks in order to prevent compromise—

have the capability to degrade systems. Finally, current con-

trol systems have multiple performance goals, but the lack of

necessary identification and prioritization of these goals can

lead to an undesirable response from both human operators

and the automated design [25].

Nominally, the distributed control elements of control sys-

tems are associated with some optimally stabilizable entity.

This can be seen by looking at chemical-process plants, where

a collection of separate unit operations make up an integral

plant [30]. The unit operation, in this case, defines an area

of local optimization. Within the operation, many physical

variables may exist. Typically, in a plant made up of many

unit operations, the process of determining the optimally

stabilizable entities normally results in a minimization of

interactions between individual operations. That is, only a

few physical variables will normally make up the interactions

between unit operations. For example, the flow between unit

operations must remain within a specified range because the

downstream operation is designed to be stable for operation

within that range. This decomposition of a complex control

system into different functional units with different objectives

leads to notional architectures such as the distributed, multi-

agent architecture shown in Figure 2.

The process of determining unit operations suggests a

complexity-reduction approach for subdividing infrastructure

to increase resilience [31], including how the power grid

might be subdivided into various forms of micro- or macro-

grids [32]. Within these subdivided areas, power stability

is maintained against threats or has the ability to regulate

effects from destabilizing forces such as intermittent genera-

tion. Through minimization of cybersecurity, control, power,

and other dependencies and interdependencies, local regions

maintain their own stability and prevent cascading affects.

Once this distributed architecture is defined, the cyberse-

curity and resilience of the individual and aggregated sys-

tem are designed and developed. Where interdependencies

and dependencies remain, polymorphic isolation techniques

can be concentrated to counter propagation of threats. The

result is a foundation or building block for greater efficien-

cies, where wide-area supervisory strategies can be built

without engendering complex failures. The application of

fundamental physical characterizations to establish mani-

fold resilience can then be formed with solvable complexity

using standard physical formulations [33], [34], as demon-

strated in Section IV-B. The parameters associated with this

manifold is based upon a power system, defining the real

and reactive power over time and presents the impact of

disturbances.

FIGURE 2. Notional breakdown for distributed control systems.
A complex system is naturally divided into different levels of control, with
different ‘‘units’’ responsible for optimization of limited goals and
management of local interfaces between units that combine to contribute
to an overall objective.

A. DESIGN AND OPERATIONAL CONSIDERATIONS

FOR CYBERDEFENSE

Distributed control systems integrate physical components

with networked computational elements, and exhibit prop-

erties spanning the cyber-, cyber-physical, and physical

domains. In this section, we focus on the cyber-domain

aspects because this represents an implicit, yet major (if not

the dominant) interdependency. Conventional information

security is defined around three security objectives: con-

fidentiality, integrity, and availability. These objectives are

commonly referred to as the triad, andwhile we speak of them

in isolation, that does not reflect reality because the objectives

are not truly orthogonal. An organization pursues a balance

of the three that meets its needs. Traditional information tech-

nology (IT) security promotes confidentiality and integrity,

with availability afforded a lesser role. The safety and relia-

bility design requirements of CPS results in a significantly

different balance, one that maps strongly to the integrity

and availability objectives [35]. Moreover, current perception

is that confidentiality is expensive, coming at the cost of

safety and reliability (this can also be thought because an

increase in confidentiality is assumed to reduce availability).

This mismatch of objectives causes conflict between the IT

and operational technology (OT); a product designed and

promoted for one is unlikely to meet the requirements of

the other. Recent cyber-attacks on power systems, such as

57568 VOLUME 9, 2021



C. Rieger et al.: Resilient Control Systems—Basis, Benchmarking and Benefit

those that occurred in 2015 and 2016 in Ukraine [10], [11],

have shown that these complex systems can be compromised

remotely, employing cyber domain-only means.

CPS vulnerabilities are commonly caused by (i) violation

of isolation assumptions; (ii) increased connectivity, espe-

cially to business systems; and (iii) heterogeneity of software

and components [36]. Initially, there was a basic assumption

that CPS were isolated from the business/IT components of

the organization and the outside world. Security was not of

great importance, and this led to the development of simpli-

fied security controls and a dependency on trust. In practice,

the isolation assumption is often violated in the name of

business efficacy, which results in business systems linking to

CPS to obtain information relevant to business processes and

operations. Integration of heterogeneous components, which

inherits the vulnerabilities of each component [37], combined

with increased connectivity resulting from additional network

services and protocols, is a recipe for communications and

software vulnerabilities [36].

Security benchmarks may play an essential role in next

generation CPS. Security measures, metrics, and benchmarks

are tools to facilitate decision making about various aspects

of security, including the design, architecture, and efficacy

of systems and controls, to acquire and maintain operation

and situational understanding necessary to defend against

dynamic threats. While there is ongoing research (see, for

example, [38]–[41]), robust, measurable, and quantifiable

security metrics remain an open challenge. The gap between

state-of-the-art metrics and the ultimate goal is significant.

One limit is that a nontrivial metric cannot exist that denotes

the absolute security state of a system [42].

Metrics can then onlymeasure relative changes or improve-

ment in design or architecture. Another limit is that many

security metrics are lagging indicators of threats, which

reflect conditions that exist after an attack [43]. More ben-

eficial metrics would be coincident or leading indicators of

security conditions. Furthermore, many metrics don’t capture

the dynamic security state of the system—information that

is relevant and necessary for decision making and situation

understanding [40]. Unlike general computing, CPS serve a

mission in support of well-defined processes. Safety and reli-

ability requirements establish performance requirements that

can be measured and baselined. Moreover, we can establish

benchmarks of characteristics that are degraded as effect of

attacks [25].

Practical performance-based resilience metrics can then

be derived and monitored to evaluate the system condition

[25], [44]. Operators and components can acquire and main-

tain CPS state awareness without establishing the fact that

an attack has commenced. The methodology comprises four

steps: (i) baseline the system, acquiring and repeatedly mea-

suring indicators over time, (ii) identify threats, developing

test cases, (iii) identify the benchmarks that are disturbed

during testing, and (iv) establish and evaluate normalcy

threshold criteria. For example, consider a denial of service

(DoS) attack, which may be the attacker’s primary motive or

a secondary effect of the attacker’s methodology. Depending

on the DoS specifics, we would expect adverse effect on

one or more benchmarks. If the DoS attack is network borne,

and the purpose is to overwhelm the ability of a component

to respond to requests or the network to function, bench-

marks of standard network performance—such as data rates,

latency, jitter, and round-trip time—would be advantageous

to demonstrate the existence of the attack.Wewould expect to

see other network indicators of the attack, some of which are

specific to a component: increasing number of TCP retrans-

missions, resets, and handshakes; ICMP unreachable noti-

fications; and other artifacts of protocol-specific ‘‘squelch’’

mechanisms. If software is instrumented, a general trend of

increasing request response time, along with timeouts, would

be expected as an indicators of a DoS attack. The benchmarks

that are described are sensitive to DoS attack, but are not

specific to one. That is, other causes may be precipitating

the degradation indicators. For example, a failing network

transceiver may result in degrading many of the same indi-

cators as a DoS attack.

The discussion up to this point has primarily focused on

availability of the information security concepts confidential-

ity, integrity, and availability. This is intentional because per-

formance metrics related to availability are readily quantified

and measured. The same cannot be said for confidentiality

and integrity [45]; they cannot be directly measured. Instead,

operationally aligned proxy metrics are derived to obliquely

quantify and measure them. Consider a data-injection attack,

which affects both integrity and confidentiality of the stored

data. If the motive of the attack is to exfiltrate data, bench-

marks of disk and network input/output may be illustrious.

A change in the amount of data written, the types of com-

mands, and other related input/output indicators can be used

to establish the loss of data integrity.

A system can be expressly designed and engineered to

express integrity measurements [46]. For example, to confirm

the results of a control action, we can model and simulate the

system and how the action affects the system and environ-

ment. We can then test agreement between actual readings

of independent system and environment sensors and modeled

readings. A DIRE-compatible metric can then be constructed

that measures the difference between actual and modeled

readings. While it is feasible to design a system that emits

availability and integrity, it is not evident and remains an open

challenge how a system may be designed to support direct

measurements of confidentiality.

Existing cyber-resiliency metrics may not be compati-

ble with DIRE. Referring to a catalog of nearly 500 rep-

resentative cyber-resilience metrics [41], we remark that

many of the metrics that relate to integrity and confiden-

tiality do not exhibit an explicit system basis. The metrics

are akin to process-improvement metrics: they provide a

basis to measure improvements in mission, program, and

organization resilience postures. While metrics such as

‘‘SI-IC-7: Frequency of hardware/system integrity check,’’

‘‘SI-BV-2: Percentage of mission-critical applications for
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FIGURE 3. CVSS Metric.

which integrity/behavior can be validated,’’ and ‘‘SI-BV-6:

Frequency of check for faulty processes or services’’

are indeed helpful in assessing and improving resilience,

the character of the metrics means that they are insensitive

to a system disturbance. Moreover, they are measured ‘‘out-

of-band’’ as the metric manifests itself and is interpreted at

the mission, program, and organization levels. Consequently,

metrics of this character are unfit for use with the DIRE

methodology.

Security score systems, such as common weakness scoring

system (CWSS) [47] and common vulnerability scoring sys-

tem (CVSS) [48], can be adapted for use in DIRE. Consider

CVSS. CVSS computes the severity of vulnerabilities in the

range 0–10, with 10 being the most severe. It considers three

areas of concern (see Figure 3):

• Basemetrics aremetrics intrinsic to the vulnerability and

are constant with time and environments,

• Temporal metrics are metrics that reflect the character-

istic of the vulnerability that change over time, but not

across environments, and

• Environmental metrics are the elements of the vulnera-

bility that are relevant to a specific environment.

The environmental metrics adjust the score with respect to a

system’s operational and programmatic context (i.e., impor-

tance) and considers the presence of system and organiza-

tional controls to mitigate the vulnerability. The CVSS score

weights confidentiality, integrity, and availability impacts.

The score is then assigned a rating of low (0.1–3.9), medium

(4.0–6.9), high (7.0–8.9), and critical (9.0–10).

To adapt the CVSS as a DIRE-compatible system per-

formance metric, the following process is performed. First,

a system’s confidentiality, integrity, and availability require-

ments are defined. Next, the Common Vulnerabilities and

Exposures (CVE) [49] and National Vulnerability Database

(NVD) [50], both authoritative sources of vulnerability infor-

mation, are referenced to identify and catalog system-relevant

vulnerabilities. A disclosure describes the issue and refer-

ences sources for detailed information, where the CVSS

base metric score maybe obtained. For each vulnerability,

the environmental metric is scored. The maximum score of

all the environmental metrics is selected, and the performance

metric is then defined as one minus the maximum, obtain-

ing a numeric value that operates in the range 0-10, with

10 corresponding no outstanding vulnerabilities. The perfor-

mance metric is reevaluated as vulnerabilities applicable to

the system are disclosed or revised, when mitigations and

counteractions are applied, or when the system’s operational,

programmatic, or environmental contexts change.

B. DESIGN AND OPERATIONAL CONSIDERATIONS FOR

PREVENTION OF CASCADING FAILURES

In interconnected CI, initial points of component failure can

propagate to other components in the system, resulting in

so-called cascading failures or exacerbate existing indepen-

dent failures, resulting in so-called escalating failures [51].

These failure modes are perhaps most notoriously observed

in power systems, but computer networks, transportation

systems, and even abstract networks such as those between

markets and economies in financial networks are suscepti-

ble. Cascading failures can even cross from one network

to another when the systems are interdependent—for exam-

ple, power failures resulting in widespread roadway con-

gestion, or the recent computer network failures that have

severely impacted airline operations. An essential step in

the analysis of cascading failure modes is to determine the

dependencies (one-way interactions) and interdependencies

(bidirectional interactions) in a system. In a SoS context [52],

the interactions between the different systems must also be

assessed. Additionally, the input and output connections of

each system to be analyzed, sometimes called the upstream

and downstream dependencies [51], must also be considered

because these connections may not be connections within

the SoS itself. Dependencies can take many forms, with

a common taxonomy that classifies the interactions into

one or more classes of physical, cyber, geographic, and logi-

cal dependencies such as in Figure 4.

FIGURE 4. Dimensions of dependencies.

Overall, this SoS approach to the analysis of critical infras-

tructure seeks to identify and categorize all manner of inter-

actions as a necessary first step to enable the prediction

and prevention of cascading and escalating failures. The

notion of assessing the components in a SoS and assessing

their interconnections as dependencies immediately suggests

graph-theoretical models for CI and SoS where the nodes or

vertices of the graphs are the individual SoS components, and

the links or edges in the graph are the (inter)dependencies

between them. Indeed, in the nonlinear physics and complex

systems communities, cascading failures in interconnected
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systems have been studied using graph theoretical models

in the context of network and percolation theory. The most

abstract form of these types of models (e.g., [53]) treat the

spread of failures in a manner analogous to the spread of dis-

ease in epidemiological models [54]. Other approaches build

on the graph abstraction and seek to add elements of physical

realism, such as the capacity of the networks [55] or power-

flow and load-frequency control [56].

Network-theoretic modeling approaches are flexible

enough to address a wide variety of scenarios and contexts,

are amenable to mathematical analysis, and are generally

computationally tractable and can simulate networks of many

thousands of nodes. Much of the power of these approaches

comes from their abstraction: however, recent work suggests

that abstract models of cascading failure can produce starkly

different results from more-detailed models of the systems in

question, especially when the impact of control systems are

considered [56]. Increasing the physical realism of the net-

work models in question potentially limits the size and scope

of the analysis that can be performed, but it is still possible to

analyze large SoS at varying levels of physical fidelity. Even

as the physical realism in these models increases, the intuitive

representation of the SoS as a set of interconnected graphs

is prevalent, and characterization of networks is performed

using the abstract graph model.

The literature on network and graph theory offers a wide

range of metrics to analyze SoS for the purposes of risk

assessment or investment. These range from metrics assess-

ing individual vertices or edges that can be used to assess

the relative importance of individual components or links

in the SoS, to other metrics that seek to quantify aggregate

characteristics beyond a single component, and all the way to

global properties of the graph model [57]. Single-component

metrics, such as the various flavors of centrality (e.g., degree,

between-ness, closeness, etc.) are useful in identifying which

components are especially likely to result in cascading fail-

ures due to their ‘‘influence’’ on other components in the

network. A recent contribution to this class of metric is per-

colation centrality, which is designed to assess the criticality

of nodes while a network is undergoing percolation [58]—

i.e., while failures are currently cascading in this context.

Thus, this metric and its generalizations may be useful for

identifying upcoming failures in a cascade for the purposes

of online prevention.

Alternatively, one can consider global metrics of the

abstract graph model. One class of global graph metrics

includes averages, variances, or other functions such as

entropy over lower-level metrics, with the intuition that some

form of ‘‘balance’’ in the metric over the graph will result in

a more resilient SoS. Other examples of global graph metrics

quantify stability or reliability of various graph properties,

such as how the removal of edges or vertices affects graph

diameter or connectivity. It is easy to see an operational

context behind this latter class of metrics because it, in some

sense, indicates the ability of the network model to maintain

functionality under duress. Furthermore, many of the metrics

in this class can be generated from the algebraic and spectral

properties of the graph adjacency and Laplacian matrices,

which provides a connection to the field of distributed control

where these matrices can be used to derive control-theoretic

properties.

Another approach to global metrics is to broadly categorize

SoS graphs and subgraphs into general classes, such as small-

world or scale-free graphs, and apply these concepts to make

general statements about the SoS. In between the two extreme

classes of graph metrics above, there are those that use more

‘‘regional’’ properties of the underlying model. For example,

there are metrics based on the number of cycles that a given

vertex or edge belongs to, or those based on the largest fully

connected subgraph (called a clique) towhich a vertex or edge

belongs. Another example of a metric in this class is the

number of unique paths between two given vertices, often

used as a measure of redundancy in the network.

While the network-theoretic approaches to the modeling

and analysis of cascading failures described above have dom-

inated the research literature, other fields have contributed to

this area. For example, an important consideration regards the

nature of the generation mechanism of the cascading failures.

The failure mechanisms can range from purely random to

adversarial, which naturally leads to applications of game the-

ory [59] to the analysis and defense against cascading failures

in SoS. Contributions to this topic can be found in other fields.

Other approaches involve more-traditional control-theoretic

stability analysis of interconnected systems—e.g., [60]—or

other techniques from the stochastic process literature, such

as [61]. In addition to approaches in the research literature,

a number of tools are commercially available, such as those

discussed in [62]. These simulation tools, as well as any of the

more-abstract modeling and simulation approaches above,

can be used to assess the likelihood of cascading failures and

to infer critical components and interconnections in the SoS.

The DIRE curve can be used for an individual or systemic

view of an operation, such as an individual turbine or a

full generation station. However, when the competing com-

plexities of large interdependent systems must be consid-

ered, the SoS provides a rationale for considering what these

impactsmight be in planning.Whilemethods to link disparate

infrastructure and weather models have been developed to

enable the confirmation of some impacts [63], [64], these are

not necessarily definitive in all aspects (e.g., political) of SoS,

and the methods have limitations of scale in considering the

global.

IV. INSTANTIATING A TANGIBLE MEASURE

OF RESILIENCE

A. GENERIC FORM OF A RESILIENCE MANIFOLD

Achievement of control-system resilience within any domain

starts with an extensible approach across all domains, includ-

ing complexity, benign and malicious humans, and conflict-

ing goals. Fulfilling this objective starts with definition of

those physical capabilities, over time, that form the envelope
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of an ability to adapt and margin to maneuver to maintain

normalcy before, during, and after a disturbance. Given a

physical basis as the top-level indicator of performance in

Figure 1, any cognitive, cyber-, or physical disturbance will

impact that performance indicator over time. Knowing this,

we can suggest that, given a physical relationship, whether

empirical or first principles, any impacts of a disturbance can

be directly evaluated based on variations in the data or timing.

FIGURE 5. Resilience Manifold.

Figure 5 provides the resulting resilience manifold per-

spective on considerations for measuring resilience. Note

that, in considering the comparisons among different per-

formance indices, state variable relationships can be defined

based upon the particular domain. Examples of process

domain-state variables include pressure and flow for process

industries or voltage magnitude and phase for steady-state

electricity transmission and distribution systems. The tangi-

ble inputs influencing these examples are the asset capabil-

ities that can respond to the disturbance in the state of the

system.

Within the manifold of Figure 5, the margin to maneuver

is the maximum performance of the system during optimum

normal operation, which considers the operating set point

dictated by the system owner. When evaluating resilience for

a system, it is particularly important to recognize native pinch

points where the margin to maneuver is reduced. For a power

grid, the native pinch points generally reflect a narrowing

of the band between available generation and loads that

occur during peak demand. Within the pinch points, adaptive

capacity is the amount of flexibility the system has to absorb

disturbances such as a tornado taking out power routes or a

cyber-attack on a substation. Where the margin to maneuver

is reduced, the available adaptive capacity is also generally

less. This implies that two considerations provide the bound-

ing of the dynamic attributes of resilience: the margin to

maneuver, which is dependent upon the constraints of the

equipment and system-operator settings, and the adaptive

capacity, which is limited by the margin to maneuver and

provides the maximum capacity of the system to address

disturbances.

FIGURE 6. Power Asset Aggregation Manifold [5].

B. APPLICATION OF MANIFOLD TO BENCHMARK

PERFORMANCE IN THE ELECTRIC GRID

For power, the capabilities that can be brought to bear against

a disturbance are the real (P) and reactive (Q) contributions

for multiple distribution power assets. These can be combined

mathematically to form themanifold, as seen in Figure 6 [65].

For this figure, these assets include: a) a battery, b) an

alternate-tie line source, c) an asymmetric P/Q-conjectured

source, d) a DSTATCOM, and e) a low latency, four-quadrant

source with no energy limit. While these provide individ-

ual considerations that are of localized interest, mass and

energy provide the basis for overall resilience of an infras-

tructure system. In developing this understanding, a system-

atic approach is needed. This approach evaluates individual

systems based upon the physics, but also integrates with

communications and control dynamics to correlate impacts

of natural and man-made attacks in terms of the originating-

disturbance type.
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The manifold of Figure 6, describing the capabilities assets

(a, b, c, d, e), are found by first defining the key simplified

parameters needed to describe the assets:

• Pckm and PckM - limits of real power level of device m

for minimum and M for maximum

• Qckm and QckM – limits of reactive power

• Eckm and EckM - energy limits in the device

• tl - device latency

• tP and tQ - agility or time to ramp real or reactive power.

Note this is a simplification of asset descriptions, assuming

symmetric manifolds for illustration. The full description of

the assets in an operational context are presented in [66]. The

control system in the Recon phase should be designed to drive

the bias in a direction that is optimized for the anticipated

situation. From a steady-state perspective, each component

attached to drops of a distribution network has an apparent

power range over the complex S plane, S = P + jQ. The

relevant control goal for a distribution network is to drive

S =
∑

i Si = 0. Some devices, like batteries or generators

with a limited amount of fuel, have energy constraints. This

energy limit restricts the duration for which the asset can

be applied. Other temporal characteristics of the device are

captured in the device latency and the agility of the device to

ramp either real or reactive power.

Based upon these parameters, a full description of the

S-plane manifold is provided that specifies the maximum

adaptive capacity, over time, of the collection of assets appli-

cable to a disturbance, as shown in Figure 6. The complex

shape is bounded by the roll-up of the adaptive capacity, with

rate constrained by the agility of the components and any

pure latency. The surface grows based on agility up to the

maximummagnitude available and continues in that direction

until energy is depleted and the P goes to zero, reducing the

limitation on any trade-off between P and Q.

FIGURE 7. Mapping Manifold to DIRE.

The mapping to the DIRE curve is illustrated in Figure 7.

The Resist phase provides the intrinsic support that may slow

the effects of the disturbance (e.g., synchronous machine-

supplied inertia or synthetic inertia provided by power elec-

tronics). The Respond phase consists of the capacity of

short-to-medium time-period use of the very fast and low-

level control loops designed to react without supervisory

decision. Finally, the Restore phase is the portion that is

required to bring the depleted assets back to bias points

where they would again be available to respond to another

disturbance. The Recovery phase considers the Respond and

Restore phases. Total P, Q, and E that can be applied over

a given time period defines the magnitude and duration of

disturbance that can occur without dropping below minimum

normalcy, as defined by the stakeholders.

For the distribution-system power example shown

in Figure 6, the disturbance at time zero is associated with a

steep loss in remaining adaptive capacity, followed by a grad-

ual recovery to full adaptive capacity. However, one or more

disturbances can be considered at any time and are of par-

ticular importance at the pinch points. The resulting time

scale of the aggregated response to one or more disturbances

then provides the resilience of the individual system that,

when decomposed to a distributed, dynamic hierarchy as

discussed in Section III, characterizes the overall system of

systems resilience by characterizing the limits of magnitude

and duration of disturbances for which minimum normal

operation can be maintained.

FIGURE 8. Sample abstract graph interactions of a SoS in the DIRE
framework.

C. SoS APPLICATION TO DIRE PHASES

To emphasize the flexibility of the DIRE approach,

we present another example that considers a larger system at a

higher level of abstraction. Within Figure 8, a notional graph-

theoretic representation of the SoS approach is illustrated

by DIRE phase. In this example, the nodes of the graph

represent different subsystems in the SoS, and the edges

represent the interdependencies between them as described
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in Section III-B. As a concrete example, these nodes could

represent generators and transformers in an electrical system,

with the edges representing the lines between them. Alter-

natively, the nodes could represent a mixture of electrical

and hydraulic components, with the edges between electri-

cal components representing transmission lines, the edges

between hydraulic component pipes, and the edges between

nodes of differing type more-abstract dependencies, such

as cooling requirements of the hydraulic components on

the electrical components or power requirements for the

hydraulic components. We emphasize that it is possible—

indeed, likely—for all four stages of the DIRE framework to

be occurring in different components of SoS simultaneously

as individual subsystems in the SoS should have their own

DIRE analyses that implement the parts of the four stages

that apply to the collective DIRE analysis of the composite

SoS. In particular, the Recon stages should be continually

active across all four stages to monitor any active faults and

the potential for new faults.

The Recon phase of the DIRE framework is represented in

the upper left of Figure 8, where a critical node (highlighted in

yellow) has been identified through analysis of the SoS inter-

dependencies in the abstract graph model—here, by means of

its high degree (primarily chosen for illustrative purposes).

Other metrics from Section III-B are, of course, also appli-

cable as defined by the context of a specific SoS. We point

out that, again, depending on the specifics of the SoS of

interest, the analysis of critical nodes may be primarily static

if the overall network is static. However, criticality may vary

over the course of time if dependencies are dynamic and/or

the edges in the model include any actual usage or capacity

that would cause the relative importance of a node to vary

over time. In either case, the Recon phase of the DIRE

framework is responsible for both understanding the real-

time importance of different components in the SoS and also

monitoring the SoS for potential issues such as component

failure or cyber-attack.

In the context of a disturbance detected during the Recon

stage and resulting in, e.g., the failure of a node such as a

generator, the Resist stage of DIRE is responsible for attempt-

ing to locally stabilize the disturbance in the overall SoS,

as depicted in the upper right panel of Figure 8. Overall,

the purpose of the Resist stage is to slow degradation in

SoS capability. In the case of a power system with a distur-

bance exclusively affecting reactive power, the Resist phase

would buffer the disturbance from reaching any critical nodes

by first absorbing the disturbance at an induction genera-

tor or other reactive source or sink. These initial attempts at

resisting degradation in capability may not be sufficient to

mitigate the disturbance, and the failures may begin to spread

to nearby nodes through the dependency links indicated in

the graph model. As noted in Section III-B, cascading fail-

ures are a phenomenon in complex SoSs that are capable of

crossing system boundaries in a SoS and can be particularly

devastating. As a corrective action to a cascading failure in a

power system, the cascading faults could be isolated through

a control-system policy or procedure that removes pathways

from the fault through the operating environment. Another

example of such a resistance measure is the isolation of

compromised components in an IT system to prevent further

spread of a cyber-attack. In a graph-theoretical context, this

isolation amounts to a graph cut that isolates the cascading

fault from the critical node. This sort of drastic action serves

two purposes: 1) it limits the overall spread of the cascading

failures, but also 2) it increases the ability to stabilize the

divides in SoS independently by reducing the complexity and

dependencies between them.

While the Resist stage of DIRE is responsible for slowing

the rate of capability loss, the Respond and Restore stages

(collectively referred to as the Recover stage) of the DIRE

framework (depicted in the bottom left and bottom right

panels of Figure 8, respectively) are responsible for actively

recovering any lost capability. These stages are really a con-

tinuum based on their respective time scales; the Respond

stage is responsible for short-term recovery of capability

while the Restore stage is concerned with longer-term repair

and recovery issues. During the Respond stages, individual

components in the SoS can be recovered to restore some of

the overall SoS capability induced by a given disturbance.

Additionally, it is possible that a portion of the SoS capability

could be momentarily lost, as in the case of unrecoverable

faults or targeted isolations. In cases such as these, the Recov-

ery phasewould apply a contingency—for example, rerouting

power through a separate feeder to reestablish the power

within the system or switching to alternative computational

resources (i.e., servers) in an IT component. More abstractly,

this couldmanifest itself as the use of an alternative capability

that is on hand to meet a similar need (e.g., cellular hot

spots to replace traditional IT connectivity). As the combined

Recover phases continue, the Restore phase implements any

longer-term, required repairs that would push the overall

SoS capability beyond some minimum required baseline and

potentially increase future overall capability and resilience.

Such actions include the repair of maligned communica-

tions or wind-damaged assets within the failing components,

bringing them fully back into operation.

In summary, the benefit in applying the DIRE approach in

the abstract SoS context is the ability to visualize dependen-

cies, not only of, e.g., a power system, but also the operating

considerations and pathways to cascading failures in complex

SoS. We have primarily discussed the DIRE framework in

terms of what a resilient SoS should do in each of these

stages. However, we reiterate that in order to incorporate

resilience at the design stage or improve resilience of an exist-

ing system, it is necessary to have baseline capability metrics

for each component in the SoS. Additionally, a catalog of

potential mitigations and actions to stabilize the subsystem

and restore capabilities is necessary to actually implement the

desired resilience. This is further expanded in scope when

considering a SoS, as now it is necessary to understand all

dependencies in the SoS that can induce failures in other

components and to understand capabilities in the abstract so
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that the full array of Resist and Recovery actions can be

realized.

V. CONCLUSION

This article covers a proposed basis for the measurement, and

ultimately benefit, of planning for resilience within resilient

control designs. The DIRE framework relates resilience to a

baseline level of operation, denoted normalcy. A manifold is

given to correlate adaptive capacity and margin to maneuver,

based upon the physical constraints of operation, which are

readily understood. It also provides the measurable impact to

reflect both time and data effects from cyber-attacks to the

control-system dynamics and, ultimately, the physical infras-

tructure facility that is monitored and controlled. To achieve

resilience, therefore, the system should be decomposed into

the appropriate distributed dynamics and controlled within

those dynamics to prevent the propagation of destabilizing

effects. Both design and operational measures can be used to

develop and maintain an inherently resilient system.

Given the potential for drastic consequences, character-

izing the full situational analysis requires an understanding

of root causes and the potential for propagation of fail-

ures throughout a CI system. The root cause of a fail-

ure, whether from cyber- or physical attack or damaging

storm, requires separate analysis, but can be decomposed

into impacts throughout the DIRE framework. This frame-

work was presented in terms of relevant benchmark metrics

for both system and SoS contexts. In the context of SoS,

the DIRE methodology can be understood as a framework to

correlate overlaying factors that influence the operation and

associated dependencies. Visibility of the conditions that can

lead to a cascading failure, for instance, also allows design

of potential mitigations. From a cybernetic root-cause con-

text, correlating the complexity and factors influencing the

success of an attack and the overall vulnerability are defined

in the CVSS. The integration of these contributing metrics

approaches can enable a more-comprehensive understanding

of resilience in both design and operation.
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