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A B S T R A C T

Applications for vehicular ad hoc networks (VANETs) are an active field of re-
search with the potential to significantly contribute to driver safety, traffic effi-
ciency, and comfort. Messages are typically exchanged and forwarded between
vehicles using wireless communication, thereby creating a wireless ad hoc net-
work. Especially traffic efficiency applications require the dissemination of in-
formation over long distances. For instance, vehicles need to be informed about
traffic jams early enough to consider alternative navigation decisions. Each ve-
hicle acts as creator and as forwarder of information to implement the required
multihop information dissemination. Two of the most prevalent challenges in
designing suitable ad hoc communication protocols are dealing with the limited
wireless channel capacity, as well as ensuring the resilience of communication
protocols against potential attackers.

The focus of this thesis is on the resilience of in-network information ag-
gregation mechanisms for VANETs. In aggregation mechanisms, vehicles col-
laboratively exchange information and summarize this information as it is dis-
seminated within the network. In contrast to traditional protocols, which often
aggregate information at a centralized entity, the aggregation close to the infor-
mation sources saves bandwidth and provides scalability. Yet, malicious users
may be able to inject false information or even alter information summaries
to disturb normal system operation. Both types of attacks are hard to detect,
because original observations are usually discarded after aggregation and are
not available to verify the correctness of claimed aggregated information. By
addressing resilient in-network aggregation, this thesis provides solutions that
contribute to both channel capacity conservation and protocol resilience.

The main contributions of this thesis are (a) a model of the in-network ag-
gregation dissemination process; (b) a detailed security analysis of in-network
aggregation mechanisms including the introduction of a taxonomy for secu-
rity paradigms; (c) the design of four novel security mechanisms for in-net-
work aggregation and (d) their detailed analysis and evaluation using network
simulations; and (e) a framework that combines and adapts secure aggregation
mechanisms based on situational context, as well as on attack likelihood de-
rived from information exchange.

The model for in-network aggregation is comprised of an architecture model
and an information flow model. It provides the foundation for understanding
which components are essential in the design of aggregation mechanisms and
for understanding how information spreads and evolves within the network.

The taxonomy of security paradigms, which is based on the modeling results,
identifies use of cryptographic tools, interaction between vehicles to facilitate
collaborative agreement, and data-consistency checks as most suitable security
paradigms to provide resilience for in-network aggregation mechanisms.
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Two security mechanisms that are based on cryptographic tools are pro-
posed that are applicable to flexible, dynamic aggregation mechanisms. In con-
trast to related work, the proposed mechanisms do not rely on fixed road seg-
ments for aggregation, neither are they limited to the aggregation of binary
events, such as presence of a traffic jam. Rather, they allow for flexible division
of roads according to the velocities of the surrounding vehicles and are able
to protect the integrity of more complex information, such as sets of average
velocities that describe the current traffic situation.

The third mechanism, a cluster-based resilience mechanism, complements
the first two mechanism proposals. By treating clusters as trustworthy units
and implementing an efficient inter-cluster proof protocol, the clustering ap-
proach is especially applicable in dense traffic situations where the first two
mechanisms may consume too much bandwidth.

The fourth mechanism, which focuses on data-consistency checks, provides
protection that is orthogonal to the first three mechanism proposals. The mech-
anism leverages communication redundancy, which allows to detect inconsis-
tencies between multiple redundant reports about the same event with less over-
head than cryptography-based mechanisms.

Evaluation results of each mechanism indicate an inherent trade-off between
bandwidth conservation and resilience against attackers. Therefore, a generic
mechanism combination and adaptation framework is proposed that enables
or disables mechanisms based on current traffic situation and to adapt mecha-
nisms based on current attack likelihood. All necessary metrics, that is, traffic
situation characterization and attack likelihood, are derived from the resilient
aggregation mechanisms’ exchanged information without requiring additional
communication.

The traffic-dependent combination of mechanisms uses each mechanism in
the situations for which it is most suitable while avoiding drawbacks of individ-
ual mechanisms in other traffic situations. Adaptation based on attack likeli-
hood allows dynamic bandwidth-conserving configuration of mechanism pa-
rameters. When mechanisms find indications for attacks, they can be config-
ured to use more bandwidth in order to increase resilience and detection accu-
racy. Likewise, the adaptation mechanism reduces bandwidth use when attacks
are less likely.

The mechanism combination and adaptation framework demonstrates that
bandwidth-efficient and scalable information dissemination using in-network
aggregation is feasible while maintaining resilience against a broad range of
possible attacks.
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S A M E N VAT T I N G

Applicaties voor VANETs zijn een actief onderzoeksbereik met het potentiaal
om de veiligheid, efficiëntie en comfort van bestuurders en verkeer sterk te ver-
beteren. In deze netwerken worden berichten uitgewisseld en doorgestuurd tus-
sen voertuigen door middel van draadloze communicatie, waardoor een draad-
loos ad-hoc netwerk ontstaat. Vooral voor applicaties voor de verhoging van
verkeersefficiëntie is het verspreiden van informatie over lange afstanden zeer
belangrijk. Voortuigen moeten bijvoorbeeld op tijd geïnformeerd werden over
verkeersopstoppingen, zodat men nog een alternatieve route kan kiezen. Elk
voertuig dient als de maker en forwarder van informatie, waardoor de nodige
multi-hop informatieverspreiding opgebouwd wordt. Twee van de belangrijkste
uitdagingen van het ontwikkelen van passende ad-hoc communicatieprotocol-
len zijn de omgang met beperkte capaciteit van het draadloze medium en het
garanderen van de weerbaarheid van communicatieprotocollen tegen mogelijke
aanvallers.

De focus van dit proefschrift is de weerbaarheid van in-network aggregatie-
mechanismen voor VANETs. In aggregatiemechanismen wisselen voertuigen
informatie uit en vatten deze regelmatig samen, terwijl het in het netwerk ver-
deeld wordt. In contract met traditionele protocollen, die meestal de informa-
tie samenvatten bij een centrale entiteit, gebeurt de aggregatie hier dicht bij
de informatiebronnen, zodat men bandbreedte kan besparen en daarmee de
schaalbaarheid kan verhogen. Echter bestaat de mogelijkheid dat malafide ge-
bruikers incorrecte informatie verspreiden, of zelfs aggregaten veranderen om
het normale systeemgebruik te verstoren. Deze aanvallen zijn moeilijk te her-
kennen, omdat de originele observaties meestal worden verworpen nadat ze in
een aggregaat opgenomen worden, en dus niet gebruikt kunnen worden om de
correctheid van het aggregaat te verifiëren. Door de ontwikkeling van weerbare
in-network aggregatie levert dit proefschrift oplossingen die het gebruik van de
capaciteit van het medium verbeteren, en de weerbaarheid van protocollen ver-
hogen.

De belangrijkste bijdragen van dit proefschrift zijn (a) een model van het in--
network aggregatie en verspreidingsprocess; (b) een gedetaileerde veiligheidana-
lyse van in-network aggregatiemechanismen, inclusieve een taxonomie van be-
veiligingsparadigmen; (c) het ontwerpen van vier nieuwe beveiliginsmechanis-
men voor in-network aggregatie en (d) de gedetailleerde analyse en evaluatie
door middel van gesimuleerde netwerken; en (e) een kader dat verschillende
veilige aggregatiemechanismen combineert en aanpast op basis van de context
en de waarschijnlijkheid van een aanval op basis van uitgewisselde informatie.

Het model voor in-network aggregatie bestaat uit een architectureel en een
informatiestroom onderdeel. Het model geeft het fundament voor het begrip
welke componenten voor het ontwerpen van aggregatiemechanismen essenti-
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eel zijn en om duidelijk te maken hoe informatie zich in het netwerk ontwikkelt
en verspreidt.

De taxonomie van beveiligingsparadigmen, die op basis van de resultaten
van de modellering gegeven wordt, identificeert het gebruik van cryptografi-
sche mechanismen, de uitwisseling tussen voertuigen om overeenstemming te
bereiken, en consistentiecontroles van de data als de meest gepaste beveiligings-
paradigmen om de weerbaarheid van in-network aggregatiemechanismen te
verhogen.

Twee beveiligingsmechanismen die op cryptografie baseren en van toepas-
sing zijn op flexibele, dynamische aggregatiemechanismen worden voorgelegd.
In tegenstelling tot de bestaande literatuur gaan deze mechanismen niet van
vaste segmenten uit om de aggregaten te berekenen, noch zijn ze tot binaire ge-
beurtenissen, zoals het bestaan van een file, beperkt. De mechanismen maken
het mogelijk om de weg flexibel in te delen op basis van bestaande verkeers-
situaties en maken het mogelijk om de integriteit van complexe informatie te
beschermen, zoals bijvoorbeeld de gemiddelde snelheiden van de voertuigen
in de omgeving.

Het derde mechanisme baseert op clustering en ondersteunt de eerste twee
mechanismen. Doordat clusters als vertrouwde eenheiden gezien worden, en
door middel van een efficiënt bewijsprotocol tussen de clusters, is dit mecha-
nisme vooral geschikt voor zeer dichte verkeerssituaties, waar de eerste twee
mechanismen mogelijk te veel bandbreedte gebruiken.

Het vierde mechanisme gebruikt consistentiecontroles om orthogonale be-
scherming te leveren die met de eerste drie mechanismen kan worden gecombi-
neerd. De mechanismen maken redundante communicatie mogelijk, waardoor
men inconsistenties tussen verschillende redundante meldingen van dezelfde
gebeurtenis met minder bandbreedte dan cryptografische mechanismen.

De evaluatie van de resultaten van de mechanismen wijzen op een inherente
afweging tussen het besparen van bandbreedte en de weerbaarheid tegen aan-
vallers. Daarom wordt in dit proefschrift een algemeen combinatie en adaptatie
kader opgebouwd dat het mogelijk maakt de juiste mechanismen dynamisch
uit te kiezen op basis van de verkeerssitutatie, en om de resultaten aan te pas-
sen op basis van de waarschijnlijkheid van een aanval. Alle nodige metrieken,
de kenmerken van de verkeerssituatie en de waarschijnlijkheid van een aanval,
worden van de weerbare aggregatiemechanismen afgeleid en benodigen daar-
door geen extra communicatie.

De verkeersafhankelijke combinatie van mechanismen gebruikt elk mecha-
nisme in die situatie waar deze het meest geschikt is, waardoor de nadelen van
de individuele mechanismen in andere verkeerssituaties gedeeltelijk opgehe-
ven worden. De aanpassing op basis van aanvalswaarschijnlijkheid maakt het
mogelijk om de mechanismen dynamisch in te stellen om bandbreedte te be-
sparen. Zodra indicaties van mogelijke aanvallen gevonden worden kunnen de
mechanismen zo aangepast worden dat ze meer bandbreedte gebruiken, maar
daardoor aanvallen ook beter herkennen kunnen en het system weerbaarder
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wordt. Dit maakt het ook mogelijk om bandbreedte te besparen in situaties
waar aanvallen zeer onwaarschijnlijk zijn.

Het combinatie en adaptatie kader voor deze mechanismen maakt duidelijk
dat het mogelijk is efficiënt met bandbreedte om te gaan, schaalbaar informatie
te verspreiden en tegelijkertijd de weerbaarheid tegenover een breed scala aan
aanvallen zeker te stellen door middel van in-network aggregatie.
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I N T R O D U C T I O N

1
1.1 motivation

Individual transport is a necessity for many of the world’s citizens. The Euro-
pean automobile manufacturers association reports a total of 231 million pri-
vate cars in use in the European Union in 2011 [204]. At the same time, over 30
thousand fatalities were reported in 2011. The European Commission (EC) has
set forth guidelines to cut the number of fatalities in half by 2020 [237]. In these
guidelines, the Commission specifically includes “use of modern technology to
increase road safety,” including “exchange [of] data and information between
vehicles,” which is often referred to as vehicular communication.

In contrast to existing technologies, which often observe the vehicle’s local
surroundings, vehicular communication has the potential to greatly enlarge the
so-called telematic horizon. That is, drivers can be informed about farther away
events, giving them more time to react accordingly. This potential is acknowl-
edged in the European Commission’s directive for the development of intelli-
gent transportation systems [205]. The Commission highlights that “the appli-
cation of information and communication technologies to the road transport
sector […] will make a significant contribution to improving envi ronmental
performance, efficiency, including energy efficiency, safety and security of road
transport.” A strategic plan with similar objectives exists in the US [212]. Sup-
ported by legislation, vehicular communication is an active research area with
continuing interest from the vehicular industry and researchers alike.

Inter-vehicle
communication
environment.

Inter-vehicle communication is implemented by creating a VANET, which
is a mobile ad hoc network with unique communication requirements. The
core idea of VANETs is to equip each car with wireless communication hard-
ware, so-called dedicated short-range communication (DSRC) units to enable
message exchange among vehicles [79]. A characterizing feature of VANETs
is ephemeral communication, which is the result of high vehicle mobility. All
vehicles periodically send out information about their current position, speed,
and other parameters, and they are interested in receiving these information
from other vehicles. Hence, all vehicles are both content producers and con-
sumers. Moreover, each vehicle may act as forwarder to disseminate messages
to farther away vehicles.

Vehicular networks
can support a broad
range of applications.

Application scenarios for VANETs can be broadly categorized into safety, ef-
ficiency, and entertainment applications [79]. Safety applications aim to reduce
the number of traffic-related accidents. Their predominant communication pat-
tern is a high-frequency exchange of information about other vehicles in the di-
rect vicinity, which helps to improve situational awareness, for example, when
changing lanes. In addition, specific warning messages can be used to inform
approaching vehicles about potentially dangerous events, such as accidents or
icy road stretches. Efficiency applications are envisioned to improve traffic flow

3



4 introduction

and, thereby, the driving experience. Some efficiency applications, like green
light optimal speed advisory (GLOSA) [197], work on a local scope, like safety
applications. But the majority of efficiency applications, such as dynamic route
planners and global traffic flow optimization, depend on information gathered
from large regions [223]. The entertainment category subsumes a number of ap-
plications that aim to provide Internet connectivity to cars to enable streaming
and download of multimedia content and applications.

Message
dissemination

patterns.

A key differentiation factor of VANETs is that broadcast of information is
the dissemination pattern of choice. Both in case of safety applications and in
case of efficiency applications, the intended receivers of information are not spe-
cific cars, but the set of cars residing in specific regions. Target regions for safety
events can often be localized to a small region adjacent to the event location.
Geographic broadcast – often abbreviated as geocast – has been established
as a suitable communication pattern for safety applications [202, 221]. For ef-
ficiency applications, information needs to be disseminated in larger regions
[223]. As a simple example, consider a highway route planner. To recalculate
routes in time, information about traffic jams ahead needs to be known at least
several kilometers in advance. Ideally, the traffic situation on the surrounding
part of the highway network would be known at a scale of dozens of kilometers.

Applications have a
need for semantic

summaries.

Consequently, each vehicle constantly needs to analyze a large set of infor-
mation items. Here, analyzing means that vehicles use their raw information
base to derive summarized, semantic objects and events. Traffic information
systems combine reports from individual reports from vehicles to detect the
location, extent, and severity of traffic jams and stretches of free flowing traffic;
parking spot finders summarize the number of free spots in a parking lot; and
so forth.

Data aggregation. The basis for this kind of summarization is data aggregation, which encom-
passes all functions that take one or more input values and combine them to
a single result that represents these input values. Aggregation can be as simple
as calculating a sum or arithmetic mean and as complex as clustering a set of
input values to derive their interrelation and structure. In traditional system
designs, aggregation is often performed at a centralized point, which collects
all information necessary for the foreseen summarization. This traditional ap-
proach is known as destination aggregation [20, 145]. Destination aggregation
works as long as each data source has a – preferably direct – communication
link with sufficient bandwidth to the destination.

Need for aggregation
close to data sources.

In ad hoc networks in general and VANETs in particular, messages may need
to be rebroadcasted by intermediate nodes to make all necessary information
known to all interested parties. Such forwarding can easily overload the scarce
wireless resources. Therefore, aggregation should be performed as close to the
source as possible, leading to in-network aggregation. Instead of forwarding raw
information unmodified, all forwarding vehicles potentially modify and sum-
marize the information they receive. For example, vehicles that are part of the
same traffic jam can immediately summarize their own and received atomic
observations (e. g., “vehicle id x is standing still at location y and timestamp
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z”) and only rebroadcast the summarized information (e. g., “there is a traffic
jam at location y, length l, timestamp z, containing n vehicles”) to approaching
traffic. Intuitively, aggregation performed close to the information sources re-
duces communication bandwidth usage, because summarized information can
typically be represented more compactly than the original information items.

Necessity for resilient
protocols.

To ensure utility of collected information, in-network aggregation protocols
need to be resilient against malicious entities. Malicious entities are a threat to
many VANET applications. In case of in-network aggregation, potential attack-
ers may aim to simply disrupt normal system operation by injecting false infor-
mation. Or they may manufacture specific traffic situations, such as purported
traffic jams, to manipulate navigation decisions of other vehicles for personal
gain. In some cases, attackers may even provoke dangerous driving maneuvers.
For example, when they achieve that claimed traffic jams suddenly appear in
navigation systems or real traffic jams suddenly disappear. All those attacks
aim to convince other vehicles of a purported situation that deviates substan-
tially from the real world situation. Resilient in-network aggregation protocols
need to detect and filter such false information by protecting the integrity of
information gathered by honest vehicles, as well as the integrity of aggregated
summaries created by honest vehicles.

Threats arise from
insider and outsider
attackers.

Resilience must be ensured against outsider attackers, as well as insider at-
tackers. Outsider attackers are entities that can participate in communication
but are distinguishable from authorized entities [232]. For example, when au-
thorized entities possess a cryptographic key pair that is certified by a trusted
party, outsiders would not possess a certified key pair. The outsider messages
can then be distinguished by examining signatures, public keys, and certificates
[192]. Insider attackers are not distinguishable from honest vehicles in the same
way. That is, insider attackers can use a certified key pair to create messages. It
is conceivable that attackers of VANET applications will be insider attackers,
which complicates protection mechanism design.

Detection of insider
attackers.

Detection of insider attackers requires different strategies than detection of
outsider attackers [108, 146]. Typically, detection focuses on the behavior of or
the information created by vehicles rather than on the vehicles’ identity and
certification alone. For example, consider an insider attack detection strategy
based on an honest majority assumption, which is commonly employed in re-
lated work [e. g., 82, 137]. A group of 100 vehicles drive on a highway in the
same geographic area. Now 95 vehicles broadcast a message containing the in-
formation that traffic flows freely. Five vehicles, however, broadcast a message
pertaining to a traffic jam in the same region. Receiving all 100 messages, a rea-
sonable assumption would be that the majority of 95 vehicles report the correct
situation, and the remaining 5 vehicles are attackers or have faulty sensors. This
example mechanism operates on two assumptions. First, it assumes that mes-
sages from different vehicles are distinguishable. That is, so-called Sybil attacks
[57] are assumed to be prevented. Second, it applies a model of traffic flow to
the received messages. Following the assumption that traffic in a confined re-
gion exhibits a certain homogeneity, the 5 traffic jam reports are filtered. While
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this is just one example for insider attack detection, many approaches follow a
similar pattern [75, 148].

Challenges of resilient
in-network
aggregation.

In-network aggregation hinders these detection mechanisms, which makes
resilient protocol design a particular challenge. The reason is that information
is continuously modified and summarized as it is forwarded through the net-
work. Moreover, summarization aims to reduce the amount of communicated
information to prevent over-saturating the wireless medium [152]. By doing
so, cryptographic signatures of atomic observations are invalidated and atomic
reports about the same event become indistinguishable. In the aggregation set-
ting, a vehicle that receives the 100 reports may create a summary and forward
only the summary to farther away vehicles. How can these far away vehicles
verify that the summary is consistent with the real world situation? In the exem-
plary insider attack detection mechanism, distinguishable reports from honest
vehicles serve as “witnesses” for the correct traffic situation. But replacing such
atomic reports with a single much more compact summary representation is
the goal of an aggregation mechanism. By doing so, aggregation also removes
the witnesses’ integrity protection function. This conflict uncovers a central
trade-off between in-network aggregation resilience and bandwidth efficiency.

To find solutions for this trade-off, proposals for resilient in-network aggre-
gation in VANETs have explored a number of approaches to facilitate insider
attack detection. Some proposals add additional atomic reports and crypto-
graphic signatures to summaries, and others introduce additional redundancy
[2]. But these approaches are often limited to specific traffic situations, restrict
the flexibility of aggregation, or induce considerable bandwidth overhead.

It is the goal of this thesis to investigate flexible and bandwidth-efficient re-
silient in-network aggregation mechanisms that are applicable to a wide range
of traffic situations, guided by the central research question:

Main research
question. How can the resilience of an in-network information aggregation

process and integrity of aggregated information be ensured while
maintaining the bandwidth benefits introduced by aggregation in
VANETs?

1.2 overview and contribu tions

In the following, we1 introduce sub-questions, which reflect the research strat-
egy of this thesis, and we discuss our main contributions addressing those sub-
questions and our central research question. The thesis structure, which follows
the subquestions and contributions, is referenced throughout the discussion.
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1.2.1 Modeling vehicular in-network aggregation

Research questions
and contributions in
Chapters 1 to 3.

In the design of resilient mechanisms, the first step is to understand what kinds
of security mechanisms are applicable to aggregation, what limitations aggrega-
tion poses, and what aspects of aggregation mechanisms can be beneficial for
security. In Chapter 3, we present a comprehensive discussion of in-network
aggregation as a way to address bandwidth problems. We focus our analysis on
two modeling sub-questions.

1. What are the mandatory components and functionalities necessary to
build an efficient aggregation scheme?

2. How does information spread and evolve within the network?

Towards understanding the intricacies of aggregation protocols, which change
and merge information during forwarding unlike other protocols, we identify
typical use cases, as well as representative examples for in-network aggregation
protocols. Our central contribution is

a. a generic architecture and information flowmodel for vehicular in-network
aggregation mechanisms.

The architecture model addresses Question 1, and the information flow model
addresses Question 2. The architecture model allows to understand the func-
tion of individual architecture components. Knowing which components exist
and how they operate on information is a necessity to design suitable security
mechanisms. Modeling results have

been published in [2,
3, 6, 7].

1.2.2 Security analysis of vehicular in-network aggregation

Research questions
and contributions in
Chapters 4 to 6.

In-network aggregation poses a number of unique security challenges, which
we discuss based on two sub-questions in Chapter 4.

3. What are an aggregation scheme’s assets and how could an attacker mod-
ify disseminated information?

4. What are approaches to ensure the resilience of aggregation mechanisms
against such attacks?

Our security analysis results in a definition for resilient aggregation, includ-
ing a quantitative metric to measure mechanism resilience (Section 4.3.2). We
developed security goals for in-network aggregation and introduce attacker
models to answer Question 3.

Based on the security goals and attacker model, we contribute

b. a taxonomy of security mechanisms for vehicular in-network aggregation.

1 In the spirit of humble research, and following customary writing style, the first person plural
will be used throughout the thesis, despite it being a monograph.
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We present cryptography, interactivity, data consistency, and trusted hardware
as approaches for achieving resilient aggregation (Section 4.6), addressing Ques-
tion 4. We discuss advantages and disadvantages of each approach. We con-
sider solutions in each category, but we argue that resilient aggregation pro-
tocols should not rely solely on trusted hardware due to complex and costly
management of such systems. The discussion of security approaches lays the
foundation for our main mechanism proposals, which employ cryptography,
interactivity, and data consistency checks.

As additional contributions towards analyzing secure aggregation, we intro-
duce and discuss a number of challenges faced by secure aggregation protocols,
and we highlight privacy implications of in-network aggregation. The security
analysis is followed by a review of related work on secure in-network aggrega-
tion in Chapter 5. A key observation is that existing work on secure aggregation
often focuses on fixed, inflexible aggregation functions; is limited to certain traf-
fic situations or attacker scenarios; or produces a large amount of security over-
head. Therefore, we identify the need for more flexible, efficient mechanisms
that can be applied to a wide range of contexts.

Based on our taxonomy for security approaches, we therefore propose and
investigate novel security mechanisms. Our central proposals address each of
the promising approaches identified in answering Question 4; we discuss the
methodology followed for mechanism design in detail in Chapter 6.Results of the security

analysis have been
published in [2, 188,

10, 11]. 1.2.3 Resilient in-network aggregation mechanisms

Research questions
and contributions in

Chapters 7 to 10.

Our four security mechanisms serve to instantiate the abstract approaches that
we identified in answering Question 4. Further, each mechanism discussion
entails a detailed security analysis and overhead discussion, addressing the fol-
lowing sub-questions.

5. What are the benefits and limitations of different approaches to achieve
resilient aggregation?

6. What is the relationship between resilient aggregation scheme overhead
and the achieved protection?

We propose two cryptography-based security mechanisms (Chapters 7 and 8),
which adapt to different traffic situations, ranging from free-flowing traffic to
traffic jams. Both mechanisms’ overhead can be adapted to achieve different
trade-offs between efficiency and security. We analyze these trade-offs and dis-
cuss ways to further improve cryptographic protection. In particular, we con-
tribute a detailed discussion of how cryptographic tools, such as identity-based
cryptography, can be applied to reduce overhead (Sections 7.6 and 8.6). Result-
ing from this discussion, we gain an understanding of the advantages and limits
of cryptographic protection for in-network aggregation.

To apply interactive security mechanisms to in-network aggregation, we de-
sign a novel velocity-based clustering mechanism, which forms stable cluster
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structures by integrating aggregation decisions with clustering decisions by lever-
aging our modeling results (Section 1.2.1). In addition to being an efficient in-
network aggregation mechanism, the clustering approach serves as basis for
our interactive security mechanism. We present a security mechanism, which
benefits from the cluster structure and provides bandwidth-efficient resilience
(Chapter 9). As a result of the mechanisms’ evaluation, we identify dense traffic
situations as main application area for interactive security mechanisms.

We use our information flow model (Section 3.6.4) to derive requirements
for a redundancy-based security mechanism. Due to the repeated information
merging, using redundancy is especially challenging in aggregation settings. Re-
sulting from our analysis, we present a suitable security mechanism in Chap-
ter 10. Evaluating the mechanism, we gain an understanding of possible filter-
ing mechanisms and necessary overhead to apply data consistency checks to
in-network aggregation.

Summarizing, the main contributions in Chapters 7 to 10 are

c. the design of four independent resilient aggregation mechanisms, which
instantiate all promising security approaches identified in our taxonomy;
and

d. their detailed analysis and evaluation of performance and security as-
pects, including a discussion of benefits, limitations, and adaptation pa-
rameters in different contexts.

1.2.4 Mechanism combination and adaptivity

Research questions
and contributions in
Chapter 11.

Due to the intrinsic trade-offs between overhead and achievable security, no
single mechanism is likely to provide a perfect solution for ensuring resilience
of in-network aggregation. Rather, the choice of algorithms rely on situational
bandwidth constraints on the one hand and application security requirements
on the other hand, leading to our final sub-question.

7. What are the implications on resilience and security overhead of combin-
ing multiple resilient aggregation schemes with individual limitations?

We present a framework to combine and adapt mechanisms in Chapter 11.
The main contribution is

e. a comprehensive resilience framework that introduces a generalized repre-
sentation of security mechanism outputs, allowing to combine and adapt
mechanisms based on context.

The framework allows for mechanism selection based on traffic situations, as
well as mechanism adaptation based on attack likelihood. The framework is an
integrated resilience mechanism comprised of solutions from Chapters 7–10,
thereby integrating their partial results to answer Questions 6 and 7. Based on
the evaluation results of the individual mechanisms, we identify traffic density
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Ch. 4: Analysis and taxonomy (b) Mechanism design (c) and evaluation (d)

Ch. 3: Generic model (a)

Cryptography

Interactivity

Redundancy

Trusted hardware
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Ch. 8: Multi-signatures

Ch. 9: Secure clustering

Ch. 10: Redundancy

Ch. 11: Resilience framework (e)

Figure 1.1: Overview of thesis chapters and main contributions (a–e).

as a suitable metric to enable or disable mechanisms. This combination allows
to achieve resilient aggregation in a wide range of different traffic contexts. In
addition, we use individual mechanism adaptation parameters to scale security
overhead based on attack likelihood. We design a generic representation of the
individual mechanisms’ outputs using subjective logic, which enables combi-
nation of multiple mechanism outputs, as well as gradual transitions between
mechanisms when traffic conditions change.Results relating to

security mechanisms
have been published
in [1, 4, 5, 9, 13, 14]. Summary of main contributions

Figure 1.1 summarizes our main contributions and methodology. We introduce
a generic architecture and information flow model to enable a thorough secu-
rity analysis of in-network aggregation mechanisms. As a result, we identify
a taxonomy of four security approaches. We argue that cryptography, interac-
tivity, and redundancy are the most promising approaches and introduce inde-
pendent security mechanisms for each category. A resilience framework allows
to combine and adapt each independent approach to implement resilient aggre-
gation in a wide range of contexts.
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2
2.1 overview

Vehicular networks are a broad field of research with many possible applica-
tions, challenges, and research directions. An understanding of this underly-
ing network and application setting is required to build resilient and scalable
aggregation mechanisms. In this chapter, we therefore introduce the vehicular
networks domain.

We first discuss application domains (Section 2.2) and network characteris-
tics (Section 2.3). In contrast to the unicast-dominated Internet, message dis-
semination in VANETs is largely broadcast-oriented; we provide an overview
of message dissemination forms in Section 2.4.

Based on understanding main VANET applications and characteristics, we
introduce bandwidth issues as one of the main research challenges for applica-
tions that need to scale to large numbers of participating vehicles in Section 2.5.
These bandwidth issues give rise to the research field of in-network aggregation,
which we introduce in Chapter 3.

2.2 application d omains

Building on message exchange between vehicles, a wide variety of applications
can be realized. Applications can be categorized into safety, efficiency, and en-
tertainment applications.

One of the immediate VANET goals is to make driving safer. As an exam-
ple, consider an emergency break warning, which is shown in Figure 2.1. Emer-
gency break warning was identified as one of eight high potential applications
by the vehicle safety communications (VSC) consortium [79, 238]. Once vehi-

Warning: emergency breaking!

Warning: emergency breaking!

Figure 2.1: An accident on a highway. Approaching vehicles can send emergency break
warnings to avoid more accidents.

11
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Use alternative road?

Figure 2.2: A traffic jam on a highway. Traffic efficiency applications can help approach-
ing vehicles to decide whether to stay on the highway or take alternate routes.

cles break harder than a certain threshold, for instance due to an upcoming acci-
dent, they broadcast messages to warn approaching vehicles about their break-
ing maneuver. In contrast to visual warnings, such as breaking lights, these
messages can be received even when visibility on the road is low due to fog.
In contrast to Radar- or Lidar-based obstacle detection, messages work even
if there is no direct line of sight to the breaking vehicles. The warning will be
conveyed to the approaching driver using a suitable output modality, such as a
warning message displayed on the dashboard or head-unit, vibrating steering
wheel or audio warning. In addition to displaying warnings, the vehicle may
perform automatic actions, such as breaking without driver interaction. Such
automated reactions, however, pose additional legal questions concerning lia-
bility in case of system faults.

Additional safety
applications.

Besides the exemplary emergency break warning, a wide range of safety ap-
plications is envisioned, including lane merging assistants, airbag warnings,
and icy road and other road condition warnings. ETSI, a European standard-
ization body that received a mandate for vehicular communication standards
[234], has identified a set of foreseen basic applications [198]. Looking at com-
munication requirements, safety applications typically require low-latency, high-
frequency updates about the surrounding events.

− Low latency is required because vehicles might need to react quickly;

− high frequency is required because the event that triggered the messages
might change or disappear quickly.

However, safety applications are triggered by events that are typically close to
the reacting vehicle. Hence, communication over large distances, that is, several
kilometers, is not required.Improving driving

efficiency. Besides safety, one of the main VANET visions is to improve driving effi-
ciency. Today, many cars come equipped with electronic navigation systems.
Moreover, navigation systems can be purchased from a number of third party
vendors [160]. Trusting these systems, drivers do not need to consult and carry
paper maps and manually find routes anymore. The true potential of electronic
systems, however, lies in their ability to adapt to changing conditions. Current
systems use traffic message channel (TMC) [213] messages or proprietary com-
munication using cellular networks [e. g., 206, 236] to update routes based on
current traffic situations. VANET efficiency applications can use direct message
exchange between vehicles to further improve routing. As an example, consider
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the situation shown in Figure 2.2: a vehicle is approaching a traffic jam on a
highway, but can choose to take an alternative route. Using vehicle-to-vehicle
communication, the cars within the traffic jam can communicate detailed and
up-to-date information about the congestion. Message exchange is more im-
mediate than periodically fetched information from traffic centers.

Finding parking
spots.

Similarly, communication can be used to collaboratively count parking spots
[e. g., 42, 113, 114] or detect weather phenomena and road conditions. Also, com-
munication between vehicles can facilitate global traffic flow optimization. Nav-
igation systems exchange information about driver destinations, which is then
used to find a global selection of routes that best uses the available road network
[e. g., 26, 175]. Even infrastructure, such as traffic lights, can be considered and
included in traffic optimization [e. g., 26, 67, 76]. Unlike safety applications, ef-
ficiency applications need information from large regions to calculate optimal
routes. For instance, the maximum distance between two exits is 19.1 km [231]
along the German highway A7, Europe’s longest national highway [186]. And to
consider alternative routes, information about the stretch of highway between
two exits needs to be available, as well as additional information about conges-
tion on alternative roads. Similarly, routing in cities requires knowledge about
current traffic conditions. In Berlin, the total length of the road network is over
5000 km, occupied by 1.28 million registered cars; in Moscow 1.6 million cars
spread over 4350 km of road [235]. Even if only a subset of the total road net-
work is relevant for individual journeys, the geographic area and information
base are considerable.

Yet, less frequent updates are tolerable, because efficiency applications change
the mid- and long-term driving strategy rather than provoking short-term ma-
neuvers.

2.3 net work characteristics

Communication in vehicular networks is largely different from end-to-end com-
munication, which dominates the Internet traffic [153]. The physical and medium
access control (MAC) layers, derived from earlier IEEE 802.11 standards, were
originally published as amendment 6 to 802.11-2007 (IEEE 802.11p), and are
now part of IEEE 802.11-2012 [210]. The physical layer uses dedicated frequen-
cies in the 5.9 GHz band [191]. Most of the time, messages sent are relevant for
more than one receiver; hence, link-layer broadcast is the predominant way to
send messages. Some applications require information transmission to vehicles
that are not within direct communication range. For these use cases, vehicles
can act as message forwarders: they re-broadcast messages that they received
to their neighbors, which in turn re-broadcast them further until the intended
receivers received the message.

Communication
challenges and
paradigms.

As all communication in VANETs is wireless, communication protocols have
to cope with the absence of a reliable transmission channel. Message collisions
can occur because of hidden and exposed terminals, as well as multi-path prop-
agation effects [229, Ch. 2]. In city scenarios, shadowing effects can especially
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hinder communication [119, 120]. Typical single-hop communication range for
vehicular communication is expected to be approximately 250 m, ranging up
to 1000 m in ideal conditions [161]. An additional challenge is high vehicle mo-
bility. On highways in certain countries, relative speeds of up to 400 km/h are
conceivable when two vehicles pass each other in opposite directions. Thus, the
network topology is constantly changing, which rules out all communication
protocols that depend on maintaining a known structure of vehicles, interac-
tion between protocol participants, or explicit acknowledgements. Notable ex-
amples for such protocols are most clustering approaches, as well as tree-based
message dissemination schemes, both of which are often used in wireless sensor
networks (WSNs) [97]. Instead, VANETs use probabilistic, redundant commu-
nication protocols to ensure high message delivery ratios [223].

To facilitate communication, a so-called on-board units (OBUs) is installed
in each vehicle. The expected processing power for OBUs is expected to be lim-
ited for cost reasons. In addition, special chips are foreseen for tasks that cannot
be fulfilled efficiently enough with an all-purpose CPU. For instance, special-
ized hardware is likely to be used for cryptographic operations [171], such as
signature verifications (cf. Section 4.2). Energy consumption of communica-
tion hardware is a lesser concern, because these devices can be powered by the
rechargeable on-board battery.

These characteristics set VANETs apart from WSNs. As a typical WSN ap-
plication, consider environmental monitoring [36] where a number of small,
low-energy devices are deployed to measure temperature and other parame-
ters. Processing power of a WSN node is very limited (e. g., 8 MHz), and energy
conservation plays a major role in communication protocol design [155].

The unique network characteristics of VANETs influence all aspects of inter-
vehicle communication, including message dissemination approaches, security
mechanisms, and privacy implications.

2.4 message dissemination pat terns

Throughout the thesis,
primarily European

standardization
activities will be

referred to, except
where noteworthy
differences exist in

other countries.

Within VANETs, vehicles act as information producer and as information con-
sumer. For instance, an emergency break warning is created by a breaking vehi-
cle, and it is relevant for all vehicles that need to react to avoid a collision. Sim-
ilarly, traffic information systems require message dissemination to a group of
vehicles, as discussed in Section 2.2. These addressing forms stand in contrast
to Internet routing, which is dominated by unicast transmission to specific end-
points, and to WSNs routing, which requires transmission from many sources
to a single (or few) sinks [97]. Therefore, a number of VANET-specific routing
and dissemination patterns have emerged.

2.4.1 Single-hop beaconing

As a basic communication primitive, vehicles exchange periodic messages with
high frequency using link-layer broadcast. Termed beacons, these message con-
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Target region Traffic jam

Figure 2.3: A traffic jam notification is forwarded using geocast.

tain a number of static vehicle parameters (e. g., length and width), as well as a
vehicle’s current position, time, and an identifier. Foreseen beaconing frequen-
cies range from 1 to 10 Hz [199], depending on channel load. In Europe, ETSI
standardized cooperative awareness messages (CAMs) to provide a beaconing
service [199]; similar message standards exist in other countries [87, 88, 218,
233].

Single hop beaconing is used as a baseline for many applications, as well as
for other communication patterns [153]. Receiving continuous beacons, vehi-
cles become aware of other vehicles surrounding them. Beacons are typically
stored in a world model; the corresponding ETSI standard refers to this world
model as local dynamic map (LDM) [196]. One of the world model’s main use
cases is to support safety applications: analyzing positions of neighboring vehi-
cles, dangerous constellations can be detected and warned about. Moreover, the
world model serves to derive information for more advanced communication
patterns. For instance, the number of neighbors can be used to deduct current
channel load and adapt forwarding decisions, the neighbors’s positions can be
used to determine the best forwarding route, and so forth.

2.4.2 Multi-hop dissemination

While link-layer broadcast can support a number of applications, many more
applications require information dissemination in larger regions. For these dis-
semination patterns, vehicles act not only as information observers, but also
as routers, which rebroadcast information. As an example, consider traffic jam
warnings on a highway. To give approaching vehicles time to react and recal-
culate routes, traffic jams should be known when they are still kilometers away.
While we cannot identify specific vehicles that need to receive the traffic jam
warning, we can define a geographic target region, which contains all vehicles
that are interested in the traffic jam notification.

The geo-broadcast
communication
pattern.

To disseminate messages in such target regions, so-called geographic broad-
casting, short geo-broadcasting or simply geocast [211, 153], is used as communi-
cation pattern. Figure 2.3 illustrates the basic concept: vehicles within the traffic
jam detect the congestion, create an information message, and define a target
region in which the message should be disseminated. If the vehicles that create
messages are not themselves part of the target region, the message first needs
to be forwarded towards the target regions. Because forwarding vehicles in this
stage are not interested in the message content, geographic routing is used to



16 vehicul ar net works

forward messages towards the target region with the least possible number of
forwarding vehicles. In addition, vehicles may choose to store information and
forward it once the vehicles have moved closer to the destination region. Once
in the target region, the message is rebroadcasted by more vehicles to make
sure each vehicle overhears the contained information. Many proposals exist
to create efficient – in terms of bandwidth consumption – yet robust – in terms
of message delivery rate – geocast protocols (e. g.[24]).

Besides traffic jam warnings, geocast can be used for a number of applica-
tions, including weather condition warnings and information about approach-
ing emergency vehicles [37]. ETSI standardized a protocol to implement geo-
cast [202], as well as so-called decentralized environmental notification mes-
sages (DENMs), which are used for event-triggered (i. e., not periodic) mes-
sages containing warnings and information and are disseminated using geo-
cast.Relation to

infrastructure and
cellular

communication.

As it is explained above, geocast relies solely on communication between ve-
hicles, making use of the ad hoc network they form. Because multi-hop commu-
nication using vehicles is especially sensitive to network characteristics such as
mobility, density, and packet collisions, many researchers propose to augment
pure vehicle-to-vehicle communication with road-side unit (RSU) communi-
cation or use of cellular networks, such as the UMTS or LTE.

RSUs are communication units deployed as part of road-side infrastructure
and often have a connection to a backend network. Therefore, they can be
used to quickly disseminate information in arbitrary geographic regions [e. g.,
115, 135]. Vehicles can report their traffic information to RSUs, which are con-
nected to centralized servers using wired network infrastructure. The server
aggregates reports and disseminates current traffic information. While the de-
ployment of RSUs is considered in densely-inhabited urban areas, estimated
deployment and maintenance costs of 3,000–5,000 US dollars per RSU [25]
are widely considered prohibitive for full road network coverage.

Besides the option to use RSUs, the use of cellular networks instead of multi-
hop ad hoc communication has gained momentum in recent years, and UMTS
coverage and LTE coverage are becoming a commodity in urban areas. When
available, cellular networks can help to disseminate information to vehicles that
are hundreds of kilometers away. However, cellular networks may face capacity
issues similar to those of VANETs when they are used in situations with high
vehicle density, such as traffic jams or intersections [118]. Moreover, cellular
coverage may not always be available. Therefore, we see cellular networks as a
technology that can complement multi-hop communication when it is avail-
able.

2.5 bandwidth issues

Because all communication in VANETs is wireless and all information is broad-
casted at least to direct neighbors, messages have to compete for wireless chan-
nel capacity. On a congested, multi-lane highway, a large number of vehicles
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Figure 2.4: Message frequency vs. target region design space.

may be in direct mutual communication range and need to share the wireless
channel. Wireless contention in these situations may be acceptable for frequent
messages with small dissemination range (e. g., CAMs) and infrequent mes-
sages with large dissemination range (e. g., DENMs), as shown in Figure 2.4.
However, frequent updates that need to be disseminated in large regions are
problematic. Scheuermann et al. [152] have shown that for applications such
as traffic jam warning systems, proper information granularity management is
a necessity to cope with bandwidth limitations. We will discuss Scheuermann
et al.’s results in more detail as part of the requirements analysis in Section 3.4.
Here, we will use an example highway traffic jam warning application and an
estimation of the induced bandwidth overhead to discuss limitations of naïve
implementations and aggregation benefits.

Multi-hop bandwidth
usage example.

We assume a stretch of dense traffic on a highway, and the goal is to warn
upcoming vehicles about the congestion. To increase utility for navigation sys-
tems, warning messages should contain the average velocity of vehicles in the
dense traffic situation. To transmit the warning to approaching vehicles, DENMs
can be used. However, the DENM can only be created and disseminated once
the extent of the dense traffic interval and the average velocity are known. Cur-
rently, ETSI does not standardize a way to detect such information, yet it is clear
that all vehicles within the high traffic area need to collaborate to calculate its
extent and average velocity.

A naïve
dissemination
mechanism.

First, assume a simple flooding approach is used to exchange information
between vehicles. Each vehicle periodically creates a message that contains the
minimum set of information necessary to collect traffic information. Messages
contain the vehicle’s position, a vehicle identifier, speed, and road ID. When all
items are encoded as they are in ETSI’s message standards [199, 201], each mes-
sage consumes 25 bytes. Vehicles disseminate these messages to their direct
neighbors using link-layer broadcast with a rate of 1 Hz. To achieve multi-hop
dissemination, each receiving vehicle re-broadcasts received messages. How-
ever, duplicates are ignored, and messages are only forwarded once to imple-
ment a basic broadcast storm protection [130]. Eventually, all vehicles within
the dense traffic area will have received information from all other vehicles.
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Figure 2.5: Naïve traffic jam warning application.

Then, the extent and average velocity of the congested stretch of road can be
calculated and used to create DENM warnings.

As the traffic situation may change over time, the process repeats periodi-
cally, aiming to achieve a 1 Hz update rate. But as the amount of information
increases with each forwarding step, the question is whether a 1 Hz update
rate is feasible. To calculate the achievable rate, we divide the road into seg-
ments, as shown in Figure 2.5, which are determined by communication range.
As shown, we assume a 5 km long stretch of highway with 3 lanes per direction,
all congested, an average car length of 5 m, 1 m space between cars, and 250 m
minimum communication radius. In each segment, 500 cars compete for wire-
less bandwidth. We can use the transmit time formula in IEEE 802.11 [210] to
derive that at most 10.8 such 25 bytes messages can be (re-)transmitted per
vehicle per second (cf. [61], [154]) under ideal channel conditions. However, al-
ready in segment 1, each vehicle needs to rebroadcast a total of 500 messages
per second, that is, all messages received from direct neighbors, which would
consume at least 46 s. Eventually, messages will need to be dropped to keep
up with newly generated messages. In segment 2, the number of messages dou-
bles, because the messages from segment 2 have to be forwarded, as well as
all messages from segment 1. After 10 segments – i. e., 5 km –, 5000 messages
need to be forwarded, which would consume 463 s. In order to maintain a 1 Hz
update frequency, 99.8 percent of the available messages need to be dropped
after 5 kilometers forwarding distance. These numbers are in line with Scheuer-
mann et al.’s results [152], which argue that a reduction that is quadratic in the
forwarding distance is required to maintain a fixed update frequency.Intelligent message

filtering is an
intrinsic necessity.

When 99.8 percent of all potential information needs to be dropped and only
0.2 percent are kept, the selection criteria for the remaining 0.2 percent will in-
fluence the utility of the remaining information. For instance, when only infor-
mation from the left half of the congested area is kept, the traffic jam extent will
be wrongly calculated. When only those messages with the lowest velocity re-
ports are kept, the calculated average velocity may be biased. In-network aggre-
gation mechanisms implement distributed algorithms that filter information
based on locally available context information while maintaining information
utility for applications. More specifically, in-network aggregation mechanisms
perform three tasks:
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1. they evaluate own sensor observations and received information locally
at each vehicle to detect larger events represented by clusters of similar
information (e. g., congested road stretches represented by similar veloc-
ity values);

2. they combine information about those events using knowledge of infor-
mation semantics (e. g., congested road stretches are represented by a
single message specifying their extent and average velocity); and

3. they implement dissemination mechanisms to inform farther away vehi-
cles about the detected events and situations.

By doing so, in-network aggregation mechanisms effectively reduce the to-
tal bandwidth usage. In contrast to other efficient dissemination mechanisms,
such as efficient geocast protocols [e. g., 24], in-network aggregation requires
more application knowledge to calculate suitable information summaries. But
as a result, in-network aggregation has the potential to represent information
in the most compact form that still offers sufficient utility for applications.

2.6 summary

VANETs are an active field of research with a wide area of possible applications.
We have explained the predominant use cases and application scenarios for ve-
hicular networks. Being a form of mobile ad hoc network (MANET), vehicular
networks face unique communication challenges and exhibit specific commu-
nication patterns that are different from classical Internet routing protocols.
One of the main challenges for vehicular network is the wireless medium used
for communication.

In particular, its bandwidth limits the amount of information that can be
transmitted within a given geographical space. At the same time the potential
number of network participants is huge. While some applications only require
information from vehicles in the direct vicinity, others require dissemination
in larger areas. These factors combined make protocol design for vehicular net-
works challenging. Especially applications that source their information from
a large number of vehicles and disseminate them to a large number of vehicles
– such as traffic information systems – face bandwidth issues. In-network ag-
gregation can help to address these bandwidth issues and will be introduced in
detail in the following chapter.





I N - N E T WO R K A G G R E G AT I O N

3
3.1 overview

Parts of this chapter
(Sections 3.2 to 3.5)
are based on our
survey on the topic
[2]; the generic model
(Section 3.6) is a
revised and extended
version of [6, 7]; and
our representative
dynamic aggregation
mechanism
(Section 3.7.2) has
been published in [3,
12].

In-network aggregation is one of the more complex information dissemination
patterns in VANETs. In contrast to other patterns, information is altered dur-
ing forwarding, and it is merged and summarized using knowledge of the infor-
mation semantics. In this chapter, we introduce in-network aggregation as an
information dissemination mechanism that copes with the bandwidth issues
we discussed in Chapter 2.

The design of suitable in-network aggregation mechanisms is challenged by
unique requirements of VANETs. We give an overview of requirements and
challenges in Section 3.4, and we review related work on in-network aggrega-
tion in general in Section 3.5. To understand the underlying architectural con-
cepts of in-network aggregation and the information flow during aggregation,
we introduce a generic model (Section 3.6), which we exemplify using repre-
sentative aggregation mechanisms (Section 3.7).

The requirements, challenges, and generic model introduced in this section
will serve as the basis for our security analysis in Chapter 4, as well as our mech-
anisms in Chapters 7 to 11.

3.2 introduction and definition

As we have seen, naïve multi-hop communication quickly overloads the wire-
less channel, which causes messages to be dropped. Intuitively, knowledge about
message semantics can help to efficiently filter messages without causing too
much impact on data utility. A key observation in Section 2.5’s bandwidth use
example is that a large amount of messages are exchanged to make all vehicles
aware of the current traffic situation. Namely, each car broadcasts its observed
current velocity and position. However, only a very compact result is necessary
to support navigation applications. Namely, the traffic jam’s extent and average
velocity. While the raw observations are necessary for the computation of the
summary, only the summarized result is necessary for the application.

v1 v1 ⋊⋉ v2 v1 ⋊⋉ v2 ⋊⋉ v3
v1 ⋊⋉ v2 ⋊⋉ v3 ⋊⋉ . . . ⋊⋉ vn

Figure 3.1: Vehicles on a highway disseminate aggregated velocity information in a larger
area. Here vi ⋊⋉ vj denotes that vi and vj have been aggregated in some way,
for instance, by calculating their average.
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In other domains, such as WSNs, in-network aggregation has been success-
fully applied to reduce the number of messages [64, 129]. Applied to VANETs,
the core idea of in-network aggregation is that – instead of forwarding own ob-
servations and received messages unmodified – each vehicle uses information
about data semantics to summarize data items and disseminates the result to
other vehicles using a single message. These other vehicles, in turn, apply the
same mechanism. This process decreases the total number of messages substan-
tially, because multiple received messages are aggregated into one. We define
in-network aggregation characteristics as follows:

A definition for
in-network
aggregation.

definition 1 In-network aggregation in VANETs is any kind of multi-hop
message dissemination where a number of vehicles collaborate to gain knowl-
edge about real-world phenomena. To do so, they exchange messages contain-
ing relevant information derived from atomic sensor readings or other means
of information collection. During the dissemination of information, aggrega-
tion aims to reduce the amount of redundant information by processing and
modifying atomic information items.

Besides detecting traffic jams, aggregation mechanisms are suitable for a
number of use cases. Aggregation especially helps applications where vehicles
collaborate to analyze real world phenomena using sensory information. Such
applications aim to enhance vehicles’ awareness about their wider surround-
ings. As a result of in-network aggregation, summarization of information is
performed as close to the data sources as possible, whereas, in traditional ap-
plications, data is transferred to a centralized system and only analyzed and
summarized there. Applying in-network aggregation to a traffic information
system, each vehicle would analyze received location and velocity information,
add its own velocity observation, and calculate the velocity average and an in-
terval that contains all locations, and only forward the result, as shown in Fig-
ure 3.1.

Benefits of semantic
aggregation have

been exploited in a
number of

applications.

Ideally, aggregation mechanisms can employ knowledge about information
semantics when they merge information. In other domains, using information
semantics has led to very efficient compression mechanisms, such as JPEG [215]
for pictures, MPEG4 [214] for movies, and MP3 [216] audio files. In our exam-
ple, knowing that messages contain velocities allows to derive that their average
will suffice for navigation application decisions. Moreover, knowing that the
traffic jam extent is to be determined allows to combine only messages with
similar velocity and locations.

On the downside, such semantic compression is typically not invertible: once
data is aggregated, the original items cannot be reconstructed without error.
Therefore, careful optimization towards specific use cases is necessary to achieve
the best trade-off between data utility and bandwidth usage. Next, we present
applications that may benefit from in-network aggregation. From these specific
applications, we derive generic characteristics that make aggregation applicable
to these applications.
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3.3 use cases

Prime use cases for in-network aggregation in VANETs are applications that
collect and continuously disseminate information about the road network and
surrounding real-world phenomena [2].

in traffic information systems, vehicles collaborate to disseminate
an approximation of the current traffic situation. Either, only the pres-
ence of an event (e. g., traffic jam) is communicated, or actual (average)
speed values are communicated.

weather information systems collect data about average temperature
or severe weather conditions can be aggregated. Again, either only the
presence of an event or averages can be used.

road condition warnings apply to all forms of road conditions, e. g.,
stretches of icy roads or stretches with bad tarmac condition, can be sum-
marized using in-network aggregation mechanisms.

parking spaces are a mostly city-specific application. Aggregation can be
used to collect the number of available parking spots in different areas.

Traffic information
systems are the
primary application
for in-network
aggregation.

Traffic information systems are by far the most cited in literature [e. g., 52, 3,
4, 66, 115, 121], followed by parking space finders [e. g., 42, 114]. Weather and
road conditions are sometimes mentioned as alternative applications for pro-
posed mechanisms, but they are never evaluated as main use cases for existing
aggregation mechanisms [2]. We discuss different aggregation approaches in
detail in Section 3.5.

A commonality of these use cases is that they are composed of large sets of
raw sensor data, but can be represented in an abstract, much smaller, form,
abstracting from the raw data but keeping all properties that are required by
applications. In fact, interpretation of the raw data is needed both to make algo-
rithmic decisions and to present collected data for users. For instance, a traffic
information system uses as basis atomic speed observations from all vehicles.
But navigation decisions are made based on abstract properties, such as esti-
mated travel times for different roads [115]. These abstract properties are de-
rived from the raw data. An efficient aggregation mechanism for navigation
systems may summarize all raw reports but needs to maintain enough infor-
mation to derive approximate travel times.

Types of detected
situations.

As shown in Table 3.1, mechanisms for different use cases operate on dif-
ferent kinds of information: some mechanisms only detect presence of events
[e. g., 82, 181], others calculate averages or count objects [e. g., 42, 3, 114]. Those
mechanisms that detect events are typically only interested in the presence of
certain phenomena, for instance, traffic jams or stretches of icy road. More de-
tails, like average speed within the traffic jam or exact road adhesion values
are ignored. Besides the considerable information loss, another disadvantage
of mechanisms that only detect events is that they often only communicate ab-
normal behavior. For instance, only traffic jams but not stretches of free flow
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Table 3.1: Example use cases for in-network aggregation

Application Events Values Mentioned

Traffic information
systems

traffic jam average speeds,
minimum speeds, travel
times

very often

Weather information
systems

— average temperature,
average visibility

sometimes

Road condition
warnings

icy road, road
construction

— sometimes

Parking spaces — # of free spaces often

are communicated. As a result, vehicles cannot determine whether stretches of
road about which they do not have information are currently not congested or
whether they are congested but the information has not been communicated
yet.

In order to improve on simple event detection, therefore, many schemes use
more detailed values, such as average speed or temperature. Parking spot find-
ers mostly use counts of free parking spots in certain regions. Moreover, some
proposals for traffic information systems aggregate derived travel times instead
of the underlying average speed information [e. g., 115]. Compared to average
speeds, average travel times are more abstract, and, therefore, offer even more
potential for bandwidth saving. On a highway where parts are congested and
traffic on other parts flows freely, these facts cannot be aggregated without loss
of data utility if average speeds are used. But the average time to travel a long
stretch of that highway may very well still be sufficient for applications.

Because traffic information systems are the most-cited use case in literature,
we will continue to use examples from traffic information systems to illustrate
mechanisms we present. However, all presented mechanisms can also be ap-
plied to other use cases, such as parking spot finding, if not noted otherwise.

3.4 requirements and characteristics

Tight integration of
application

knowledge and
networking leads to
requirements and

challenges.

Summarizing the vehicular network characteristics – and especially the band-
width limitations – discussed in Section 2.5 and the use cases for aggregation
discussed in Section 3.3, the design space for efficient aggregation is bounded
by bandwidth efficiency on the one hand and data utility and security on the
other end. In particular, we identify four main requirements for efficient data
aggregation. Security and privacy requirements, being the main focus of this
thesis, will be separately discussed in Chapter 4.
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Traffic jam area

Figure 3.2: A complex traffic jam scenario in a city. Encoding the traffic jam’s complex
extent may lead to higher bandwidth overhead.

3.4.1 Data reduction

In a vehicular network, all vehicles constantly produce information using their
sensory equipment. The sum of all sensed information makes up a fine-grained
picture of the whole road network. Similarly, all vehicles on the road are inter-
ested in at least a subset of all collected information. Even further away infor-
mation can be interesting in case a vehicle is on a long trip. Thus, data needs
to be transported over multiple hops from producers to receivers. Transport-
ing all possible information will overload the wireless channel. Therefore, data
granularity needs to be reduced along the way. Simple reduction by a constant
factor is not enough, because these solutions will not scale to wide range dis-
semination [152]. Thus, data reduction must scale with increasing distance. In
particular, Scheuermann et al. [152] show that the bandwidth used for dissem-
ination must be within o(1/d2) if d is the distance to the observed event. If Here o(·) denotes the

Little “o” notation
[101].

more bandwidth is used, the dissemination will not scale to arbitrarily large
areas. That means that at some point, the available information would over-
saturate the wireless channel, which would lead to packet loss.

3.4.2 Representation overhead reduction

As a result of data fusion and compression, aggregated messages contain infor-
mation about a certain region of the road network. As information changes over
time, a time interval, or any other measure for time periods, is often encoded,
too. In contrast to single, unaggregated information, where location and time
can be expressed by a GPS coordinate and a timestamp, descriptions of aggre-
gated location and time can become arbitrarily complex. The exact representa-
tion depends on the aggregation scheme’s application scenario If only designed
for highways, schemes often use an event’s start and end positions on the high-
way, together with a road id, to denominate the location of aggregated events
[e. g., 3, 114, 170]. And they may use time intervals to state the time period in
which the aggregated information has been collected.

Meta-data may
introduce additional
overhead.

In a city center, aggregated events can be much more complex, as shown in
Figure 3.2. For instance, a traffic jam can extend across intersections to a num-
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ber of roads. Semantically, the whole traffic jam may be regarded as a single
event, and all vehicles’ reports within the traffic jam may be aggregated. How-
ever, the description of the geographic area covered by the traffic jam will then
likely be complex and diminish the aggregation bandwidth savings. As an al-
ternative, fixed grids [169] and known, pre-shared road network maps with
hierarchical segmentation [42, 45, 115] can help to achieve more efficient event
descriptions. However, such pre-shared information needs to be disseminated
and continuously updated for all vehicles.

As such, the problem of overhead reduction relates to a well-known trade-
off in dictionary-based compression mechanisms such as LZW [184] algorithm.
The more meta-information is known by receivers, in case of LZW dictionar-
ies containing encoding symbols for often-used byte sequences, the more effi-
ciently can data be encoded.

3.4.3 Preservation of data utility

Whenever data is merged, quality requirements of applications need to be taken
into account. All data needs to be aggregated as much as possible while keep-
ing its most important characteristics to support application decisions. For in-
stance, data about a traffic jam may not be merged with surrounding data of free
flowing traffic, because otherwise traffic jam avoidance algorithms will make
wrong decisions. Moreover, aggregation needs to handle redundant data about
the same event. This redundant data should not result in biased representations
of the real world. Therefore, aggregation mechanisms should employ mecha-

Aggregates may be
subject to bias due to

duplicates.

nisms to filter duplicates in sensed data [e. g., 114]. Moreover, information that
changes over time needs to be considered. Only information that co-occurs,
i. e., originates from the same period of time, should be aggregated. Or, if ag-
gregates are supposed to depict development of events over time, they should
contain an explanatory encoding of the time period they represent to allow
receivers to correctly interpret their contained information. For instance, in-
formation about past traffic jams may provide input to heuristics that estimate
likelihood of future traffic jams. Therefore, reports’ time periods provide im-
portant context information.

Moreover, aggregation mechanisms should be robust against basic sensor
failures or inherent sensor biases. For instance, GPS accuracy commonly fluc-
tuates in the range of multiple meters [e. g., 168]. Aggregation functions de-
termine the extent to which aggregation mechanisms are influenced by such
uncertainties. For instance, an arithmetic average is influenced more easily by
outliers than a median. In addition, aggregation mechanisms can explicitly de-
tect outliers by analyzing and filtering information before it is aggregated.

3.4.4 Flexibility

The requirements discussed above imply the need for flexible aggregation de-
cisions. Simple aggregation schemes use fixed size segments as spatiotemporal
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structure. While being easy to implement and resulting in low overhead, these
structures neither scale well in terms of data reduction, nor do they preserve
data quality well. Better schemes use flexible data structures that adapt to appli-
cation requirements and data reduction requirements at the same time. Being
able to express flexible location and time intervals, more flexible schemes are
intuitively more susceptible to consume more encoding overhead. Therefore,
schemes have to be carefully designed to achieve a good compromise between
flexibility and overhead.

In the following, we discuss exemplary in-network aggregation schemes for
VANETs. The discussion is a summary of a survey we published on aggregation
in vehicular networks [2].

3.5 rel ated work

Information aggregation as a broad concept is applied in many areas of com-
puter science. To give an overview of different domains, we begin our related
work discussion with an outlook on applications beyond vehicular networks.
Based on the general overview, we then discuss different existing approaches
for VANETs in detail. We focus on mechanisms that emphasize communica-
tion efficiency rather than on information integrity protection. Related work
on secure aggregation will be discussed in more detail in Chapter 5.

3.5.1 Aggregation in other domains

Aggregation in
databases.

Besides VANETs, aggregation has been successfully used in a number of other
domains. Many information systems require processing, analyzing, fusing, and
filtering of raw data to distill a more abstract representation, which is of better
utility for applications. Traditional information systems were often designed in
a centralized fashion. Information is stored in a database and query languages
are used to extract information. These query languages, for instance, the well-
known SQL language [217], offer methods to aggregate stored data by calcu-
lating their sum, average, standard deviation, or other statistical functions. The
field of data mining [71] is driven by the idea to apply much more complex func-
tions to derive semantics and meaning from raw data. In contrast to VANETs,
such classical applications benefit from centralized data storage, which enables
many analysis methods.

Still, centralized databases face problems, which led to the development of
mechanisms used in many VANET aggregation mechanisms today. Namely,
Flajolet-Martin sketches (FM sketches) [70] provide a mechanism to proba-
bilistically count the duplicate-free sum of database entries in a single pass.
Using multiple passes to eliminate duplicates is often impossible in VANETs
due to the high vehicle mobility and short interaction times. Because duplicate-
insensitivity is an important requirement, many schemes [e. g., 72, 78, 14, 114]
apply FM sketches.
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The necessity for efficient and distributed information aggregation gained
more momentum when small-scale devices with sufficient battery and process-

Aggregation in sensor
networks.

ing power could be manufactured. Such small scale devices are used to create
WSNs and other mobile ad hoc networks. WSNs consist of a large number of
small, battery-powered devices equipped with a number of sensors, as well as
wireless communication hardware. One of the main use cases for WSNs is envi-
ronmental monitoring, which requires the collection of temperatures and other
sensor values [174]. These are then forwarded using an ad hoc communication
network to one or few sinks, which further analyze data and potentially trigger
actions [20]. Energy consumption is a major concern for WSN, and the nodes’
communication units are major energy consumers. Therefore, many proposals
for networking protocols explicitly consider energy preservation, for instance,
by choosing nodes with short distance to create forwarding paths [155, 158].

In-network aggregation is well-researched in the WSN domain to further
reduce energy by reducing the amount of information that needs to be com-
municated. Exemplary surveys on in-network aggregation in WSNs have been
written by Fasolo et al. [64] and Nakamura et al. [129]. Rather than providing
a complete survey on WSN aggregation, we therefore focus on discussing two
key differences between WSNs and VANETs, which have defining influence on
in-network aggregation mechanism design:

1. sensor notes typically change their position slowly or not at all; and

2. one or few sinks in WSNs consume information generated by sensor
nodes.

Because node mobility is typically limited, WSN aggregation protocols often
implement distinct phases for establishing forwarding paths, information col-
lection, and path maintenance. Because only few nodes are responsible for col-
lecting information, trees are the predominant forwarding structure for WSN
aggregation. The tree is typically created by the sink flooding an initial mes-
sage through the network [e. g., 54, 116]. Receiving nodes use this message to
determine their shortest path towards the sink and store their parent nodes.
Thereby, a tree hierarchy is created. Later, nodes use the established paths to
forward information towards the sink. Each parent node collects information
from its direct children and performs aggregation. As an alternative to hierar-
chical trees, some protocols propose to establish cluster structures [e. g., 111].
Having created clusters and selected cluster head nodes, again the established
structure is used to perform aggregation. To amount for some mobility and
node failures, paths may be periodically checked.

Differences in
VANET aggregation.

In VANETs, nodes – that is, vehicles – move with much higher velocities.
On highways, relative speeds of 200 km/h are conceivable for traffic going in
different directions. Even traffic going in the same direction may be heteroge-
neous. For instance, dutch highways are limited to 130 km/hfor private vehi-
cles and to 80 km/h for trucks [241]. Therefore, relative speeds up to 50 km/h
will commonly occur. Assuming 300 m communication range, vehicles will
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only stay in mutual communication range for 5–20 s. Therefore, trees would
need to be constantly re-created to maintain forwarding paths.

Moreover, aggregation trees require that a common root node can be iden-
tified. While this scenario is common in WSNs, each vehicle that participates
in a VANET is typically both information source and information consumer.
For instance, each vehicle can contribute its velocity and other parameters to a
traffic information system, and at the same time, each vehicle is interested in
receiving such information from other vehicles. For these reasons, VANETs re-
quire different approaches to aggregation. Specifically, tree-based and other ap-
proaches that require a fixed structure have been argued to be inefficient [e. g.,
48], and have been abandoned in favor of dynamic, structureless aggregation
mechanisms [2].

3.5.2 VANET aggregation schemes

Many different aggregation schemes for VANETs have been proposed in the
past decade. We organize our discussion chronologically and highlight specific
aspects of aggregation that have been addressed. These focus aspects – i. e.,
aggregation decisions, information fusion, and information dissemination –
serve as basis for deriving a generic model of aggregation mechanism compo-
nents in Section 3.6.

Fixed segments.One of the earliest mechanisms is the self-organizing traffic information sys-
tem (SOTIS) [169, 170], which was originally introduced in 2003. SOTIS di-
vides the road into communication-range-based segments. Within each seg-
ment, vehicles aggregate their atomic observations and only disseminate the
aggregates further. Receiving vehicles only keep the newest aggregate per road
segment, but they do not aggregate the information about several segments fur-
ther. Moreover, SOTIS does not implement any duplicate detection for atomic
observations, which might lead to biased aggregation results. The communica-
tion overhead is reduced by a constant factor, but still grows linearly with the
area that information is communicated about. Therefore, SOTIS does not scale
to large areas as shown by Scheuermann et al. [152]. Following SOTIS’ publica-
tion, several improved protocols were proposed.

Aggregation decisions

Hierarchical
aggregation.

A number of newer aggregation schemes have improved on SOTIS’ flat aggrega-
tion structure. Caliskan et al. [42] use hierarchical structures to disseminate in-
formation about free parking spots in urban scenarios. Quad trees [68] are used
to represent hierarchy, as shown in Figure 3.3. The idea is to disseminate more
accurate information about free parking spots in the local vicinity and only dis-
seminate coarser, aggregated information in larger areas. Note that this aggre-
gation process only lessens the geo-spatial granularity of information, whereas
the total count of available parking spots stays accurate. For traffic information
systems, this approach cannot be simply transferred, because the aggregation
hierarchy describes larger and larger two-dimensional squares, whereas traf-
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Figure 3.3: Hierarchical aggregation based on distance of observations.

fic jams and other traffic information will extend following the road network.
Lochert et al. [115] define an aggregation hierarchy that is closer to the needs of
a traffic information system. Instead of dividing a city according to a quadtree
structure, a hierarchical set of landmarks and interconnections between them
is defined. The exchanged information describes the travel times currently re-
quired between these landmarks. Travel time serves as a combined metric of
speed and distance, supporting routing algorithms well. Aggregation hierarchy
is represented by smaller and smaller subsets of landmarks, which describe the
most recognized points of cities. Both the quad tree structure and the landmark
structure are fixed in the presented schemes.

Dynamic structures. Envisioning more dynamic aggregation structures, the TrafficView system
introduced by Nadeem et al. [126] (also in [125], [51], and [127]) introduces
data quality considerations for aggregation decisions. The goal of TrafficView
is to disseminate traffic status information over larger areas. Aggregated infor-
mation items describe clusters of close-together vehicles using a list of vehicle
IDs, their averaged position, speed, and the time of the aggregate’s oldest input
information. To decide which items are to be aggregated, the road ahead is di-
vided into a number of regions; region sizes are not fixed but adapt to context.
Inside the regions, aggregation decisions are made using a cost-based metric.
The “cost” of aggregation is designed such that it is high whenever aggregation
would introduce a large error, for instance, by combining two atomic values
that have a large relative distance. The idea of cost-based aggregation is used
by many following papers, because it allows the aggregation system to adapt
to different traffic situations. However, the specific implementation used by
TrafficView still leaves the list of vehicle IDs in an aggregate as a linearly grow-
ing component. Therefore, TrafficView is only suitable for aggregating a small
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Figure 3.4: Traffic approximation using a subset of representative values. Fine lines rep-
resent all available information; only the bold values are kept and represent
an approximation of the traffic situation.

number of vehicle records, increasing the visibility in the local scope. One of
our aggregation mechanisms further improves aggregation flexibility by using
fuzzy logic rules [3]. We describe our own approach in Section 3.7.2.

Kumar and Dave [103, 104] propose to apply ideas from multi-criteria deci-
sion making systems (MCDMs), originally proposed in the field of operations
research [183], and use them to achieve flexible aggregation decisions. A k-d-
tree [27] data structure is used to index vectors, which represent the similarity
scores of information items. Then, application preferences and requirements
are used to calculate the best aggregation strategy amongst several available
strategies.

An approach that also aims at a dynamic, situation-dependent depiction of a
road is proposed by Eenennaam and Heijenk [60] and improved by Schwartz et
al. [156]. Borrowing ideas from run length encoding and pulse code modulation
(cf. Salomon [228] and Waggener [240]), the authors try to represent the traffic
situation using only a small subset of representative atomic values. To select the
representatives, a threshold function is used so that only vehicles with a speed
that deviates significantly from the last entry in the list add their current values.
The resulting sampling approximation is shown in Figure 3.4. In order not to
over-emphasize outliers, each new sample added to the list does not represent
a single vehicle alone, but represents the averaged speed of a set of close-by
vehicles.

Information fusion

Whereas the previous schemes mainly focus on how to structure aggregation
decisions based on a road or a road network, the following schemes focus on
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Figure 3.5: Application of a discrete cosine transform (DCT) to traffic data. From left
to right: map with streets, corresponding parking spots per cell, and parking
spot information after DCT transformation. After the DCT, a quantization is
applied that filters high-frequency information.

mechanisms that perform the actual fusion of several information items. Fu-
sion methods can be categorized into syntactic and semantic approaches. Syn-
tactic aggregation uses techniques to compress the data from multiple vehicles
in order to fit the data into a single communication packet. This compression
results in lower overhead than sending each message individually. In semantic
aggregation, the data from individual vehicles is summarized. For instance, in-
stead of reporting the exact location of five vehicles, it is only reported that five
vehicles exist [141]. While syntactic compression allows for lossless reproduc-
tion of the original data, bandwidth savings are limited by the requirement of
exact reproduction. Semantic compression offers higher compression rates at
the cost of information loss.

Differential encoding
techniques.

Basic syntactic data compression techniques, such as ZIP [243] or LZW [166],
are very generic and are therefore rarely used in VANETs. Still, approaches exist
that try to achieve sufficient compression using syntactic, invertible compres-
sion. For instance, cluster-based accurate syntactic compression of aggregated
data in VANETs (CASCADE) [83, 85] uses a variation of differential coding.
Differential coding is frequently used to encode audio signals. The version used
here can be seen as a syntactic version of Eenennaam and Heijenk’s encoding
[60]. Differential coding works by first calculating a base value, in this case
median speed, and then representing all other values by their difference to the
base value.

Also trying to filter out less relevant information, Zooming [45] is a tech-
nique based on discrete cosine transform (DCT) [19]. A DCT transforms a
sequence of data points to the frequency domain. There, they are expressed
in terms of a sum of cosine functions oscillating at different frequencies. Fig-DCT is, for instance,

used in lossy
compression of audio
(e. g., MPEG Audio

Layer III
(MP3) [216]) and

images (e. g., JPEG).

ure 3.5 shows the process for VANETs as proposed by Chang et al. [45]. Sensed
information, like parking spots, is represented as sums per map cell. Then, DCT
is used to transfer the counts to the frequency domain, which extracts the base
value and differences to it, similar to differential encoding. Using quantization,
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Figure 3.6: Example FM sketch. Seven items are inserted into an 8-bit long sketch, re-
sulting in 5 bits being set to 1. The initial sequence of 1 bits, here l = 3 bits
long, allows to approximate the number of inserted items.

information can be reduced while retaining the base value, which represents
the average number of parking spots in the whole region.

Besides efficient compression, a notable problem of data fusion methods is
that of duplicate messages due to redundant sensor readings. Due to the decen-
tralized nature of aggregation mechanisms, vehicles often receive aggregates
and cannot tell whether they have already contributed to the contained infor-
mation. As a result, vehicles might add their own observations multiple times.
The result is a biased aggregate that reduces information quality, as discussed
in Section 3.4.3.

Using estimators to
achieve duplicate-
insensitivity.

Lochert et al. [113, 114] propose to use a modified version of FM sketches
to solve the duplicate counting problem. Originally, FM sketches were used to
count the number distinct elements in large databases without the need to pass
through the data multiple times. The price for these features is the loss of exact
counting: FM sketches provide a probabilistic approximation of the number
of distinct elements. A bit field S = s1, ..., sw of length w >= 1 is used as
an approximation of a positive integer (see Figure 3.6). The bit field is initial-
ized to zero at all positions. To add an element x to the sketch, the element
is hashed by a hash function h with geometrically distributed positive integer
output i, where P(h(x) = i) = 2−i. The entry sh(x) is then set to one. The
key to duplicate-insensitivity of the FM sketch is that, regardless of the num-
ber of times an identical object is inserted, the same bit in the sketch is always
set. To obtain the estimated value of the sketch, the length of the first unin-
terrupted sequence of 1 bits l is counted. The estimate is E = 2l/ϕ, where
ϕ ≈ 0.77351 is a constant. Multiple sketches can be used to further reduce es-
timation error. Lochert et al. [113] extended FM sketches to automatically purge
old information from sketches. Zekri et al. [179] also rely on FM sketches for
duplicate-insensitive data fusion. However, they do not use the adapted ver-
sion, but instead keep a number of FM sketches for each road segment, which
induces additional overhead.
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Information dissemination

After being aggregated the data is disseminated. Central challenges for dissemi-
nation are how to select the set of forwarding vehicles and the set of target vehi-
cles such that all interested vehicles get the information they require while only
a minimal set of vehicles forwards messages to avoid too much redundancy.

Cluster-based
aggregation.

Cluster-based aggregation, for instance employed by Raya et al. [145] and
Saleet et al. [149], requires the election of a cluster head that will be responsible
for aggregating, controlling, and sending information to members of the clus-
ter and beyond. The cluster head appears as a single point of failure and the
efficiency of the dissemination relies on the stability of the clusters. If cluster
membership changes frequently, the bandwidth required for maintenance may
limit the bandwidth savings of aggregation.

Structure-free
approaches.

Due to the maintenance overhead of hierarchy-based solutions, other pro-
posals use more decentralized approaches for information dissemination. A
common approach is to use relevance criteria to decide whether to dissemi-
nate information in a certain region or not. A common criterion for relevance
decision is the distance between target vehicles and the area that the dissemi-
nated information is about [173]. Cuckov and Song [49] propose a structureless
information dissemination scheme. It works in three phases: observation, one-
hop dissemination, and aggregate dissemination. Local views of vehicles are
disseminated in a fixed region using geocast. At points where new information
is available to be added, information is aggregated. With increasing distance
to the event location, the information resolution is reduced. Similarly, Dietzel
et al. [3] employ relevance criteria, similar to those proposed by Eichler et al.
[62], during message dissemination. The idea is that all vehicles keep a local
world model with all known information, and a set of weighing functions is in-
troduced to prioritize the contained information. Criteria used are distance to
the event, timeliness of information, and others. Whenever information is to
be disseminated, only the subset of the world model with the highest weights
is selected.

Dissemination based
likelihood.

But even in such a relevance-based scheme, bandwidth is potentially wasted
to communicate information of low utility. For instance, it is arguable whether
information about regions of free-flowing traffic needs to be disseminated at
all or whether it is enough to disseminate information about abnormal traffic
situations, such as traffic jams. Chen [46] proposes a dissemination scheme
where only vehicles with abnormal information communicate, and other vehi-
cles remain silent. For dissemination, epidemic routing is used [239]. Of course
abnormality-based schemes have an inherent drawback: a vehicle which does
not receive information on a specific region cannot know whether the situation
is normal, or whether communication has not (yet) succeeded. Shafiee and Le-
ung [157] also propose an anomaly-based protocol, which only disseminates
speed information when it deviates by more than a pre-defined threshold from
“normal” speeds, which are pre-configured per road.

Carry-and-forward
approaches.

The approaches discussed so far mostly address the issue of how to select
the most suitable information for dissemination in order to provide the most
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useful information to receiving vehicles. An orthogonal problem during data
dissemination is how to maximize the chance that aggregatable information is
received in the same time period. Reception in the same time period helps to
aggregate information, because items received in the past may be garbage col-
lected if no aggregatable information is received in time. Most schemes employ
periodic beaconing using fixed beacon intervals for dissemination, which may
not be optimal for the above reasons. In contrast, Catch-Up [176, 177] proposes
to adaptively change the forwarding delay according to the current context. The
idea is that vehicles wait before forwarding information in order to aggregate
it with redundant or similar information about the same events. Data aggrega-
tion is based on fixed size road segments. Because of the introduction of a delay,
Catch-up is not suitable for delay-sensitive applications.

In summary, many proposals address specific issues of aggregation in isola-
tion. While no single protocol exists that addresses all requirements discussed
in Section 3.4, there are certain building blocks that solve specific problems.
For instance, FM sketches are a viable tool for duplicate-free fusion. Likewise,
relevance-based dissemination allows spreading information to interested ve-
hicles, fuzzy logic allows for intuitive representation of aggregation decision
rules, and so forth. To gain a better understanding of these building blocks, we
will now take a step back and analyze aggregation on an abstract level.

3.6 generic model

Overview of our
models.

Existing aggregation mechanisms use mechanism-specific representations of
aggregates and use custom data fusion and dissemination approaches. How-
ever, in order to be able to design suitable security mechanisms, we need to un-
derstand the underlying components and identify commonalities. Therefore,
we propose a generic model, which fosters a better understanding of how ag-
gregation mechanisms work internally. First, we introduce atomic observations
and aggregates as information items that contain statements about parts of the
road network. An architecture that captures the abstract algorithms contained
in all aggregation mechanisms, as well as a representation for the information
flow through the ad hoc network complement our generic model.

3.6.1 Location and Time

Almost all information in VANETs is associated with time (i. e., when the infor-
mation was observed) and location (i. e., where it was observed); both need to
be represented in aggregation schemes.

The representation of time is either a timestamp or an interval, the latter
indicating that information was gathered during a period of time.

definition 2 For our model, we define timestamps as T ∈ R, represented
as seconds. Time periods are represented as an interval defined by two times-
tamps T := [s, e] where s, e ∈ R and s ≤ e.
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Representation
approaches for

locations.

For location, we can distinguish two different representation approaches: a
3-dimensional Euclidian space and a graph-based representation. The former
simply represents location as a 2- or 3-dimensional GPS coordinate and is ag-
nostic of the road network. In case information was gathered in a larger region,
the agnostic approach represents the region as a rectangle or cube. The latter
uses a graph representation of the road network to indicate location. Individual
points can be represented as an edge of the graph (i. e., a road segment) plus a
relative point indicating the position on that edge. Regions can be represented
as intervals on an edge, a list of intervals on several edges, or simply by the edge
ID if the region coincides with a whole road.

Specifically, we define locations as follows.

definition 3 A location L := (e, a) is specified using its road ID and a
position a ∈ R relative to the beginning of the road.

In case locations represent regions, we represent them as follows.

definition 4 A region is defined as

L := (e, [a, b]), (3.1)

where [a, b] is an interval on road e.

For instance, an aggregate informing about a 5 km stretch of road on high-
way A7, beginning at road kilometer 200 would be represented as

L := {(A7, [200, 205])}. (3.2)

3.6.2 Information Items

In in-network aggregation mechanisms, statements are made about locations
or regions, which are associated with timestamps or time periods. We call the
more general form aggregates, denominating statements about regions collected
in time periods. Statements about locations at a timestamp will be called atomic
observations and are a special case of aggregates.

Structure of
aggregates.

definition 5 An aggregate is a tuple that contains information about a spe-
cific region at a specific time period. More specifically,

A := (L, T ,
︸ ︷︷ ︸

(1)

v,
︸ ︷︷ ︸

(2)

q1, . . . , qn
︸ ︷︷ ︸

(3)

) ∈ A, (3.3)

whereA is the set of all possible aggregates.
We distinguish three types of information in the tuple.

1. L and T are the locator of the aggregate. They identify a region and a
time period, respectively.



3.6 generic model 37

2. v is the primary value of the aggregate. It conveys values of in-vehicle
sensors or observations provided by vehicles. Examples are speed, tem-
perature, and parking spots. In aggregates, primary values are typically
the result of an aggregation function, for instance, average speed or tem-
perature, or sum of parking spots.

3. q1, . . . , qn are the auxiliary values of the aggregate. Such values are used
by many aggregation schemes to denote the certainty or quality of infor-
mation after it has been aggregated. Auxiliary values can either relate the
primary value (e. g., standard deviation of an average), or they relate to
the aggregate as a whole (e. g., count of observations summarized in the
aggregate).

Observations are
defined as special
aggregates.

Usually, aggregation schemes use information items from single vehicles to
bootstrap the aggregation process. Such atomic observations can be regarded as
a special form of an aggregate that informs about a single geographic location
and time rather than a location and time interval. For some discussions, it is
useful to distinguish these initial atomic observations from aggregates. There-
fore, we introduce a subsetO ⊂ A.

definition 6 An atomic observation is a tuple that is composed of a vehi-
cle’s local sensor value or other direct information source at one point in time:

o := (L, T, v,11, . . . ,1n) ∈ O ⊂ A, (3.4)

whereO is the set of all possible observations.
Like for aggregates, L and T are a geographical and a temporal locator, re-

spectively. But for observations, they identify a specific location and timestamp
where o was observed. In addition, the observation contains a primary value v,
which represents an exact sensor reading or observed value.

The auxiliary values of observations are trivial, that is, the standard deviation
is 0, count of contained observations is 1, and so forth. Here, these trivial stan-
dard values are indicated as 11, . . . ,1n. In practical applications, the auxiliary
values of atomic observations are often omitted.

Example aggregation
process.

To get a better understanding of aggregates and atomic observations, con-
sider a traffic information system. The system’s purpose is to inform vehicles
about average speed on different parts of the road network. To achieve that,
vehicles broadcast atomic observations with speed reports, which are later ag-
gregated and further disseminated in summarized form. To improve readabil-
ity, we assume that all reports are located on a road identified as “R1” and that
timestamps are given in seconds relative to a fixed starting value. Moreover,
we assume that three distinct vehicles each create an atomic observation and
broadcast it:

o1 = ((R1, 500 m), 10, 50 km/h), (3.5)
o2 = ((R1, 510 m), 20, 52 km/h), (3.6)
o3 = ((R1, 510 m), 30, 60 km/h), (3.7)
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For o1, L = (R1, 500 m), T = 10 s, and v = 50 km/h. Here, v represents
the vehicle’s velocity. As stated above, we omit the auxiliary values for atomic
observations. Suppose now, the traffic information calculates the merged infor-
mation using all three observations. This will result in an aggregate

A = ((R1, [500 m, 510 m]), [10, 30], 54 km/h, 4.32 km/h, 3). (3.8)

After merging, both the location and the time are stated as an interval: L =
(R1, [500 m, 510 m]) and T = [10 s, 30 s]. The velocity is given as the aver-
age of the three atomic observations. Furthermore, two auxiliary values inform
about the aggregate’s quality: q1 ≈ 4.32 km/h is the standard deviation of the
average velocity and q2 = 3 indicates that 3 atomic observations have been
merged to create the aggregate. Note that this specific combination of parame-
ters – intervals, average, standard deviation, and count – is only used for this ex-
ample. While many schemes employ similar mechanisms to aggregate atomic
observations, more complex operations are possible and will be discussed in
Section 3.6.3. Moreover, representing the number of participants as simple in-
teger may lead to biases, as the origin of observations may not be easily deter-
mined during the aggregation process. As an alternative, FM sketches may be
used, as discussed in Section 3.5.2.

Possible extensions. Both atomic observations and aggregates can be extended to contain more
than one value. For instance, consider an application that aggregates both aver-
age velocity and average outside temperature. Since most existing aggregation
schemes focus on one type of value exclusively, we omitted the possibility for
multiple primary values in our definitions.

Further, we need to model the knowledge base of vehicles. Each vehicle has
access to some subset of all observations and aggregates. The subset is com-
posed of the vehicle’s own atomic observations and aggregates, as well as all
atomic observations and aggregates received from other vehicles.

definition 7 The world model of a vehicle is the entirety of all information
available to a vehicle x at time T, represented by a set of aggregates:

W(x, T) := {A1, . . . , An} ⊆ A. (3.9)

The world model can contain several information items with overlapping
geographical and temporal regions. Moreover, items can contain inconsistent
information due to faulty sensors or malicious attacks. Or, inconsistencies can
arise from heterogeneous velocities on different lanes of a highway segment.
The world model is therefore commonly filtered before using it for application
decisions or further dissemination.

3.6.3 Architecture

Common architecture
component

arrangement.

An aggregation protocol is a distributed algorithm, executed on all participat-
ing nodes, to exchange information. Characteristic for aggregation is the modi-
fication of information along the way. Even though many different aggregation
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Figure 3.7: Generic aggregation protocol components Decision, Fusion, and Dissemina-
tion, which interact with the world model, local sensors, and other vehicles.
Arrows represent the predominant flow of information.

schemes have been proposed, we can identify a common set of components that
each scheme is comprised of. Namely, each aggregation scheme needs to decide
whether any number of items are “similar enough” to be aggregated. Then, a fu-
sion algorithm is necessary, which combines items into a joint new information
item. Finally, information needs to be disseminated to other vehicles. Those re-
ceiving vehicles perform the same steps. Thereby, multi-hop dissemination of
aggregates is achieved. In addition, a world model data structure is needed that
manages all information available to a vehicle and provides efficient querying
and updating mechanisms.

Existing schemes use different arrangements of these components. Figure 3.7
shows the most common architecture of aggregation mechanisms [e. g. 45, 51,
3, 126]. New information, either observations or aggregates, is forwarded to the
decision component and compared with already known information. The de-
cision component decides whether the items can be aggregated and, if so, for-
wards them to the fusion component. If not, they are directly added to the world
model. The goal is to make sure that only items that are “similar enough” by a
suitable metric are fused and other items are kept separately in order to preserve
data quality. The fusion component then performs the actual aggregation and
adds the result to the world model. Finally, the dissemination component se-
lects a subset of the world model for further dissemination, creates messages,
and disseminates them to other vehicles.

Alternative
component
arrangements.

Note that in this arrangement, new information is immediately aggregated
before it is added to the world model. Because many fusion methods impose
some quality loss, some authors [e. g., 113] argue that all new information should
be added to the world model first. Then, the dissemination component triggers
the decision and fusion process. No matter which variant is chosen, the set
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of required components remains the same. We will now discuss the required
functionality for each component.

Decision component

The decision component compares a number of information items (denoted
2A, the power set of all aggregates) and groups similar items for aggregation:

Decision : (2A,C) −→ {yes, no}. (3.10)

Besides the actual information items, the decision function is possibly influ-
enced by context C, such as the current time, location, and driving direction of
the own vehicle. Common decision criteria are geographical relation of infor-
mation items and similarity of contained values, such as speed [e. g., 51, 3, 60].
Moreover, the decision needs to take into account temporal correlation, as well
as movement direction to address the dynamic nature of VANETs. A simple
decision method is to group all items from a particular road segment [169, 170].
More elaborate decision mechanisms reduce information granularity gradually

Fuzzy rules are an
example for complex
decision techniques.

with increasing distance between the deciding vehicle and the information re-
gion. Also, more complex rule sets can be used, e. g., fuzzy-logic-based decision
rules [3].

Fusion component

The fusion component performs the actual merging of information items once
they have been grouped by the decision function:

Fusion : 2A −→ A (3.11)

Fusion can be a lossless or a lossy process. An example for lossless fusion is
the simple concatenation of values or a difference encoding [e. g. 83]. Most ex-
isting schemes use lossy fusion in order to save more bandwidth. Several fusion
functions can be used for different values contained in an information item. For
instance, geographical coordinates might be fused by calculating their bound-
ing box, that is, the smallest axis-aligned rectangle that contains all given coor-
dinates. Speed values can be fused by calculating their average. Both examples
are lossy in the sense that the original atomic values cannot be reconstructed
given the result of the fusion.

Dissemination component

The decision component selects a possibly modified subset of the world model
for dissemination:

Dissemination : (W ,C) −→ (Aτ1
, . . . , Aτm) ⊂ W . (3.12)

In order to preserve bandwidth, only the most relevant items in the world
model are selected for dissemination instead of disseminating the whole world
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model. Like the decision function, the dissemination selection strategy takes
into account the current context C of the disseminating vehicle [cf. 62]. For in-
stance, geographically closer information can be given preference for dissemi-
nation [3]. Also, information about traffic jams may be prioritized over infor-
mation about free-flowing traffic, information about free parking spots over in-

Relevance-based
decisions are often
used for
dissemination.

formation about occupied parking spots, and so forth. Dissemination is most
often periodic, but additional strategies, like carry-and-forward, are possible
[176, 177].

3.6.4 Information Flow

Together, decision and dissemination shape the way in which information flows
through the network. Understanding the nature of this flow, especially its re-
dundancy, is crucial for understanding how information can be altered by at-
tackers and how information can be protected by security mechanisms. There-
fore, we propose a novel model for information flow, which represents charac-
teristic features of aggregation protocols.

To make the following discussion more readable, we first introduce an oper-
ator symbol to denominate aggregation of two or more aggregates.

definition 8 The aggregation operator (⋊⋉) combines decision and will be
used in infix notation. Intuitively, the aggregation operator states that the deci-
sion component selected two aggregates for merging and the fusion component
has calculated a joint aggregate. More precisely, if

AR = A1 ⋊⋉ . . . ⋊⋉ An (3.13)

then

Decision({A1, . . . , An},C) = yes (3.14)

for some context C and

AR = Fusion({A1, . . . , An}). (3.15)

Aggregation is
context-dependent.

Especially note that “for some context C” implies that the aggregation op-
erator is coupled with a specific point in time at which a specific vehicle has
performed the aggregation. Given another context, another vehicle might have
not performed the aggregation operation on the same items. As an example,
consider two aggregates A1 and A2, which contain velocities v1 = 40 km/h
and v2 = 30 km/h as primary values. A vehicle located close-by may choose
to keep both aggregates separate because of the velocity difference. At the same
time, a vehicle far away may choose to calculate A1 ⋊⋉ A2, because the aggre-
gation mechanism applies coarser decision rules to information based on geo-
graphic distance. Therefore, the aggregation operator is only properly defined
if we use it within a known context.
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Figure 3.8: Phases in aggregation lifecycle.

Moreover, we use Ai ∈ P⋊⋉(AR) to denote that Ai is one of the information
items which have been aggregated in AR, that is,

Ai ∈ P⋊⋉(AR)⇔
∃A1, . . . , Ai−1, Ai+1, . . . , An :

A1 ⋊⋉ . . . ⋊⋉ An = AR.

(3.16)

Used by itself, P⋊⋉(AR) refers to the set of all information items used to cal-
culate the aggregate A, including information items that were part of the hier-
archical aggregation process.

Note that P⋊⋉ is not a preimage function in the mathematical sense, because
many fusion functions remove information in an irrecoverable way. For in-
stance, given a sum of values and the count of values summed, we cannot re-
construct the sequence of individual values. Instead the inverse aggregation
function is used to illustrate information flow in the following examples.

Aggregation operator
example.

To better understand the aggregation operator, consider the following ex-
ample. Assume we have 3 atomic observations from three vehicles, as stated
in Equations (3.5), (3.6), and (3.7). If these o1, o2, and o3 are now aggregated
by a fourth vehicle, which creates A as a result, we can state this as A =
o1 ⋊⋉ o1 ⋊⋉ o2 ⋊⋉ o3. The statement implies that the Decision function in
the fourth vehicle has decided to aggregate the atomic observations and has
applied the Fusion function. We can also say that any other vehicle calculating
A′ = o1 ⋊⋉ o1 ⋊⋉ o2 ⋊⋉ o3 would have led to the same result, i. e., A′ = A.
Also, we can say that o1 ∈ P⋊⋉(A), and so forth. We cannot infer, however,
that whenever we are given o1, o2, and o3 they will be aggregated to A. Given
other contexts, Decision functions could decide to keep them as separate ob-
servations.

Aggregation Lifecycle

In aggregation protocols, information is disseminated within the network. Be-
cause information is modified and summarized as it is forwarded, it is less triv-
ial than in other dissemination protocols, such as geocast, to identify informa-
tion items as they progress through the network. Therefore, we instead identify
a certain real world phenomenon, which is the subject of the disseminated in-
formation. And we discuss the lifecycle of all information items used in the
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collaborative detection of the phenomenon. We use a traffic jam as an exam-
ple, but similar lifecycles can be identified for other phenomena, such as free
parking spots or weather. A traffic jam can be described by an aggregate

A = ((e, [a, b]), [s, e], 0 km/h, c) (3.17)

where e is the road ID, [a, b] and [s, e] are the traffic jam’s location and time, and
c the number of vehicles in the traffic jam. The aggregation lifecycle consists of
4 phases, as shown in Figure 3.8.

bo otstrapping First, individual vehicles broadcast their atomic observa-
tions oi to direct neighbors. As vehicles receive more and more atomic ob-
servations from their neighbors and generate observations using their lo-
cal sensors, they start aggregating them (A1). Because A1 is again broad-
casted, the vehicles become aware that all neighboring vehicles are part
of the same traffic jam, but the complete extent is still not known.
Depending on the implementation of the Dissemination function, the
bootstrapping process can either be disorganized – as shown in Figure 3.8
– or organized. In the former case, all vehicles start aggregating as soon
as they receive more than one atomic observation; in the latter case, all
vehicles broadcast their atomic observations, but only specific vehicles
perform the aggregation.

aggregation Vehicles farther away receive A1, combine it with atomic ob-
servations in their vicinity, and calculate A2 and subsequently A3, which
contain information about a larger part of the traffic jam. As the pro-
cess continues, at some point the aggregate will become stable (A4). In
this context, “stable” means that A4 represents the whole traffic jam and
adding more atomic observations would add negligible additional infor-
mation.

forwarding Once aggregates are stable, they are disseminated further to
potentially interested vehicles. Depending on the implementation of the
Decision function, the aggregate is either disseminated in all directions
to make the vehicles within the traffic jam aware of its extent, or the aggre-
gate is only forwarded upstream to inform approaching vehicles. During
the forwarding phase, aggregates are not modified anymore.

further aggregation As the aggregate is forwarded further, the con-
text of receiving vehicles changes. At some point, to save bandwidth,
Decision functions may perform coarser aggregation. Hence, A4 is fused
with a close by traffic jam, represented by A5, which was forwarded sep-
arately at first.

Inter-relation of
lifecycle phases.

Because aggregation is a highly dynamic process, all 4 phases can overlap.
In particular, each vehicle will periodically generate new atomic observations
with newer timestamps, which may re-initiate the aggregation process for a new
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Figure 3.9: Example information flow graph with main dissemination direction high-
lighted.

time interval. While an aggregate about the traffic jam representing the time
interval [s, e] is already in the forwarding phase, an aggregate representing the
same traffic jam but during [s, e+ k] can still be in the aggregation phase. More-
over, aggregates can switch back and forth between the forwarding and further
aggregation phases. Therefore, many aggregation schemes do not make explicit
distinctions between the different phases. Instead, aggregates enter each phase
implicitly. For instance, the Decision function can be implemented such that
aggregates are simply not fused with local atomic observations if their primary
values are too different or auxiliary values, such as standard deviations, become
too large. Still, making phases explicit can help to assure data integrity, as will
be discussed in Chapter 4 and used in a specific mechanism in Chapter 8.

Aggregation Operations and Information Flow

As indicated in Figure 3.8, the information flow of all information items used for
creating an aggregate A can be regarded as a graph. We now formally introduce
this graph and explain how its properties relate to characteristics of aggregation
protocols. Given an aggregate A, an observer that overheard all communication
in the network can recreate A’s creation process using the set P⋊⋉(A). Regular
vehicles participating in the aggregation cannot typically reproduce the process,
because they only have partial knowledge of information items, and the Fusion
function typically cannot be inverted.

definition 9 The information flow leading to an aggregate A is a directed
multi-graph IA = (V ,F , ω) where

− V is the set of all vehicles;

− F = {{(vi, vj) : vi, vj ∈ V}} is the multiset of directed edges repre-
senting messages that are transferred from vi to vj; andWe use {{·}} as

notation to
distinguish multisets

from regular sets.
− ω : F −→ P⋊⋉(A) is a function that annotates edges with transmitted

information items.

Example aggregation
information flow.

For example, assume we have a network consisting of 4 vehicles v1, . . . , v4

where v1, v2 are in mutual communication range, as are v2, v3 and v3, v4, as
shown in Figure 3.9. All vehicles broadcast an atomic observation oi to all direct
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Figure 3.10: Possible information flow subgraphs.

communication neighbors. Moreover, v2 broadcasts o1 ⋊⋉ o2 and v3 broadcasts
o1 ⋊⋉ o2 ⋊⋉ o3. Finally, v4 internally adds its own observation o4, resulting in

A = o1 ⋊⋉ o2 ⋊⋉ o3 ⋊⋉ o4. (3.18)

Adding parenthesis to make the aggregation process more explicit, we have

A = ((o1 ⋊⋉ o2) ⋊⋉ o3) ⋊⋉ o4. (3.19)

In general, we can identify distinctive patterns, which characterize aggrega-
tion operations within the information flow graph. Figure 3.10 shows these pat-
terns. We can use these aggregation operations to further better understand the
graph representation and to deduct rules for the annotation function ω.

creation represents that a new atomic observation is created by vehicle v
and communicated to other vehicles (see Figure 3.10a). The observation
o is created by v if, and only if, there is an outgoing edge in F that ω

maps to o, but there is no incoming edge from another vehicle with such
a mapping.

forwarding means that a vehicle received an information item A and for-
wards it unmodified (see Figure 3.10b). That is, the Decision function has
decided to keep the received A separate from other information items,
yet the Dissemination function has deemed A important enough to be
disseminated further. In the information flow graph, forwarding is char-
acterized by an incoming edge in F for which a mapping to A exists in
ω, as well as an outgoing edge with the same mapping.

discarding happens when a vehicle’s Dissemination function does not fur-
ther disseminate information items, because they are irrelevant to neigh-
boring vehicles according to the current context (see Figure 3.10d). The
information flow graph represents discarding by an incoming edge inF
for which a mapping to A exists in ω, but no such mapping exists for an
outgoing edge.
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(a) Tree-based aggregation (b) Dynamic, structure-less aggregation

Figure 3.11: Different aggregation flow graph structures.

fusion is the key differentiating feature of a specific aggregation protocol’s
information flow graph (see Figure 3.10c). Here, a vehicle v takes several
information items, which may be received from other nodes or observed
by v itself, and applies the aggregation operator, i. e., performs Fusion af-
ter a positive Decision. In the graph, fusion is represented by 2 or more
incoming edges, mapped by ω to A1, . . . , An, for which a single outgo-
ing edge exists that maps to A1 ⋊⋉ . . . ⋊⋉ An.

More complex information flows can be built by combining the above basic
operations. We propose to use the graph to derive properties of aggregation
mechanisms. For example, an aggregation mechanism that uses no hierarchi-
cal aggregation will result in information flow graphs where the length of the
longest edge path is 1. Likewise, a graph with cycles points to an aggregation
mechanism that suffers from duplicates biasing the aggregation result.

Using information
flow to understand

redundancy.

Most importantly, however, the information flow helps to understand the
dynamic and redundant nature of aggregation [10, 11]. In a network where node
positions are stable, such as WSNs, the information flow can be organized as a
tree: nodes can be grouped into clusters according to their geographic position
and aggregate information within their groups. Then group leaders forward the
results to more central nodes, and so forth. Eventually, the overall aggregation
result is calculated at the top of the tree, as shown in Figure 3.11a.

In VANETs, however, positions are not stable. As shown in Figure 3.11b, many
schemes discussed in Section 3.5 disseminate information in a way that makes
the information flow emerge organically rather than structured. Because infor-
mation is often transmitted periodically and to cope with possible collisions
during transmission, the information flow will contain redundant information.
The amount of redundancy in the information flow is an important metric, be-
cause, on the one hand, redundancy wastes bandwidth due to duplicate trans-
mission of information, but on the other hand, redundancy helps to cope with
transmission failures and false information due to attackers. Implications of
the information flow on data consistency checks will be further discussed in
Section 4.6 and Chapter 10.

Summary

In-network aggregation is a highly dynamic process, and many different pro-
posals have been made to approach it. Still, all protocols work on similar infor-
mation items, which we can represent in a generic way. Moreover, aggregation
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protocols can be decomposed into their main components Decision, Fusion,
and Dissemination. Identifying these components helps to better understand
the focus and shortcomings of existing protocols. Extending the vehicle-centric
architecture view to a view on the whole network, we can identify phases in the
aggregation lifecycle and further break them down to specific operations and
information flow properties, which further help to analyze requirement fulfill-
ment, and which are the basis for some security mechanisms.

3.7 representative aggregation proto cols

Based on our discussion of related work and the generic models we identify
two representative approaches to implement aggregation protocols: fixed struc-
tures, such as fixed road segments, and dynamic aggregation with flexible seg-
mentation. While no single protocol is currently being standardized, many pro-
tocols fall in either of those categories. Therefore, we will introduce a represen-
tative protocol for both categories in the following. We explain both schemes’
data structures using an exemplary single road, but both schemes can be ex-
tended to apply to multiple roads by adding road ids to their aggregate and
atomic observation representations. The representative schemes will be con-
sistently used from here on to exemplify and evaluate protocols and security
approaches.

fixed segments The fixed segments protocol, hereafter called FIX, is rep-
resentative for all mechanisms that mainly use location as the Decision

criterion for combining information. In the simplest case [e. g., 169, 170],
segmentation is defined by wireless range.
The benefits of FIX are easy implementation and a straight-forward com-
munication pattern. Moreover, aggregated views for small segments con-
verge quickly, which can be beneficial for security mechanisms. On the
downside, the bandwidth saved by FIX is a constant factor of the total
bandwidth, which is commonly-agreed to not scale well [152].

dynamic aggregation The dynamic aggregation protocol, which we will
call DYN, represents dynamic, structureless aggregation protocols. Here,
the aggregation Decision is influenced by a number of factors, including
similarity of primary values and maxima for auxiliary values, and is op-
timized to maintain data utility while preserving as much bandwidth as
possible.
Due to DYN’s completely dynamic nature, the communication pattern
and information flow are less intuitive. Continuously evolving aggregates
make the design of security mechanisms a challenge. However, the band-
width savings are typically larger than those of FIX, because information
is hierarchically aggregated.

In the following, we describe FIX and DYN in more detail.
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Figure 3.12: Overview of FIX. Each vehicle broadcasts the exact speed to direct neigh-
bors; average speeds per segment are disseminated further.

3.7.1 Fixed Segments (FIX)

The fixed segments scheme – FIX– is based on SOTIS [169, 170] by Wischhof et
al. The core idea is to impose a fixed segmentation on the road network, which
correlates with the wireless communication range, and to only disseminate in-
formation with segment granularity in larger areas. Each segment is uniquely
identified by a segment ID together with a road ID; both of which are assumed
to be globally known. Figure 3.12 shows how FIX works. In their 1-hop neigh-
borhood, vehicles send periodic beacons containing their current position p
relative to the road’s origin, road ID r, a timestamp t, and the current velocity
v; the observation tuple is

o := ((p, t), v). (3.20)

Receiving vehicles calculate the average velocity v of all speed reports of one
road segment s to decide on a road segment’s traffic status; the aggregate tuple
is

A := ((s, t), v). (3.21)

All such aggregates are again disseminated periodically. In contrast to indi-
vidual vehicles’ data, aggregates are disseminated over multiple hops. To save
storage space, receiving vehicles only keep the newest summary report per road
segment, assuming that this is the most accurate one. In our implementation
of FIX, the main aggregation scheme components are implemented as follows:

decision Atomic observations are selected for aggregation if and only if their
geographic identifier is in the same road segment, as indicated by the
GetSegment function (see Algorithm 1). Aggregates are selected for fur-
ther aggregation if and only if their geographic region (i. e., road seg-
ment) is the same. A mix of proper aggregates and atomic observations is
not selected for fusion, because new atomic observations will be merged
to a new aggregate rather than updating existing aggregates.
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Algorithm 1: FIX:Decision(A1, . . . , An,C)
inpu t: A set of aggregates {A1, . . . , An} ⊂ A and the current context C.
result: yes or no, indicating whether the set of aggregates is selected for fusion.

if GetSegment(A1) = . . . = GetSegment(An) then
if A1, . . . , An ∈ O ∨ A1, . . . , An ∈ A \O then

return yes
else

return no
end

else
return no

end

Algorithm 2: FIX:Fusion(A1, . . . , An)
inpu t: A set of aggregates {A1, . . . , An} ⊂ A.
result: An aggregate A that represents the merged data of all aggregates.

if A1, . . . , An ∈ O then
A← ((GetSegment(p1), GetCurrentTime()), 1

n ∑
n
i=1 vi)

else
A← Aarg maxi(ti)

end

return A

fusion Atomic observations are merged by creating a new aggregate for a
road segment (see Algorithm 2). The function GetSegment is used to
determine the fixed segment ID corresponding to a given position. The
time stamp is set to the current time. All atomic speed values are aver-
aged. Aggregates are not merged further; given two aggregates, the fusion
function will drop the older aggregate.

dissemination Atomic observations are disseminated only if they were cre-
ated by local sensors; the GetSegment and GetCurrentTime func-
tions represent the extraction of sensor values from the current context
C (see Algorithm 3). In addition, a fixed number of aggregates (deter-
mined by a threshold Threshold(C)) that represent surrounding road
segments are disseminated.

As discussed in Section 3.5, fixed segments have been superseded by more
flexible, hierarchical decision and fusion mechanisms. Still, FIX serves as an
intuitive-to-understand aggregation mechanism, a baseline for other mecha-
nisms, and it is used as underlying aggregation protocol by some security mech-
anisms due to its predictability.
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Algorithm 3: FIX:Dissemination(W ,C)
inpu t: The world modelW and the current context C.
result: A world model subset Aτ1 , . . . , Aτn .

X ← ((GetLocation(C), GetRoad(C)), GetTime(C), GetVelocity(C))
foreach A ∈ W d o

if |GetSegment(A)− GetSegment(C)| < Threshold(C)/2 then
X ← X ∪ A

end
end
return X

3.7.2 Flexible Aggregation (DYN)

The flexible scheme – DYN – is based on a fuzzy-logic aggregation scheme that
we present in [3, 12]. InDYN, aggregation decisions are based on a number of fac-
tors selected to optimize data utility. The main decision factors are geographic
closeness of information items (independent of road segments), velocity differ-
ence, and acceptable standard deviation. Once two aggregates are selected for
fusion, their combined location and time intervals, as well as the average ve-
locity, corresponding standard deviation, and number of participants are cal-
culated. Dissemination happens periodically, and is implemented by selecting
the most relevant aggregates based on the current context for further dissemi-
nation.

Atomic observations are represented by a position p ∈ R
+, timestamp t ∈

Z, and velocity v ∈ R
+ as follows:

o := ((p, t), v). (3.22)

Aggregates use location ([a, b]) and time ([s, e]) intervals as locator, their
contained average velocity is indicated by v, and they use the velocity standard
deviation (ς) and number of summarized observations c as auxiliary values:

A := (([a, b], [s, e]), v, ς, c). (3.23)

Using fuzzy logic
rules for aggregation

decisions.

The key difference to the FIX scheme is the use of a fuzzy logic rule sys-
tem [242] for aggregation decisions, whereas FIX bases aggregation decisions
purely on the location of reports. We will briefly introduce the fuzzy logic func-
tionality before we outline the decision, fusion, and dissemination components.
In earlier work [3], we provide a more detailed discussion of fuzzy logic appli-
cation to aggregation mechanisms. The main reason for choosing fuzzy rules
was that a number of factors should influence aggregation decisions and their
interrelations can be complex. For instance, two information items should not
be merged if their velocity is too different, yet two items with the same veloc-
ity should only be aggregated if their location is close and they both originate
from the same time period. While it is feasible to express these interrelations
in words, their exact algorithmic representation, including numeric metrics for
“too different” or “close” can be difficult.
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Membership 

degree

Value

1

0

SMALL MEDIUM LARGE

Membership function

Input: 20

Figure 3.13: Example fuzzy logic variable location difference with membership functions
SMALL, MEDIUM, and HIGH. An example input of 20 maps to two mem-
bership functions, SMALL and MEDIUM, with different membership de-
grees.

The main benefit of fuzzy logic rules is that they separate the semantic de-
scription of decision rules from their numeric implementation. First, we iden-
tify all factors that influence the aggregation decision, such as velocity differ-
ence, location difference, and time difference. All such factors can be repre-
sented as a numeric value. For use in a fuzzy rule system, these inputs are repre-
sented by linguistic variables, as shown in Figure 3.13. Each linguistic variable
is characterized by a set of membership functions, which map to adjectives.
As shown in the figure, an input value can map to several fuzzy membership
functions at the same time but with possibly different percentages. Once input
values are fuzzified, that is, they are mapped to linguistic variables, their in-
terrelation can be expressed by fuzzy logic rules, which are if-then-statements.
Consider the following example rule:

if velo cit y_diff is small and lo cation_diff is small
then decision is yes

In this example, velo cit y_diff, lo cation_diff, and decision are
linguistic variables and small and yes are membership functions. Unlike the
other variables, decision is an output variable, which is only assigned values
as a result of fuzzy rule evaluation. As shown in the example rule, logic oper-
ators, such as “and,” can be used in fuzzy rules, which are an extension of the
boolean operators that take percentages as input. For instance, the fuzzy “and”
of two operands a, b ∈ [0, 1] can be defined as min(a, b). As a result of the The minimum

interpretation is the
most common; other
interpretations
include the
multiplication of a
and b’s percentages
(i. e., a · b) [242].

rule evaluation, decision is assigned a fuzzy value based on the values of the
membership functions used in the condition, as shown in Figure 3.14. Once all
fuzzy rules are evaluated, the output variable decision is defuzzified by eval-
uating which of its membership variable is assigned the highest membership
percentage.

In the rule system itself, the numeric complexity of the input values’ inter-
relations is hidden. However, the system still needs to be configured with a
proper mapping between crisp input values and corresponding membership
functions. For the DYN scheme, we assume a fixed mapping to be configured at
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VELOCITY_DIFF LOCATION_DIFF DECISION

SMALL SMALL YES NO

v1 v2

AND

Figure 3.14: Fuzzy rule evaluation example. Two inputs v1 and v2 are mapped to two
linguistic variables. The AND operator takes the minimum of both assign-
ments and maps it to an area within the DECISION variable’s YES member-
ship function.

Algorithm 4: DYN:Decision(A1, . . . , An,C)
inpu t: A set of aggregates {A1, . . . , An} ⊂ A and the current context C.
result: yes or no, indicating whether the set of aggregates is selected for fusion.

location_diff← Fuzzify(IntervalDistance([a1, b1], [a2, b2])) time_diff←
Fuzzify(IntervalDistance([s1, e1], [s2, e2])) velocity_diff← Fuzzify(|v1 − v2|)
if location_diff is small AND time_diff is small AND velocity_diff is small then

decision← yes
else

decision← no
end
return Defuzzify(decision)

design time. However, the system could be improved with fuzzy rule learning
systems, which optimize mapping between input values and membership func-
tions at runtime. Employing fuzzy rules as described above, DYN’s Decision, as
well as the other components, are implemented as follows.

decision Information items are selected for aggregation if they satisfy a num-
ber of data utility criteria (see Algorithm 4). The underlying idea is to
base the aggregation decision on flexible similarity rules, as explained
above. For DYN, we assume a single fuzzy logic rule that still captures the
idea of creating dynamic road segmentation.

fusion Information items are merged by creating a new summary record that
encompasses the location and time of all input items (see Algorithm 5).
In addition, the new average velocity, standard deviation, and participant
count are calculated.

dissemination Periodically, a fixed amount of information items is dissem-
inated, which are selected using a relevance function (see Algorithm 6).
Relevance is determined by an average of the items’ distance to the cur-
rent vehicle, the time difference, and the average velocity. The idea of the
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Algorithm 5: DYN:Fusion(A1, . . . , An)
inpu t: A set of aggregates {A1, . . . , An} ⊂ A.
result: An aggregate A that represents the merged data of all aggregates.

A← (([mini ai, maxi bi], [mini si, maxi ei]), µ(v1, . . . , vn), ς(v1, . . . , vn), c1 +
· · ·+ cn)

return A

Algorithm 6: DYN:Dissemination(W ,C)
inpu t: The world modelW and the current context C.
result: A world model subset Aτ1 , . . . , Aτn .

W ′ ← sort Ai according to decreasing relevance using C.
X ← ∅

foreach Ai ∈ W ′ d o
if |X| < MaxAggregates() then

X ← X ∪ Ai

end
end
return X

velocity is that information about traffic jams has a higher relevance than
information about free-flowing traffic.

The dynamic scheme captures important characteristics of most recent pro-
posals for aggregation schemes [2]. Namely, the (maximum) extent of aggre-
gates cannot be pre-determined. Moreover, there is no defined endpoint of the
aggregation process, after which aggregates are declared stable and not modi-
fied further. While these properties are beneficial – and partly necessary – for
aggregation efficiency, they make it more difficult to devise efficient security
mechanisms, as we will discuss in Chapters 7 to 10.

3.8 summary

In-network aggregation in VANETs is one of the most challenging information ETSI included a note
about possible “event
correlation” in its
technical specification
for DENMs [200,
Annex C.3] but later
removed it when
DENMs became a
European norm [201].

dissemination patterns in an already challenging network setting. The main
use cases are large-scale applications that can tolerate approximate information,
traffic information systems being a prime example. Unlike other dissemination
patterns, such as single-hop link-layer broadcast and geocast, no single aggre-
gation mechanism has been picked up by standardization so far. Yet, the need
for aggregation has been acknowledged in the literature [152] and standardiza-
tion bodies [200, Annex C.3] alike. While more aggregation mechanisms exist
for WSNs and aggregation is commonly used in databases, these mechanisms
cannot be applied to VANETs without modification; some mechanisms cannot
be transferred at all due to the different network setting.
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In this chapter, we analyzed use cases and requirements for aggregation. Af-
ter presenting seminal work on VANET aggregation, we derived a generic model
that dissects aggregation into its fundamental components Decision, Fusion,
and Dissemination and provides insight into the information flow. Two repre-
sentative protocols – FIX and DYN –, which are derived from the related work
and our generic model, serve to exemplify common approaches and to compare
different approaches to securing aggregation in the remainder of this thesis.
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4
4.1 overview

In in-network aggregation, information is altered and merged during forward-
ing. Further, every node can possibly be the proponent for information about
large regions of the road network. Both properties have implications for secu-
rity aspects of aggregation mechanisms. Intuitively, security protection – and
especially integrity protection – is made more difficult by the algorithms’ col-
laborative nature. On the other hand, non-invertible aggregation is beneficial
for privacy, because detailed information about single nodes stays in their local
vicinity and is not communicated further.

To extend the analysis of security implications beyond these intuitive no-
tions, we will first review current standardization activities regarding baseline
security mechanisms. As part of cooperative intelligent transportation systems
(cITS) standardization, ETSI published a vulnerability analysis of basic mes-
sage dissemination patterns [194]. In their report, however, ETSI focuses on
CAM and DENM messages. Here, we rather focus on goals and threats specific
to aggregation. We describe security and privacy objectives and goals and de-
velop a formal understanding of securing in-network aggregation mechanisms.
The abstract definition is then mapped to a specific attacker model and respec-
tive threats and vulnerabilities of aggregation mechanism components.

Based on the security analysis we provide a categorization and initial discus-
sion of different approaches to achieve integrity in in-network aggregation. We
conclude our security analysis by summarizing a number of challenges for se-
curity that are specific to in-network aggregation. We will present and evaluate
specific security mechanisms that address these challenges in Chapters 7 to 10.

4.2 baseline securit y assumptions

Public key
infrastructure is a
requirement for
protecting VANET
communication.

Basic protection mechanisms for VANET communication have been the focus
of a number of research projects (cf. [98, 132]) and are currently being standard-
ized in the US [89] and Europe [192, 193]. In addition, the Car-2-Car Communi-
cation Consortium (C2C CC) – an industry-driven organization dedicated to
foster wide-spread deployment of cITS in Europe – describes a possible public
key infrastructure (PKI) architecture for use in vehicular networks [227]. While
these standards are insufficient to protect in-network aggregation, they provide
the basic primitives that serve as basis for more complex security mechanisms.
In the following, we will give a brief overview of security assumptions as they
are mandated in Europe’s ETSI standards.

Essentially, the goal of ETSI’s security architecture is to provide integrity
protection against outsider attackers. To this extent, each vehicle receives cryp-
tographic key pairs that allow to distinguish between vehicles and other non-

57
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Figure 4.1: Overview of ETSI’s security architecture.

authorized entities. Key pairs can be used to sign outgoing messages, providing
a basic integrity protection. Once a vehicle signed a message, other entities can-
not alter message content without invalidating the signature. Besides excluding
outsiders without access to key material, signing all messages provides the foun-
dation for many more complex security approaches. For instance, a number of
signed messages about the same event can be used to differentiate the senders
of the information item. If information is received from a number of different
senders, majority votes can be used to detect attackers. We will discuss more
examples and provide a categorization of security approaches in Section 4.6.

Figure 4.1 shows an overview of ETSI’s proposed security architecture. When
a vehicle is newly registered, it first generates a long-term key, which is an el-
liptic curve DSA (ECDSA) [93] 256 bit key pair (skL, pkL). The vehicle then
interacts with the enrollment authority to obtain a certificate

certL = (A, σskEA
(pkL, A)) (4.1)

on its long-term key. As part of the enrollment process, the enrollment author-We use σskX
(m) to

denote a
cryptographic

signature created by
entity X on message

m.

ity checks the vehicle holder’s identity and other attributes (A) of the vehicle,
such as its type, manufacturer, size, and so forth. These attributes, as well as the
holder’s identity, become part of the certificate.

For privacy reasons, vehicles do not use their long term key during com-
munication with other vehicles [139]. Instead, the vehicle generates a number
of short term keys (ski, pki) and uses its long-term key to obtain a number
of short-term certificates (certi = (A′, σskAA

(pki, A′))) from the authoriza-
tion authority. During this authorization process, the authorization authorityOutside ETSI

standardization, the
authorization
authority is

commonly referred to
as pseudonym

provider.

checks whether the vehicle is eligible using the provided long-term key. The
created short-term certificates contain similar attributes as the long-term cer-
tificate, but they do not allow receiving vehicles to link the pseudonym to a long
term identity.

Vehicles then use the obtained pseudonyms to sign all generated messages.
Due to the ad hoc nature of VANETs, vehicles also attach the pseudonym’s pub-
lic key and certificate to each message. It is considered infeasible that vehicles
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acquire the necessary public keys and certificates for checking received mes-
sages from a centralized authority. The basic format for a message signed with
pseudonym i is:

(
m, σski

(m), pki, certi =
(

A′, σskAA
(pki, A′)

))
. (4.2)

Note that the certificate is commonly defined to include the public key pk. We
choose to write pk and cert separately, because certain omission and compres-
sion techniques treat both values differently. Of course, the certificate is bound
to a specific pk due to the contained signature.

Receiving vehicles first check the validity of certi using pkAA, which is stored
in each vehicle. If the certificate is valid, the signature σski

(m) can be checked
using the attached pki. In certain intervals, vehicles change their pseudonym
to prevent other vehicles from tracking their movement (cf. [56]). To be able to
do so, vehicles pre-load a number of pseudonyms. To prevent Sybil attacks [57],
pseudonyms are equipped with a validity period. To increase driver privacy,
however, validity periods typically overlap. Hence, vehicles can use few (e. g.,
3) pseudonyms at the same time, but not all pseudonyms they pre-loaded. In
the remainder of this thesis we assume that a pseudonym scheme may be used,
but that it offers protection against Sybil attacks in the manner described above,
except noted otherwise. Consequently, we will use the term “a vehicle signs a
message” to mean “a vehicle uses one of its pseudonyms to sign a message.”

Overhead due to
signatures.

Note that attaching a signature, public key, and certificate to each message
incurs a significant overhead. According to an ETSI report [193], the size of
a signed header for a periodic cooperative awareness message (CAM) is 221
bytes, excluding the actual message payload. To reduce overhead, the stan-
dard proposes to attach the full sender certificate and public key only once per
second and replace it with an 8 bytes digest of the certificate in the remain-
ing messages, reducing the message size to 96 bytes. More aggressive omission
techniques have been proposed, as well [41, 65, 154]. Their basic assumption is
that vehicle neighborhood remains fairly stable during short time periods, so
certificates can be omitted unless sudden changes are sensed. However, such
optimizations only work for single-hop messages such as CAMs. Multi-hop
messages, the predominant dissemination form for aggregation, reach vehicles
further away. Hence, it is unlikely that sender certificates have been cached.
Consequently, ETSI does not foresee certificate omission for DENMs, which
are also disseminated over multiple hops.

Insider and outsider
attackers.

The baseline security assumptions establish a security perimeter that allows
to distinguish between insider attackers and outsider attackers, for which we use
the definitions in RFC 4949 [232]:

− “An inside attack is one that is initiated by an entity inside the security
perimeter (an insider), i. e., an entity that is authorized to access system
resources but uses them in a way not approved by the party that granted
the authorization.” [232] In particular, a VANET insider attacker pos-
sesses at least one certified key pair, which he can use to create and send
messages.
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− “An outside attack is initiated from outside the security perimeter, by an
unauthorized or illegitimate user of the system (an outsider).” [232] In
VANETs, outsider attackers are entities that use arbitrary hardware to
initiate attacks; in particular, they do not possess a certified key pair is-
sued by the PKI.

The discussed PKI and signatures offer protection against outsider attackers.
Protection against insider attackers using plausibility checks is considered in
the respective ETSI standard [192], but no specific mechanisms are proposed. In
particular, no integrity protection mechanisms suitable for aggregation mech-
anisms have been proposed in current standardization efforts. Proposals from
researchers exist and will be discussed in detail in Chapter 5.

4.3 risk management

4.3.1 Discussion of security objectives

Aggregation schemes support applications that disseminate up-to-date, but not
real time, data in larger areas. Thus, attacks will usually affect traffic efficiency
rather than human lives. Nevertheless, reduced traffic efficiency can have a sig-
nificant economic impact. It is therefore important to ensure that an aggrega-
tion scheme provides accurate information both under normal conditions and
under attack. That is, the scheme should be resilient against attacks. In addition,
the common security goals availability, integrity, and confidentiality need to be
taken into account in addition to privacy requirements.

Resilience as main
security goal.

Resilience means that an aggregation scheme should provide an acceptable
level of service in the presence of faults, such as faulty sensors, as well as under
malicious attacks. Countermeasures should be adaptive to the severity of an
attack. The system should dynamically react to attacks of different severity in
a way that gracefully degrades performance while maintaining normal system
operation as much as possible. After attacks, the system should be able to fully
recover. Resilience is the overarching goal of secure aggregation schemes.

This definition of resilience includes availability, the requirement that the
system’s service should be available at all times. An attacker should not be able
to disrupt the aggregation scheme by disrupting the communication channel,
dropping packets, or introducing false information into the system. Note that
availability is a fundamental problem of the underlying wireless communica-
tion channel, and numerous effective attacks on availability of 802.11 wireless
networks have been demonstrated [e. g., 16]. In the following sections, we will
restrict ourselves to discuss only those attacks on availability that are specific
to aggregation schemes.

Protecting
information integrity.

It is necessary that an aggregation scheme provides accurate data to all par-
ticipants and that modified data can be detected. Therefore, data integrity needs
to be guaranteed. The central challenge for integrity protection in aggregation
schemes is that data is not transferred through the network without being al-
tered. Nodes constantly add own observations to aggregates they receive or



4.3 risk management 61

combine multiple aggregates and further disseminate the result. However, all
allowed data modifications are clearly constrained by the aggregation scheme.
Integrity protection in this context means that nodes should only be able to in-
troduce information into the network that either stems from own sensor obser-
vations or is the result of applying the correct aggregation scheme operations
to remote observations and aggregates. Any alterations to received data that
do not conform to the protocol should be detected. Likewise, aggregates which
claim to provide information but are maliciously crafted instead of being based
on allowed calculations should be detected.

Information provided by an aggregation scheme is available to all nodes and
does not need to be restricted to a certain subset. Therefore, confidentiality is
not a goal of secure aggregation schemes. While privacy is a concern, most
aggregation protocols intrinsically help to protect privacy of users [188]. Be-
cause aggregation protocols typically apply lossy fusion functions, vehicles typ-
ically do not disseminate exact observations in larger areas. As aggregation is a
completely distributed process, no centralized entity collects all atomic observa-
tions, and consequently, no central entity can derive exact movement patterns
for single vehicles. Tracking on a local scope is possible in the direct vicinity
of vehicles where atomic observations are available. But it can be argued that
such local tracking is a generic problem of VANET applications, because many
applications rely on local dissemination of exact information.

We therefore argue that resilience, which is achieved by data integrity protec-
tion and graceful degradation of information quality in face of larger and larger
numbers of insider attackers is the main security goal we pursue in protecting
in-network aggregation mechanisms.

4.3.2 A definition for resilience

Having identified resilience as the main security goal for aggregation, we will
now develop a formal definition for resilience of aggregated information. As ba-
sis, we start with a review of message integrity in an outsider attacker scenario,
extend it for insider attackers, and then extend it for in-network aggregation
as defined in Chapter 3. While the resilience definitions for outsider attackers
and insider attackers in a non-aggregation setting are not directly applicable to
in-network aggregation, they serve to reiterate important differences, as well
as to make the main definition easier to understand due to its incremental con-
struction. Integrity protection

against outsider
attackers.

First, we assume a setting where two parties, a source (S) and a destination
(D), communicate. The source S has a key pair (skS, pkS), and D knows pkS. S
generates a message m and, using its secret key skS, generates a signature σ(m)
and sends (m, σ(m)) to D. An example for this setting is the dissemination of
an emergency break warning message. An attacker that controls the commu-
nication channel [55] between S and D cannot modify m without invalidating
σ. Hence, the message’s integrity is protected. The semantic notion of integrity
here is that D already knows S and accepts whatever S writes as correct. So D



62 securit y analysis

is not concerned about the possibility that S could put wrong content in m but
rather about the possibility that unknown entities could modify the message
during the communication process.

definition 10 We say the integrity of m is protected against outsider at-
tackers if for any attacker A that modifies m, the signature σ becomes invalid.

Insider attackers.
Next, we analyze integrity in a setting with multiple sources for an event but

without aggregation. Assume that D wants to acquire knowledge about some
real-world phenomenon that D cannot witness or sense on its own. For exam-
ple, D wants to know whether there is a traffic jam down the road. For the
moment, we assume that a traffic jam is just an event that either occurs or not
and not a complex object that is described by the actual velocities within the
traffic jam. Furthermore, we assume a number of sources S = {S1, . . . , Sn}
that can directly observe the event. Some subset C ⊂ S of the sources can be
compromised by an attacker A, and the attacker can create signatures for all
skSi

where Si ∈ C. All sources sign a message mi ∈ {0, 1} which indicates
whether the event is observed to be present or not. Let m ∈ {0, 1} represent
the actual presence of the event in real world. All honest sources Si ∈ S \ C
report the correct value mi = m, but the attacker-controlled sources Sj ∈ C
report an attacker-chosen value. Here, the semantic notion of integrity is differ-
ent. The original anchor of confidence is the actual situation in the real world,
which can be observed but not altered. But all sources that are controlled by
the attacker can lie about their observation. Therefore, their signatures do not
immediately make D confident that the signed message content is correct. But
the attacker can create at most |C| signatures, because he cannot compromise
the key material of honest vehicles. Therefore, signatures protect integrity in
the sense that the attacker’s influence is bound by the number of signatures he
can create using different secret keys. When combined with a majority voting
scheme, the attacker can be detected as long as the majority of sources is honest.
For instance, let

m :=

{

1 ∑
n
i=1 mi > n/2,

0 otherwise.
(4.3)

Then m will likely reflect the correct real world state if the majority of sources
are honest. By introducing a majority vote, the integrity is not protected purely
by cryptography but instead by a combination of cryptography and a model
about the real world. Here, the model is simple; it assumes that an event in the
real world can be sensed by a number of sources. For the model to work, the
event needs to remain unchanged for a certain amount of time so that enough
honest sources can observe the event and send a report about it to the des-
tination. In practice, models can be more complex. The consequence for the
definition of integrity is that integrity is not absolute anymore. The attacker
can always alter the messages of his controlled sources. Moreover, the correct
reconstruction of m might fail if the majority of sources is honest, but their ob-
servation is faulty. Therefore, we use resilience rather than integrity to reflect
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Figure 4.2: Possible points of attack in an in-network aggregation scheme.

that the mechanism cannot protect all messages against modification, but at
least offers a good approximation of the real state given an honest majority.

definition 11 An information m, which is the state of an event in the real
world, is resilient against insider attackers if there is a scheme that calculates an
estimate m′ using a number of sources S1, . . . , Sn and their messages m1, . . . , mn

such that the probability that m′ = m is high if the majority of sources is hon-
est.

Resilience of
in-network
aggregation.

The scenario when using in-network aggregation is similar to the insider at-
tacker scenario with two additions. First, in-network aggregation as we defined
it in Chapter 3 aims to summarize arbitrary values instead of yes/no events. That
is, the real world situation could be the average speed on several road segments
instead of just the presence of a traffic jam. Second, information is modified by
aggregation decisions and fusion on the way from the source to the destination.

Figure 4.2 shows the scenario for in-network aggregation. A destination D
wants to acquire knowledge about a state in the real world, such as the traffic
situation on a stretch of road. Further, D cannot observe the stretch of road
itself. Instead, a number of sources S = {S1, . . . , Sn} observe the real world
state. In addition, a number of forwarding nodes F = {F1, . . . , Fn} forward,
discard, or fuse the sources’ information, as discussed in Section 3.6.4. The at-
tacker controls a subset of both sources and forwarders C ⊂ S ∪F . Instead of
messages, the sources now create observations (cf. Definition 6) about the real
world. Without loss of generality, we assume for the following discussion that
observations have the form

o = (L, v) ∈ O, L ∈ [0, 1], v ∈ R. (4.4)
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That is, a single value is observed and the locator is a normalized one-dimen-
sional geographic location. We omit time in this model by assuming all obser-
vations are made at the same point in time. Using aggregation decision and
fusion, forwarders create an aggregated view using the observations. For in-
stance, F2 in Figure 4.2 creates an aggregate A = s4 ⋊⋉ s5. Observations may
be cryptographically signed. But as soon as the Fusion function is applied, the
original signatures become invalid. The reason is that information fusion cre-
ates a semantic summary of the original observations, which changes their rep-
resentation. Only the aggregate itself can be freshly signed by the forwarder
performing the aggregation. That fresh signature, however, cannot validate the
aggregate’s history. That is, it does not validate the original observations used
during aggregation.

The destination receives a subset of the original observations, as well as a
number of aggregates a1, . . . , am. Let X be the set of all observations and ag-
gregates that D receives. The goal at the destination is to recreate the state of
the real world using information from X. Bhaskar et al. [28] have formalized
insider-secure aggregation for WSNs in a simpler setting where sources only
report one bit and symmetric cryptography is used for integrity protection.See Section 5.2 for a

detailed discussion of
Bhaskar et al.’s work

in the context of
WSNs.

We adapt and extend their definitions for the VANET aggregation scenario ex-
plained above.

Let R : [0, 1] → R be a function that represents the actual situation in
the real world by mapping a location L ∈ [0, 1] to a velocity v ∈ R. The
destination tries to interpolate this function using the received information X.
Let R′X be the function that describes D’s interpretation. Even when all sources
and forwarders are honest, R′X will be an imperfect recreation of R, because of
incomplete or summarized information. We describe the amount of error as
the surface between the two functions:

∆(R, R′X) :=
∫ 1

0
|R′X(l)− R(l)| dl. (4.5)

An insider attacker can basically alter R′X in two ways. He can change ob-
servations of sources under his control, and he can change aggregates of for-
warders under his control.

definition 12 Let Φ(C, R′X) be the function that models the altered situ-
ation created by an attacker that controls a set C of nodes, depending on the
interpretation R′X , which factors in the actual subset of information X received
by the destination.

We use R′X , which we already introduced for Equation (4.5), to represent the
imperfect representation using information gathered from a set of forwarders
X. In addition, the function Φ is influenced by the set of attacker-controlled
vehicles C. All vehicles in C alter observations and aggregates to skew the real
world representation. The more vehicles the attacker controls – i. e., the larger
C, the more Φ(C, R′X) deviates from R′X .
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Given this definition, ∆(R′X , Φ(C, R′X)) quantifies the attacker’s influence
on the real world interpolation. Note that we cannot apply Definition 11 when
attackers control forwarder vehicles, because even an attacker controlling one
forwarder can – given the right position in the network – arbitrarily influence
the destination’s interpolation R′X . For instance, in Figure 4.2, F3 can change
D’s interpolation despite the majority of forwarders and sources being honest.

As discussed in the insider attacker setting without aggregation, we also have
to assume that attackers can alter the observations of sources under attacker
control. But the attacker’s influence using this strategy is limited. The arbitrary
alteration of aggregates, however, should be prevented. Therefore, we say that
the integrity of aggregated information is protected if the attacker’s influence
is not significantly higher than that of an equally powerful attacker that only
changes observations but not aggregates.

definition 13 An in-network aggregation scheme is resilient against insider
attackers if

∆(R′X , Φ(C, R′X)) ≤ max
C′∈S ,|C′ |=|C|

∆(R′X , Φ(C′, R′X)) + ε (4.6)

and

max
C′∈S ,|C′ |=|C|

∆(R′X , Φ(C′, R′X)) ≤ ∆(R, R′X) + δ (4.7)

for small constant ε and δ. Here, C′ represents the maximum impact that an
equally powerful attacker can achieve when compromising observations from
sources only rather than being able to alter aggregates.

In summary, Definition 13 assumes an attacker that controls |C| vehicles.
The two inequalities make statements about the maximum influence that an
attacker may be able to achieve in a resilient protocol. Equation (4.7) charac-
terizes the maximum influence of an attacker that modifies only observations
may have. We take the maximum influence that any attacker with |C| vehicles
chosen from the set of sources may have and argue that it should differ by at
most a small constant value δ from the deviation ∆(R, R′X) that the aggrega-
tion protocol itself introduces. Based on that, Equation (4.6) requires that an
attacker that controls arbitrary vehicles, including forwarders, should at most
be able to have the same influence as an equally powerful (|C′| = |C|) attacker
that only controls sources and not forwarders.

Insider attackers may
always alter
observations.

The definition acknowledges that insider attackers will always be able to al-
ter their own observations and, thereby, make the aggregation result deviate to
a certain extent from the actual situation. However, the deviation by changing
observations only is assumed to be small if honest nodes are in the majority, as
expressed by Equation (4.7). An attacker that may change aggregates, however,
can have a much higher impact and should be the main target for integrity pro-
tection, as expressed by Equation (4.6). Combining both equations, we require
that an insider attacker in a resilient in-network aggregation protocol should
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Figure 4.3: Influence of an attacker on in-network aggregation.

only be able to influence the real world representation ∆(R, R′X) by a small
constant factor ε + δ.

Figure 4.3 shows the differences between the real world situation R, the ag-
gregated interpolation R′X without attackers, as well as the influences of two
attackers that only change observations (Φ(C′, R′X)) or observations and ag-
gregates (Φ(C, R′X)), respectively. We will use this quantification of attacker
influence for evaluating different security mechanisms (see Chapter 6). In the
following, we will map the abstract definition of integrity protection to specific
attacker capabilities and strategies.

4.4 at tacker model

Next we describe the attacker model, which will be used as the underlying
model for reasoning about threats, associated vulnerabilities. and respectively
proposed security mechanisms in the remainder of this thesis. In 2015, no VANET
hardware has been deployed apart from initial field operational trials. More-
over, the types of applications that in-network aggregation is most applicable
to will likely not be part of the initial deployment. Due to the lack of deployed
systems and reports about attacks on such systems, we discuss a wide range of
possible attack vectors in the following.

4.4.1 Capabilities

As discussed in Section 4.3.2, an insider attacker is more threatening to in-net-
work aggregation mechanisms than an outsider attacker. To qualify as insider,
an attacker needs to be able to generate valid signatures on arbitrary messages.
To generate such signatures, attackers have a number of options. Namely, the
attacker can

1. trick the enrollment authority into certifying a generated long-term key;
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2. trick the authorization authority into certifying a number of generated
pseudonyms;

3. extract a valid long-term key from a vehicle;

4. extract a number of valid pseudonyms from a vehicle;

5. manipulate software in the vehicle to alter messages, which are then signed
by the vehicle’s security entity; or

6. manipulate sensors in the vehicle to alter sensor readings, which are then
used to assemble messages and signed by the security entity.

Attack goals 1 and 2 target the security architecture [192], whereas attack
goals 3, 4, 5, and 6 attack parts of the communications architecture [190]. More-
over, attack goals 1 and 2 require the attacker to compromise a centralized pro-
cess, which we assume to be properly protected against such attacks. Likewise,
attack goals 3 and 4 require significant effort, because the key storage part of
the vehicles’ communication architecture is assumed to be protected by a hard-
ware security module (HSM). Messages that need to be signed are handed to
the HSM, which returns a signature on the messages [203]. Key material will
be stored in the HSM’s protected storage and is assumed to be never accessi-
ble from the outside [190]. Therefore, attack goals 3 and 4 can be considered
unlikely, except if lower-price vehicles will be deployed without HSMs for cost
reasons.

However, it is generally assumed [e. g., 190, 132, 141] that only key manage-
ment, storage, and cryptographic operations are covered by the HSM. Protect-
ing the whole network stack and applications using trusted hardware would be
too costly. Therefore, we make the assumption that an attacker is able to manip-
ulate software in a vehicle in a way that allows to generate arbitrary messages
and have them be signed by the vehicle’s security component (attack goal 5).
Likewise, not all vehicles will be equipped with tamper-proof sensors [171], so
attackers could compromise sensor values (option 6). Considering attacks on
in-network aggregation mechanisms, falsifying sensor readings only allows to
generate false atomic observations, but manipulating other software allows an
attacker to generate arbitrary aggregates.

Most likely attack
goals.

Both likely attack goals (5, 6) require physical access to a vehicle. We assume
that attackers cannot use remote protocols to extract key material from vehi-
cles or have arbitrary messages be signed by remote vehicles. As discussed in
Section 4.2, we further assume Sybil attack protection to be in place for the
pseudonym system. Therefore, the attacker is bound by the number of cars he
has complete physical access to times the number of pseudonyms he can use
in parallel. We therefore assume that the majority of vehicles in any given situ-
ation is likely to be honest.
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4.4.2 Attacker goals

The high level goal of attackers is to alter the values disseminated by an aggre-
gation scheme. Value alteration can be arbitrary or targeted. The former means
that an attacker tries to influence values to deviate from the correct view as
much as possible, but does not care in which direction they are influenced. The
aim here is to cause failure of applications based on aggregated information or
at least confusion and lowered acceptance of the users. Targeted attacks aim to
manipulate the communicated information in a specific way that is beneficial
for the attacker or causes harm to other drivers. In the following, we discuss
a list of specific attacker goals for the different use cases we discussed in Sec-
tion 3.3.

Use case traffic situation

− Influence navigation decisions. An attacker tries to introduce a deviation
from the correct speed information for a particular part of the road net-
work to influence routing decisions of other drivers. For instance, the
attacker tries to claim a traffic jam on a road with free flowing traffic to
convince other drivers to take alternate roads. The attacker is then left
with an empty road. Similarly, an attacker can claim free flowing traffic
on a congested road so that drivers stay on the main road despite conges-
tion. The results are lowered trust in the system by other drivers and less
traffic on alternate roads for the attacker.

− Increase danger of accidents. Similar to the previous scenario, an attacker
could claim a congested road stretch ahead of a target vehicle. The goal
in this case is to solicit dangerous driving maneuvers, e. g., erratic break-
ing, due to the nearing (fake) congestion. Note that, while technically
possible, this attack is unlikely. In case of a close traffic jam, other appli-
cations, which are implemented with harder real-time constraints than
aggregation schemes, will warn drivers about the upcoming situation in
the close vicinity.

Use case weather and road conditions

− Alter reported conditions to influence driver behavior. An attacker causing
deviation in reported weather conditions can cause drivers to drive too
fast or too slowly. The former can lead to an increased number of acci-
dents, the latter can lead to less efficient road capacity usage and traffic
jams.

Use case Parking spot availability

− Reserve parking spots for own benefit. The attacker can claim less free park-
ing spots are available in a certain area than there actually are. If success-
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ful, the attacker is the only one that knows the physical location of the
actually free parking spots and can use them.

− Falsify parking spot sums to influence inner city traffic behavior. Attackers
can report increased numbers of free parking spots in one region and
low numbers of free spots in other regions to influence drivers to drive
to the region with the most free parking spots. This can lead to traffic
congestions.

− Falsify availability information of specific parking lots for economic dam-
age. Influencing the availability information of specific areas can lead to
lower usage of the parking spots in question. Consequently, the opera-
tors of these parking spots may loose money in terms of parking fees.

4.4.3 Exemplary attackers

While many different specific attacks on in-network aggregation are conceiv-
able, the basic goal of an attacker can be characterized as aiming to make the
aggregated view of the real world deviate as much as possible from the actual
situation (cf. Section 4.4.2). In all cases, the attacker can be assumed to be an
insider attacker, as argued in Section 4.4.1. We therefore introduce the follow-
ing exemplary attacker profiles, which cover a wide range of specific attacks
and will be used, together with Definition 11, to evaluate existing and proposed
security mechanisms.

− The SENSOR attacker creates false atomic observations, but does not ma-
nipulate the decision or fusion functions. For example, the attacker could
report velocity values of 0 km/h whereas the actual values are much
higher. The attack is relatively easy to implement, because the attacker
can target either the vehicle’s on-board sensors or the software running
in the vehicle, as discussed in Section 4.4.1. Moreover, the SENSOR at-
tacker does not require specific knowledge about the aggregation scheme.
On the other hand, the SENSOR attacker’s influence is likely low even if
an aggregation scheme is not specifically protected against attacks, as ex-
plained in Section 4.3 and formalized in Equation (4.7).

− The FAKE attacker aims to convey a situation that is not existent in the
real world by altering aggregates in addition to observations. For exam-
ple, the attacker could create aggregates about a presumed traffic jam
whereas vehicles are actually moving at higher speeds in the claimed ge-
ographic area. The attack is harder to implement than the SENSOR attack,
but the potential impact is higher, as explained in Section 4.3 and formal-
ized in Equation (4.6).

− The CONCEAL attacker aims to conceal a situation that actually exists in
the real world. For example, the attacker could create aggregates that
claim free-moving traffic in a certain region, whereas there is actually
a traffic jam in said region.
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The FAKE and CONCEAL attackers are very similar at first sight, but we have
choseen them as separate attacker profiles for two reasons. First, some aggrega-
tion schemes we discussed in Section 3.5 distinguish between a “regular” situa-
tion and an “irregular” situation to save dissemination bandwidth. For example,
free-flowing traffic would be considered “regular” and a traffic jam would be
considered “irregular.” Consequently, only “irregular” information is dissem-
inated and the absence of information is interpreted to mean the situation is
“regular.” Such aggregation mechanisms make the FAKE attack easier than the
CONCEAL attacker. In case of the FAKE attacker, benign vehicles would not dis-
seminate any information; the attacker’s false warnings are, therefore, the only
available information to other vehicles. In absence of conflicting information,
benign vehicles would likely believe the attacker’s aggregates. The situation for
the CONCEAL attacker is the opposite: the attacker would need to suppress infor-
mation from almost all benign vehicles to be successful, which might be harder
than disseminating their own information.

Second, even aggregation mechanisms that do not distinguish between “reg-
ular” and “irregular” information often prioritize information about “irregular”
events [e. g., 3]. For instance, information about traffic jams might be forwarded
with higher priority than information about regular traffic. As a result, FAKE is
again easier than CONCEAL, because the fake “irregular” information could be
prioritized.

4.5 threats and vulnerabilities

Attackers can use different techniques to achieve the aforementioned attack
goals. Those techniques can be mapped to the components of the generic ag-
gregation architecture presented in Section 3.6. Note that it is not necessary for
attackers to adhere to or implement the aggregation scheme as presented for
the categorization to work. The essence of the categorization lies in the strate-
gies that are employed to attack the specific components.

4.5.1 Local Observations

Local observations are the source of all information that is disseminated by
an aggregation scheme. Because an attacker possesses one or more valid key
pairs, they can create new observations with arbitrary content. Given an honest
majority, attacks that only focus on false atomic observations do not have a
high impact, because outlier detection strategies can be employed to detect false
local observations [e. g., 138]. However, if values of single observations are not
bound, that is, negative speeds or negative parking spot numbers are allowed
to be reported, unusually high temperatures are allowed, and so forth, even
fake local observations can have a high impact on aggregation results. In that
case, attackers can craft a fake local observation to significantly skew aggregate
content to meet the attacker’s goal. We will elaborate more on this threat in
Section 4.5.3.
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4.5.2 Decision Component

An attack targeting the decision component means that an attacker selects a set
of valid aggregates or observations that is beneficial for the attacker goal and
combines them to a new aggregate. The fusion functions are applied correctly
in this case. Only the aggregation decision is manipulated. Suppose an attacker
wants to fake free flowing traffic on a stretch of congested road. A possible strat-
egy is to aggregate observations from the surrounding stretches of free-flowing
traffic, claiming that the whole region between these observations is also free-
flowing traffic. Similarly, weather reports or parking spot information can be
combined.

Attacker success
depends on
information types.

Note that the success of this attack depends on the type of information that
is aggregated. We need to distinguish two possible types: (1) information repre-
sents binary events, and information dissemination is only triggered if an event
occurs; (2) information is real-valued and represents the state of the real world;
events are only interpreted by the receivers of information. An example for (1)
is the dissemination of binary information about traffic jams. If only aggregated
traffic jams are communicated, an attacker cannot hide a possible traffic jam,
because no information is available from areas where no traffic jam is present.
However, an attacker can craft longer traffic jams by combining nearby aggre-
gates of two disjoint traffic jam situations. An example for (2) is the dissem-
ination of average speed information. Here, values can be influenced in both
directions, because reports about both free flowing traffic, as well as traffic jams,
are available.

In both cases, no information contained in the existing valid observations
needs to be manipulated for the attack. Only the decision that the values are
combined is changed. Such attacks are easily detectable in simple schemes based
on fixed-size segments. However, if the decision whether to combine two ag-
gregates depends on multiple context factors, it can be difficult for receiving
nodes to detect the wrongfully combined aggregates.

4.5.3 Fusion Component

An attack on the fusion component means that the way in which information is
combined is manipulated. That is, either a calculation error is introduced to the
actual fusion function, or the result is replaced by a fixed value. For example, an
attacker can use a set of aggregates about a certain area as input and aggregate
them further, but replace the contained values by a different situation.

A variant of this attack stems from an attacker being able to introduce own
valid observations into the network. This can be exploited in the following way.
The output of many fusion functions can be arbitrarily modified by a single
input value if the input values are not bounded. For example, the average of
a range of values v1, . . . , vn can be manipulated to be a by choosing a single
additional input value as a · (n + 1)− v1 − · · · − vn. Similarly, the minimum
and maximum can be influenced to be arbitrarily small and large, respectively.
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In this case, neither the decision nor the fusion components are manipulated.
An attacker is simply exploiting that it can contribute valid own contributions.

4.5.4 World Model

Attacking the world model means that an attacker produces arbitrary aggre-
gates and adds them to the local world model for further dissemination. This
represents forging information without taking into consideration any existing
aggregates or observations that might support the attacker view. Although this
seems to be a simplistic attack at first sight, it can be successful against an oth-
erwise unsecured aggregation scheme. The enabling factor here is the lossy ag-
gregation. For the receiver of aggregates, it is unclear what the history of said
information is beyond the direct neighbor node. Thus, an attacker can claim to
possess arbitrary values from arbitrary regions of the network.

4.5.5 Dissemination

Vulnerabilities of the dissemination component characterize all forms of packet
dropping attacks. A null dissemination function means that an attacker does
not forward information at all, for instance, to disrupt the service of the sys-
tem. Likewise, an attacker can disseminate only those aggregates further that
support their goal. While not as severe as wrong information, the absence of
up to date correct information can still lead to wrong application choices. This
is especially true due to the temporal nature of the disseminated information.

Suppose for instance a wet stretch of road is just freezing over, and an at-
tacker wants to hide the dangerous road conditions. Nodes that passed the
stretch while it was still wet but comparatively safe will have disseminated said
information. Because it is beneficial for the goal of hiding the black ice, the at-
tacker forwarded the aggregates. But as soon as other nodes collect information
about the newly frozen road, the attacker filters them out and still disseminates
the older information about the wet road. In lack of fresher information, at-
tacked nodes will continue to assume the upcoming road is just wet, and they
will not be aware of the black ice until a threshold for the maximum age of
relevant information is reached.

4.6 securit y approaches

During the previous sections of this chapter, we have already introduced intu-
itive notions of different security approaches. For instance, in Section 4.3.2, we
have discussed semantics of cryptographic signatures and their possible combi-
nation with physical models to achieve integrity against insider attackers. These
are just two examples for different approaches to implement secure in-network
aggregation mechanisms. In general, we can distinguish four types of basic ap-
proaches for security, which offer different trade-offs between resilience against
attackers – as discussed in Section 4.3.2 – and requirements for efficient aggre-
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gation outlined in Section 3.4. Usually these approaches are not used in isola-
tion but are combined to create a secure aggregation scheme. In the following,
we will provide an overview of each category, introduce primitives and tools
that are commonly used for achieving security with those approaches, and dis-
cus benefits and drawbacks of each category and tool. Combinations of the ap-
proaches we discuss here are the basis of our security mechanisms we present
in Chapters 7 to 10.

4.6.1 Cryptographic mechanisms

Cryptographic mechanisms use cryptographic measures – typically digital sig-
natures – to protect the integrity of information. The basic idea here is that a
signature conveys a certain confidence of the signature’s creator in the informa-
tion that is signed, as discussed in Section 4.3.2. The signer becomes a “witness”
for the information contained in messages. For atomic observations, this means
that the signer claims to have directly observed the contained information us-
ing local sensors. For aggregates, the connotation of a signature is usually that
the signer claims to have correctly performed aggregation decision and fusion
and only used available information in the world model.

Signatures also identify the signer. For a fixed (short) time period, a signer
can only use a very limited number of signing keys in parallel (see Section 4.2),
therefore the influence is restricted, even if signing keys do not allow to reveal
the signer’s identity and even if key ids change over time. These attributes of
signatures are often used in combination with physical models or redundancy
checks (see Section 4.6.3). For example, a majority voting scheme combines
signatures with a model of the likelihood that an attacker can influence the
majority of voters.

For in-network aggregation, a main drawback of cryptographic signatures is
their required overhead. As discussed in Section 4.2, a single ECDSA 256 bit
signature including public key and certificate is 221 bytes. A naïve approach
that attaches all original witness signatures for an aggregate that covers a large
geographic region would thus require several kilobytes of data. Given a maxi-
mum transmission unit (MTU) of 1500 bytes as specified in IEEE 802.11 [210],
at most 6 signatures could be accommodated without fragmentation, even when
disregarding header fields and other payload. Without the original witness sig-
natures, however, receiving vehicles cannot verify whether the aggregating ve-
hicle adhered to the aggregation protocol.

Gentry and Ramzan [189], as well as others [e. g., 32, 73, 172], coined the term
who signed what to describe the minimum information necessary for verifica-
tion.

For any signature scheme, one must have a description K of who
signed what. […] K has a certain Kolmogorov complexity [102],
which is the minimum number of bits that are needed to convey
the value of K. Therefore, […] the ultimate objective is to find a
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signature scheme that is as close as possible to being “Kolmogorov-
optimal.” [189]

Applied to in-network aggregation, who signed what can be understood as the
proof that a number of vehicles (who) attest to the correctness of – possibly
aggregated – messages (what). The goal is to find the smallest (i. e., Kolmogorov-
optimal) representation of this description. The naïve implementation discussed
above requires a description of size K = 221 · n for n witness vehicles. Multi-
signatures, aggregate signatures, and identity-based signatures aim to lower the
size of K using different assumptions about signed messages, signing parties,
and changes in PKI infrastructure. In the following, we will give an overview
of these cryptographic approaches.

Multi-signatures. A multi-signature σM is a combined signature of n signers on the same mes-
sage m [31]. Written multiplicatively,

σM(m) =
n

∏
i=1

σski
(m). (4.8)

Here, all signatures and messages are elements of a Gap Diffie-Hellman (GDH)
group where the decisional Diffie-Hellman problem (DDH) is easy, but the
computational Diffie-Hellman problem (CDH) is hard. Certain elliptic curves
together with bilinear pairings have been shown to give rise to suitable GDH
groups [35].

See, for instance,
Boneh et al. [35] for
an explanation of
GDH, DDH, and

CDH.

The verifier can check the multi-signature given

(m, σM(m), pk1, . . . , pkn, cert1, . . . , certn). (4.9)

The size of σM is considerably smaller than the concatenated size of all origi-
nal signatures. Applied to in-network aggregation, multi-signatures require all
signers to agree on a common message (i. e., aggregate) before initiating the
signing process. This requirement can be problematic in highly mobile scenar-
ios. Vehicles may only be in mutual communication range for a short period of
time, and they may not be able to engage in an agreement protocol. Moreover,
a list of all public keys and certificates is still required for verification; only the
signature size is constant, independent of the number of signers.

Aggregate signatures. An aggregate signature σA is a combined signature of n signers on n mes-
sages m1, . . . , mn [34]. Written multiplicatively,

σA(m) =
n

∏
i=1

σski
(mi). (4.10)

The verifier can check the aggregate-signature given

(m1, . . . , mn, σA(m), pk1, . . . , pkn, cert1, . . . , certn). (4.11)

Again σA’s size is considerably smaller than that of the concatenated original
signatures, but a list of all public keys and certificates is needed for verification.
Moreover, all original messages need to be known. Since fusion functions used
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for aggregation are often not invertible (cf. Section 3.6.3), these original mes-
sages can often not be reconstructed.

Identity-based
signatures and
homomorphic
signatures.

To further optimize size, identity-based signatures [47], which are signature
schemes based on identity-based encryption schemes, have been investigated
[e. g., 14]. These reduce the size of public keys by a constant factor compared to
regular ECDSA signatures but require extra computational power in vehicles.
Moreover, recent research on homomorphic cryptography [53, 207] is promis-
ing for application in in-network aggregation. Essentially, the goal of homo-
morphic signatures is to allow a pre-defined set of operations, such as calculat-
ing sums and averages, on signed data while maintaining a valid signature on
the result of those calculations. While homomorphic signatures have been ap-
plied to other information dissemination protocols (e. g., network coding [40,
91, 178]), their application to practical aggregation schemes is still an open is-
sue. A basic hindering factor is that homomorphic encryption typically allows
each entity that modifies signed information a certain set of operations. To be
applicable to aggregation, the modifying entities would need to be restricted
to the correct use of aggregation decision and fusion functions, but any incor-
rect use should invalidate the (homomorphic) signatures. Such fine-grained re-
strictions are currently not implemented by homomorphic signature schemes.
In addition, most homomorphic signature schemes assume that all original val-
ues are signed by the same party. For instance, Boneh and Freeman [33] present
a homomorphic signature scheme that can derive signed statistical values such
as averages and standard deviation from a signed set of inputs, but each input
value needs to be signed with the same secret key.

Summarizing, cryptographic protection approaches are useful, because they
restrict attacker influence and enable other mechanisms, such as majority vot-
ing schemes and other data consistency mechanisms. However, the use of signa-
tures is costly: their size is inhibitive for sole use to protect in-network aggrega-
tion schemes, even when optimizations such as multi-signatures and identity-
based cryptography are employed.

4.6.2 Interactive mechanisms

Interactive mechanisms are approaches where vehicles engage in an interactive
protocol, involving multiple message exchanges, to evaluate correctness of in-
formation. Two basic forms have been investigated for use in aggregation proto-
cols. We call these approaches agree-then-commit and commit-then-verify. Both
relate to a generic security called aggregate-commit-prove approach originally
proposed by Przydatek et al. [142] for WSNs. See Section 5.2 for a

discussion of
Przydatek et al.’s
work.

The first category, that is, agree-then-commit, is necessary, because many
cryptographic protection primitives, such as the multi-signatures discussed in
Section 4.6.1, require a common agreed-on value before signatures can be gen-
erated. To reach agreement, vehicles first form a temporary stable structure
(e. g., a cluster [4, 145]). Then, vehicles within the structure agree on a common
value and broadcast it to all other vehicles. Finally, vehicles can attach their
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h(h(o1)||h(o2))

Figure 4.4: Schematic of Merkle hash tree calculation for 8 observations o1, . . . , o8. At
each node, a hash of both child nodes’ concatenated hash values is calculated,
as exemplarily shown for o1 and o2’s parent node.

signature to the previously-agreed value to act as witness for the correctly per-
formed aggregation. Often, the created structures correlate to single-hop com-
munication range. Vehicles can then check the agreed aggregate value against
their own sensor readings, employing a form of physical model as additional
security mechanism (cf. Section 4.6.3). Drawbacks of the agree-then-commit ap-
proach are that stable structures might be hard to maintain during the required
message exchange due to vehicle mobility and that the additional consistency
checks require restricting the aggregation area to the single-hop communica-
tion range.

The second category, commit-then-verify, is based on the idea of commit-
ment schemes [74], and has been applied to aggregation by Picconi et al. [141].
A generic commitment protocol for in-network aggregation can be described as
follows. An aggregating vehicle (a) uses observations o1, . . . , on to calculate an
aggregate A = (o1 ⋊⋉ . . . ⋊⋉ on). We assume that the aggregator also possesses
the observation signatures from the original senders: σsk1

(o1), . . . , σskn
(on).

The aggregator creates a commitment on the used observations using a Merkle
tree [225]:

MT(o1, . . . , on) = h(. . . h(h(o1)||h(o2))|| . . . ||h(h(on−1)||h(on)) . . . ).

(4.12)

Here, h is a cryptographic hash function and || denotes concatenation of values.
Figure 4.4 shows a schematic representation of the hash tree calculation. First,
hashes are calculated for all leaf nodes. At each higher level, a hash is calcu-
lated over the concatenated child node hashes. Finally, only a single hash value
is calculated at the root node, which represent a commitment to all leaf values.
The aggregator then sends (A, MT(o1, . . . , on), σa(A, MT(·))) to the neigh-
boring vehicles. To verify whether the aggregator performed the aggregation
correctly, receiving vehicles randomly choose a number k < n of observations
that the aggregator should reveal. The aggregator must then present the k orig-
inal observations, their original signatures, and a number of additional signa-
tures to verify whether the presented values were used in the Merkle tree hash
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MT. Moreover, the verifier can check whether the values in the original obser-
vations are consistent with the aggregated value. The value of k can be adapted
to achieve a trade-off between security and bandwidth overhead.

A problem of the commit-then-verify approach is that the aggregator who
committed to an aggregate may drive out of communication reach directly af-
ter the aggregate was transmitted. In a more complex aggregation setting, the
approach may not work at all, because aggregates are generated gradually and
hierarchically and there is not one specific aggregator that creates the final ag-
gregate from a set of observations.

In summary, interactive security mechanisms can offer a good trade-off be-
tween bandwidth usage and achieved security, and they can enable a number
of data consistency checks, such as comparison with local sensor values after
agreement, when combined with cryptographic security mechanisms. But their
requirement for temporary stable groups of vehicles can be hard to achieve in
highly mobile settings.

4.6.3 Data consistency mechanisms

Data consistency mechanisms compare multiple items of information with each
other or with off-band sources of information to detect or filter outliers. As
evident from previous discussions, cryptographic mechanisms and interactive
mechanisms are usually combined with data consistency mechanisms to add
semantic meaning and interpretation to values. Moreover, data-centric mecha-
nisms are a promising approach for aggregation security, because they often do
not require extra overhead. Besides in-network aggregation, data-consistency
checking has already been successfully applied to beaconing and other message
dissemination mechanisms [e. g., 90, 109, 18]. Simple forms of data plausibility
checking are already foreseen by standardization bodies [192]. For in-network
aggregation, three types of data consistency checks can be applied: alignment
with local sensors, physical models, and data redundancy. All three categories
can be combined with each other for more complex data consistency mecha-
nisms.

Alignment with local
sensors.

The alignment with local sensors approach uses local sensors as a trustworthy
source for verification of received aggregates. For example, if the own velocity
indicates a traffic jam, and the vehicle receives aggregates claiming free-flowing
traffic in its geographic area, the aggregate can be discarded because of the more
trustworthy local sensors. Likewise, Lidar, radar, or other scanners could be
used to match claimed free parking spot indications with local sensor observa-
tions by sensing parking spot occupancy. Alignment with local sensors requires
that the verifying vehicle is itself in the aggregate’s claimed geographic area. It
can be combined with cryptographic approaches to convey the performed ver-
ification to further away vehicles, for instance, using the agree-then-commit
scheme described in Section 4.6.2. Without adding extra cryptography, we can
argue that if the majority of vehicles is honest, and if each vehicle checks ag-
gregates against local sensors if it has corresponding local sensor readings, and
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if each vehicle drops suspicious aggregates, the suspicious aggregates should
never be disseminated to further vehicles. But the success of this approach de-
pends on the attacker’s position in the network and on whether aggregates pass
through vehicles located in the geographic area they have information about
before they reach further vehicles.

Physical models. Physical models are almost always used to give semantic meaning to values
in data consistency mechanisms. Some examples for physical models, ranging
from simple to more complex, are:

1. “a vehicle never drives faster than 300 km/h;”

2. “all vehicles drive on (or very close to) the road network;”

3. “an event that extends along m meters of road is observed by at least
f (m, d) vehicles, where f is a linear function and d the vehicle density
on the road;” and

4. “if v1 and v2 are velocities measured on the same stretch of road then
|v2− v1| can only be large if the positions these velocities were measured
are further apart.”

For traffic information systems, a wide range of physical models have been
developed, which model behavior on a microscopic level [e. g., 128] or macro-
scopic level [e. g., 80, 133]. A basic problem of all physical models is that they
are derived from “regular” behavior. But as long as behavior is “regular,” the in-
formational value of messages reporting this behavior is limited. It is messages
about “irregular” behavior that are potentially most useful. For instance, a ve-
hicle that is not close to the road network (Example 2) or two vehicles close-by
that have very different velocities (Example 4) could indicate an accident that
should be warned about. Still, models can serve as a useful baseline especially
for securing in-network aggregation. Because aggregation mechanisms are not
directly safety-related (cf. Section 2.2), we can assume that other protocols with
corresponding security mechanisms are in place to detect and warn about irreg-
ular behavior. Such safety-focussed integrity protection mechanisms are, how-
ever, outside the scope of this thesis.

Data redundancy. Finally, data redundancy mechanisms assume that reports about large events
will likely be received via multiple dissemination paths. In-network aggregation
protocols often use opportunistic dissemination and disseminate the same in-
formation multiple times, which supports the hypothesis that sufficient redun-
dancy exists. We formalized [10, 11] the impact of redundancy on attacker detec-
tion and analyzed the level of redundancy for different dissemination protocols.
We will discuss results of our redundancy analysis as part of our redundancy-
based security mechanism in Chapter 10.

In summary, data consistency mechanisms are an important building block
to interpret the semantics of information and use those semantics to detect at-
tacks. Purely data-centric mechanisms have the benefit that they use little or no
extra bandwidth. To analyze data consistency of information originating from
further away regions, consistency needs to be combined with cryptographic
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mechanisms so that attackers with certain positions in the information flow
graph cannot wrongly influence aggregation results. Proper combination of
data consistency and cryptography mechanisms will be one of the main con-
tributions in this thesis, which we discuss in Chapters 6 to 11.

4.6.4 Trusted-hardware-based mechanisms

Trusted-hardware-based mechanisms use trusted hardware components to ren-
der attacks on aggregates or observations impossible or at least infeasible. These
trusted components may be used establish a trusted perimeter in the vehicle
where software and sensor values cannot be tampered with. Different protec-
tion levels are conceivable [171]. In the simplest case, only cryptographic keys
can be stored in an HSM. This is the approach currently foreseen by standard-
ization [192, 193]. In addition, vehicle sensors can be tamper-protected or even
the whole software stack running inside the vehicle. We significantly contributed
to a generic trusted-computing-based solution that aims to protect data consis-
tency in cITS by allowing trusted and controlled execution of data processing
components [15, 17]. Here, all custom applications run within a controlled ap-
plication environment [8], which mediates access to sensor values, as well as
network access. Although originally developed for privacy protection, the de-
veloped architecture could be adapted and extended to achieve integrity protec-
tion for in-network aggregation. Given the strict cost requirements for vehicu-
lar development, it is, however, unlikely that the full software stack in vehicles
will run inside a trusted hardware platform. We therefore assume only protec-
tion of key material as discussed in Section 4.4.1 and will focus on cryptography-
based, interactive, and data-consistency-based protection mechanisms in Chap-
ters 7 to 10.

4.7 challenges

During the security analysis of in-network aggregation, we have already iden-
tified a number of challenges for securing aggregation. Section 4.3.2 has dif-
ferentiated resilience for in-network aggregation from other non-aggregating
mechanisms from a security goal perspective. Likewise, numerous examples in
Section 4.6 have shown security challenges that are unique to aggregation. In
the following, we will summarize the main challenges for resilient in-network
aggregation based on the security analysis.

coll aborative participation In an aggregation protocol, each vehi- See also Sections 4.3.2,
4.4, 4.5.1.cle contributes to the goal to estimate the real situation in the surround-

ings of a road network. Not only does each vehicle contribute its own
sensor readings to the overall result, but each vehicle also performs deci-
sion and fusion operations on received values before further dissemina-
tion. Therefore, attackers can modify their own contributions, but they
can also modify or make up aggregated information. A security mecha-
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nism needs to verify both observations and aggregates to be successful
in detecting attackers.

lossy data compression In order to scale to large geographic areas, ag-See also Sections 3.4.3,
3.6.3, 4.6.1. gregation must use the semantics of information for compression. As

a result, the original observations cannot be reconstructed from aggre-
gated values. Such lossy data compression removes the redundancy and
subtle diversity in original observations that could otherwise be used to
detect outliers or other spurious information. Moreover, lossy compres-
sion invalidates cryptographic signatures on the original observations.

lack of central entities In a completely dynamic aggregation scheme,See also Sections 2.3,
2.4. no vehicles perform special roles during aggregation and no RSUs or

backend systems perform designated tasks. In other domains, like WSNs
(cf. [22]), central entities are often assumed to have a higher trust level
and are more protected against attackers. These trusted central entities
can then validate observations, perform aggregation, and disseminate
the result. For this to work, central entities need to be constantly con-
nected to the network. In VANETs, central entities may not always be
available, and secure aggregation mechanisms need to work on a peer-
to-peer basis.

ephemeral node contact Vehicles may meet with high relative speed.See also Sections 2.3,
4.6.2. The sender of a message likely moved out of mutual reception range di-

rectly after disseminating a message. Static groups of vehicles only form
automatically in traffic jam situations. In other situations, clusters of vehi-
cles have to be detected using a designated protocol. Without the possibil-
ity to inquire senders about their aggregation, for instance, using a com-
mitment protocol and probabilistic checks, all information necessary to
validate aggregates needs to be attached directly. Likewise, agreement
protocols suffer from ephemeral contact, because they require multiple
communication interactions to agree on a common view between vehi-
cles.

scal abilit y requirements In order to disseminate information in largeSee also Sections 2.5,
3.4.1. geographic areas, the granularity of its representation must be reduced

quadratically [152]. However, for most cryptography-based approaches,
the amount of security overhead increases linearly in the covered geo-
graphic area. Whenever security overhead is removed, the likelihood of
a successful attack increases.

Together, these challenges make designing security mechanisms for in-net-
work aggregation a uniquely hard problem. Solutions need to be flexible and
offer parameters to find a trade-off between scalability and security require-
ments.
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Table 4.1: Overview of attacker attributes

SENSOR FAKE/CONCEAL

Capabilities Manipulate sensors. Manipulate software or extract
keys.

Goals Influence naviga-
tion decisions.

Influence navigation decisions.

Exploited vulnerabilities
Local observations Create false reports. —
Decision Possibly merge false

reports.
Possibly discard correct aggre-
gates, keep false aggregates.

Fusion Possibly merge false
reports.

—

Dissemination — Disseminate false aggregates.
World model Influence traffic rep-

resentation.
Influence traffic representation.

4.8 summary

In current VANET research, security and privacy considerations have been a
major part of research activities early on. Current standardization foresees pro-
tection mechanisms to safeguard message integrity against outsider attackers
while maintaining a minimum level of driver privacy. Intuitively, in-network
aggregation hinders security while it fosters privacy. The main asset to protect is
information integrity. In-network aggregation collects information about real-
world phenomena, and this merged and abstracted information should repre-
sent the actual situation as closely as possible.

However, insider attackers, which we constitute a conceivable and realistic
scenario, can alter both own observations about the real world and the ag-
gregated view. Especially the latter can negatively influence information cor-
rectness. The former, modification of own observations, exemplified by the
SENSOR attacker, is negligible if attackers only control a fraction of all vehicles.
We therefore focus our security goal, formalized in Definition 11, on preventing
attacks on aggregated values. Two exemplary attackers concretize this goal and
will be used to evaluate our security mechanisms: a FAKE attacker trying to cre-
ate inexistent situations and a CONCEAL attacker aiming to hide actually exist-
ing situations. Table 4.1 shows an overview of all representative attackers and
their main attributes. The challenges in securing in-network aggregation are
due to the algorithms’ highly collaborative, distributed, and decentralized op-
eration in a mobile network with ephemeral node contact and tight scalability
requirements. Next, we discuss a number of existing proposals for in-network
aggregation to identify promising approaches and shortcomings.
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5
5.1 overview

Parts of this chapter
are a revised and
extended version of
our related work
survey’s secure
aggregation
discussion [2, Sec.
IV.D].

A number of research works exist that investigate resilient aggregation in dif-
ferent domains. We will review the most relevant works that present secure
aggregation mechanisms for VANETs, as well as mechanisms from two related
fields.

wireless sensor net works Before the advent of VANETs, WSNs have
been the predominant application area for aggregation mechanisms, as
we mentioned in Section 3.5.1. Many security mechanisms for in-network
aggregation in VANETs were inspired by schemes originally proposed for
WSNs. Because network characteristics in VANETs are largely different,
however, we only briefly review seminal work in WSNs in Section 5.2.

event validation Mechanisms for secure event validation in VANETs do
not perform in-network aggregation in the strict sense of Definition 1.
Here, an event is assumed to be detected by some means and then vali-
dated by signatures from a number of witnesses. Events are binary (e. g.,
“an accident occurred at position x”), and the event description is usually
created once and not altered afterwards.

We review event validation mechanisms in Section 5.3, because some secure
aggregation mechanisms adapt and extend their concepts to apply them to
more complex information. Section 5.4 discusses work on securing in-network
aggregation in VANETs, which is most related to the mechanisms proposed in
this thesis.

5.2 wireless sensor net works

WSNs are ad hoc networks formed by large numbers of small nodes equipped
with sensors, as shown in Figure 5.1. These nodes are often deployed in un-
controlled environments, but the nodes themselves are owned and controlled
by a single entity [20]. Contrary to vehicles, sensor nodes do not move at all
or move only slowly, for instance, if used for wildlife monitoring [162]. More-
over, only few entities – or even just a single entity – collect the sensed values.
With these properties, WSN make it easy to assign designated routing roles to
a selected subset of nodes, introducing a hierarchy. At the lowest level, sen-
sor nodes only collect and forward information. Designated aggregator nodes
perform aggregation and forward the aggregated information further towards
the sink. The stable network structure is especially beneficial for security [150],
because it allows to run interactive agreement protocols amongst nodes. And
stable positions allow to make assumptions about higher trustworthiness of des-
ignated nodes if they are deployed in secured areas that are hard to access for
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Sensor !eld

Gateway

Figure 5.1: Example WSN: a number of wireless sensor nodes establish an ad hoc net-
work and forward information towards a sink. Often, a tree topology is estab-
lished for forwarding, as indicated by the dashed arrows.

attackers. A second distinguishing factor is the optimization of WSNs towards
energy usage. Sensor nodes are typically equipped with small batteries [21, 155,
174], which necessitates the design of energy-preserving protocols. Energy con-
straints also limit the use of cryptography. For instance, many protocols [e. g.,
150] use symmetric cryptography rather than public key cryptography to secure
WSN aggregation. In VANETs, energy is not a major limiting factor, which en-
ables to consider a broader range of cryptographic mechanisms, such as those
discussed in Section 4.6.

Many approaches for secure aggregation in WSNs exist, and we refer to Alzaid
et al. [22] and Sang et al. [150] for a more extensive survey discussion of se-
cure aggregation in WSNs. Due to the different network characteristics of the
WSN domain, we discuss exemplary data-centric and cryptography-based se-
cure aggregation approaches in the following rather than providing an exten-
sive overview. And we use these exemplary protocols to discuss which ideas
may be transferred to VANETs, and which ideas are specific to WSNs.

Przydatek et al. [142] introduce the problem of secure information aggre-
gation in WSNs and present first integrity protection schemes based on sym-
metric cryptography. In their paper, the term stealthy attacks is coined for “at-
tacks, where the attacker’s goal is to make the home server [i. e., the sink] ac-
cept false aggregation results, which are significantly different from the true re-
sults determined by the measured values, while not being detected by the home
server.” They further propose the generic approach aggregate-commit-prove to
achieve data integrity in sensor networks. First, the aggregator collects informa-
tion from sensors and computes the aggregation result. Second, the aggregator
transmits the result to the sink together with a commitment – for instance, us-
ing Merkle trees [225] – on the values used. Finally, the sink engages in an
interactive protocol with the aggregator to reveal a subset of the original values
used in the aggregation.
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Mahimkar and Rappaport [117] propose an extension of Przydatek et al.’s
scheme. Nodes are grouped into clusters of close-by nodes, and cluster heads
perform the actual aggregation. First, the cluster heads collect sensor readings
from each node in their cluster, aggregate them, and disseminate the result. The
cluster member nodes compare the average against their own value, reject it if
the values differ by more than a pre-defined threshold, and finally sign the av-
erage using a share of a threshold signature key [134]. The aggregator then com- Intuitively, a

threshold signature
system distributes key
shares to all
participants. Each
participant can create
a partial signature,
but only the
combination of at
least t shares can
create a valid
complete signature
where t is a fixed
threshold.

putes a complete signature using the received partial signatures and forwards
the result to the sink. An attacker cannot compromise the aggregated result un-
less he controls enough nodes to create a valid complete signature or compro-
mises an aggregator node. The cluster head then sends the aggregation result to
the sink. Moreover, the cluster head commits to the result using a Merkle tree
as in Przydatek et al.’s proposal.

Labraoui et al. [105, 106] presents a monitoring-based approach for secure
aggregation. They assume a network with designated aggregators that act as
cluster heads and aggregate information of surrounding nodes. Moreover, ag-
gregation is initiated by the sink, which sends a query for a required value.
During the query phase, randomly selected nodes are designated as monitor
nodes. Monitor nodes passively overhear the aggregation process. Whenever
an aggregator node tries to influence the aggregation results by disseminating
false aggregates, the monitors will send an alert, and aggregators can be evicted
from the network. The approach is specific to WSNs, because the scheme’s se-
curity partly relies on the centralized sink to select random monitor nodes.
Also, nodes cannot move rapidly, because monitors need to overhear all broad-
cast communication between other nodes and aggregators to detect possible
attacks.

Castelluccia et al. [44] discuss a cryptography-based approach for secure ag-
gregation. In contrast to the previous schemes, the focus is on confidentiality.
The goal is that a passive attacker cannot extract information from the aggre-
gation process. To achieve confidentiality, the authors use homomorphic cryp-
tography [207] to calculate averages and variances of values. The advantage of
homomorphic encryption is that aggregators do not need to decrypt sensor
values. In terms of integrity, it can be argued that aggregators cannot easily in-
fluence the aggregation result if they do not possess the necessary decryption
keys. They can, however, disrupt aggregation by arbitrarily changing encrypted
data.

Rather than introducing a specific secure aggregation scheme, Bhaskar et al.
[28] analyze fundamental trade-offs between achieved security and bandwidth
overhead for a specific case of WSN aggregation. The authors assume a number
of sensor nodes that aggregate information using an arbitrary hierarchy. The fi- Message

authentication codes
are the symmetrical
equivalent of
cryptographic
signatures; they can
be created using a
keyed hash function
[222].

nal aggregation result is forwarded to the sink, here called verifier. Each node
contributes a value within a fixed range [0, R], and aggregation is performed
by summing up values. Each node shares a secret key with the verifier, which is
used to create message authentication codes for each sensor value. The attacker
can compromise a subset u of the sensor nodes, and the attacker’s goal is to



86 rel ated work

influence the aggregation significantly, that is by more than u · R. For this set-
ting, the authors prove that a single-round aggregation protocol needs to have
a bandwidth overhead in the order of Ω(n) where n is the number of nodes,Here Ω(·) denotes

the Big Omega
notation, which states
a lower bound on the

required overhead
[101].

or it will not detect the attack. Intuitively, this minimum bandwidth overhead
is as least as high as that of a similar information collection protocol that uses
no aggregation at all. Even though the paper is limited to a very specific setting
of aggregation, it provides the first formal impossibility result for truly resilient
aggregation in a domain related to VANETs. Applied to the resilience definition
we introduced in Section 4.3.2, the result would mean that resilience as stated
in Definition 13 can only be achieved with security overhead that is linear in
the number of contributors to an aggregate. While we cannot directly apply
Bhaskar et al.’s result to VANETs due to the different aggregation setting, the re-
sult still suggests that secure in-network aggregation mechanisms for VANETs
may need to make trade-offs between security and bandwidth overhead.

5.3 event validation

Petit et al. [137] present an event validation mechanism for VANET safety mes-
sages, which they later extend to support dynamic thresholds [138] and provide
an overhead evaluation [140]. To validate event reports, vehicles collect signed
warnings about the same event from different vehicles. A warning for the driver
is created only if the number of warnings received passes a threshold. Rather
than choosing a static threshold, the authors propose to use a dynamic thresh-
old. The dynamic threshold calculation factors in driver reacting time, breaking
distance required to avoid an accident, current speed of the own vehicle, and
the severeness of events. Thereby, the authors achieve a trade-off between secu-
rity requirements and the time-critical nature of safety warnings.

A voting mechanism to prove emergency events is used by Zhu et al. [182].
Similar to Petit et al.’s work, the authors collect a number of signatures on the
same event before it is considered valid. But in Zhu et al.’s scheme, aggregate
signatures [35] are used. The advantage of aggregate signatures is that they canSee Section 4.6.1 for

an explanation of
aggregate signatures.

be combined into a single signature during dissemination. Disseminating only
a single signature saves bandwidth and enables so-called batch verification [43]
at the receiver: only one (aggregate) signature needs to be verified to ensure
that all vehicles’ signatures that were used to generate the aggregate signature
are correct. Viejo et al. [164] discuss a variation of the scheme, which also uses
aggregate signatures for efficiency.

Garofalakis et al. [72] offer a straightforward security mechanism to event
validation using secured FM sketches. The authors assume binary events thatFM sketches are a

probabilistic counting
structure; for an
introduction see

Section 3.5.

all vehicles can either claim to witness or not. Moreover, it is assumed that an
upper bound for the total number of vehicles in the network is known. For each
bit set to 1 in a sketch, a proof is kept that contains the node ID that set the bit
to 1, the bit position in the sketch, the vehicle’s atomic observation (i. e., sen-
sor values), and the vehicle’s signature on these values. This approach protects
against inflation of the FM sketch value to the extent that an attacker needs to
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Figure 5.2: Structure of a secured z-smallest approximation.

provide a valid signature from different vehicles for each bit set to 1. Deflation
protection is achieved by adding a second FM sketch that counts the comple-
ment value, that is, N − v where N is the expected upper bound of the value
and v is the value to be counted.

Hsiao et al. [82] propose to use z-smallest probabilistic counting instead of
FM sketches to proof the occurrence of events. The idea of z-smallest is that,
given n elements uniformly distributed between 0 and 1, the z-smallest ele-
ment gives an approximation of n by calculating z/c where c is the value of the
z-smallest element, as shown in Figure 5.2. To protect against inflation, each
vehicle signs a hash of its vehicle id, the event type, location segment, and time.
Only the z-smallest signatures are kept with the aggregate. The idea is that an at-
tacker cannot produce enough signatures on hashes that fall into the z-smallest
values. Therefore, an attacker cannot artificially increase the result. There is no
deflation protection in this scheme, because the authors argue that an attacker
will only try to produce fake events, such as a fake accident, and not try to hide
events.

Using cryptographic security in a different way, Palomar et al. [131] propose
to use proof-of-work mechanisms [58] to hinder false event dissemination. The
mechanism relies on RSUs to periodically send so-called puzzles to vehicles
driving by. Vehicles store the received puzzles and solve them whenever they
want to disseminate an event warning. Then, the warning including the solved
puzzle and a signature on both are disseminated. Solving the puzzles requires
a moderate amount of computational power to keep attackers from flooding
the network with lots of spurious warning messages. However, the scheme can-
not completely prevent insider attackers from disseminating false messages and
must, therefore, be combined with other mechanisms.

Data-centric event
validity.

Rather than relying on cryptography, Kim et al. [100] present a data-centric
mechanism to judge event validity. A total of five data-centric validity detectors
are presented in the paper: geographic position of the event, alignment with
local sensors, behavior of other vehicles, and validation by RSUs. In addition,
cryptographic signatures are checked to filter outsider attackers. Like Petit et
al. [137], the authors use the remaining distance to the claimed event in their
calculation to amount for the time-criticalness of safety messages. Similar data-
centric approaches for different kinds of safety-related mechanisms have been
proposed by other authors [e. g., 29, 30, 90, 109].
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Many promising schemes exist that use cryptography to achieve resilience
of event detection against insider attackers. But event validation is character-
ized by a major simplification: the actual information element, i. e., the event,
is assumed to be agreed on using a mechanism not covered or protected by
the validation mechanism. For instance, an accident event happens at a certain
spot of the road and can be observed by all surrounding vehicles simultaneously
within a reasonable margin of error. Having agreed on the event, aggregation is
only performed for the actual integrity protection. For instance, signatures are
collected, sometimes aggregated, and disseminated together with the event.

5.4 resilient aggregation

The schemes discussed in Sections 5.2 and 5.3 either discuss security mecha-
nisms for aggregation protocols in a different network setting or discuss in-
tegrity protection and validation for a much simpler form of aggregation. In the
following, we discuss resilient aggregation mechanisms tailored to VANETs. In
[122] and [23], a subset of the mechanisms discussed here has been surveyed.
We base our discussion on these surveys but provide a broader overview of the
field, as well as more extensive descriptions of the methods used.

Interactive attack
detection.

Picconi et al. [141] proposed one of the first mechanisms to secure aggrega-
tion in VANETs. Their mechanism is based on probabilistic, interactive veri-
fications. Whenever a car receives an aggregated record, it reads the claimed
number of participants n. A random number r ∈ {1, . . . , n} is selected, and
the sender of the aggregate is challenged to provide the r-th atomic observation,
including a signature of the original observer as proof that the aggregation was
performed correctly. Merkle trees [225] could be used to ensure that the sender
does not provide other values with index r′ ̸= r, but the authors do not dis-
cuss this explicitly. Given a correctly signed atomic observation, the receiver
checks whether it is plausible that the atomic observation was used in the ag-
gregate. Typically, this means that the location must be within the aggregate
area, amongst other checks. If an attacker takes into account some atomic ob-
servations but alters others, it is detected with probability f /n where n is the
number of claimed atomic observations in the aggregate and f the number of
fake observations.

To avoid the protocol’s interactivity, the authors propose to use a tamper-
proof device. The tamper-proof device acts as a proxy for the receiver inside the
sender’s car. To send an aggregate, the sending car forwards it to its own tamper-
proof device. The device then performs the random challenge and broadcasts
the results. Even if the software outside the tamper-proof device cannot provide
a response to the challenge, the aggregate is sent as a proof of malicious behav-
ior. It is therefore crucial that an attacker cannot prevent the tamper-proof de-
vice in its own controlled car from sending packets. Otherwise, the malicious
behavior proofs can be kept from being sent. Given the numerous possibilities
of jamming attacks, this guarantee is hard to achieve.
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Ibrahim et al. propose a security mechanism tailored to their CASCADE
protocol (see Section 3.5). Ibrahim and Weigle [84] and Ibrahim et al. [86] as-
sume that trusted computing is employed to tamper-proof the aggregation al-
gorithms, i. e., fusion, decision, and dissemination. Therefore, an attacker can-
not modify information about larger areas. Putting the whole aggregation algo-
rithm inside tamper-proof hardware is a possibility that Picconi et al. discussed
as well. However, they argue that maintaining the whole aggregation logic in-
side tamper-proof devices is too costly.

Assuming the aggregation process to be tamper-proof, Ibrahim et al. only as-
sume the on-board GPS devices to be unprotected. That enables an attacker to
disseminate false location information. To detect these attacks, a combination
of signal strength measurements and additional laser distance measurements is
employed. This is an example for purely plausibility-based attack detection, and
it only works in the vehicle’s local vicinity, which explains why the authors em-
ploy trusted computing to secure dissemination of aggregated reports in wider
areas. To exclude misbehaving vehicles from the network, quarantine messages
are employed. These messages are received by a trusted component in attacker
vehicles which then disables the attacker’s radio devices.

Protecting
fixed-segments
aggregation.

The approaches we discussed so far use interactive detection, plausibility-
based detection, or a combination thereof. However, both approaches rely on
trusted hardware. In contrast, Raya et al. [145] propose a mechanism that em-
ploys cryptographic protection mechanisms without the need for trusted hard-
ware. Their scheme assumes that the underlying aggregation mechanism works
similar to FIX, which we discussed in Section 3.7.1. Having agreed on an av-
erage value per road segment, the goal is to protect that value against further
modification. To achieve this protection, Raya et al. discuss three different sign-
ing mechanisms, which trade off computational overhead and communication
overhead. Fundamentally, the scheme is limited by the requirement of fixed
segments and non-hierarchical aggregation. In all variants of the signatures,
unique identities are required to thwart Sybil attacks, reducing driver privacy.

Molina-Gil et al. [123] enhance one of our schemes [13]. The basic idea is to For a detailed
introduction of [13]
see Chapter 7.

use a number of original atomic observations including signatures, so-called
witnesses, to prove the validity of aggregates. Witnesses should be selected to
be equally distributed within the aggregate’s geographic area. Also, witness in-
formation should be consistent with the aggregated information. For instance,
witness velocity should be similar to the aggregate’s average velocity. Molina-
Gil et al.’s extensions introduce probabilistic verification to cope with the pro-
cessing load due to signature verification. For each message received, only a
random subset of the presented signatures is checked. Further, the authors pro-
pose to adjust the granularity of included atomic observations according to the
type of road. For instance, less observations should be added on highways.

In a follow-up paper [124], Molina-Gil et al. introduce a group creation phase
to their scheme. When a vehicle detects an event, it creates a cluster of vehi-
cles and elects a cluster head. The cluster head then collects information from
its cluster members and disseminates the aggregated result back to the clus-
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ter members. Then, all cluster members check the received aggregate for con-
sistency with their local information and sign it. The cluster head attaches all
signatures as witnesses to the aggregate and further disseminates it. Receiving
vehicles only probabilistically check the received signatures, as in their previous
scheme. Despite the agreement on a common message, the authors do not pro-
pose to use more efficient signature schemes such as multi-signatures [31] or
aggregate signatures [34, 35]. Therefore, their scheme uses significant overhead
to secure aggregated information.

Protection of FM
sketches.

All mechanisms discussed so far can be applied to arbitrary fusion functions.
However, many aggregation mechanisms specifically employ various kinds of
sketches for data fusion [e. g. 114]. These data structures offer desirable prop-
erties, like duplicate insensitivity (cf. Section 3.5). Consequently, several newer
secure aggregation schemes explore the possibilities to secure sketches against
manipulation, continuing a trend we have discussed for event validation in Sec-
tion 5.3.

Han et al. [78] secure aggregation schemes where an average value, e. g., a
speed average, is calculated for fixed road segments. They base their protection
on secure FM sketches. Moreover, the authors assume that vehicles communi-
cate their reports exclusively to roadside units, which forward them to a central-
ized TMC. Thus, the vehicles are only assumed to share a key with the TMC.
Only the TMC – and not vehicles inside the network – can verify the proofs
on the presented aggregates. Using these assumptions, the authors propose to
employ symmetric cryptography, i. e., message authentication codes (MACs),
as signatures. Relying on such centralized infrastructure, however, hinders the
bandwidth saving of in-network aggregation, which benefits especially from
distributed dissemination.

For inflation protection, the same approach as in Garofalakis et al. [72] is
used: whenever a vehicle sets one of the FM sketch bits to 1, it attaches a sig-
nature on the event id, event segment, time, and vehicle ID. However, some of
the signatures are merged to save additional space. Namely, signatures on the
initial uninterrupted sequence of 1 bits in the FM sketch are combined. Only
signatures on 1 bits that are not part of the initial sequence are kept separate,
because the position of these bits cannot be predicted. To achieve deflation pro-
tection, the vehicle that calculates the aggregate initializes a hash chain using
it’s signature on the aggregate segment ID and time. Then, a one way function is
applied i times where i is the length of the initial 1 bit sequence, forming a hash
chain. If the aggregate is merged with other aggregates, and the 1 bit sequence
gets longer, any vehicle can apply the one way function again. However, an at-
tacker cannot invert the one way function to deflate the sketch estimate. The
TMC can recalculate the initial signature on the event and time and verify the
hash chain, because it shares a key with each car. The size of the hash chain is
constant, as opposed to the combined size of all signatures on the complement
FM sketch in Garofalakis et al.’s proposal.

Especially schemes that use FM sketches exhibit a considerable overhead
due to the amount of added signatures. Wang and Tague [165] propose an al-
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Figure 5.3: Basic consistency checking structure in [165].

ternative to cryptographic security. Their approach uses statistical measures
combined with a directed acyclic dissemination graph that includes redundant
dissemination paths. Figure 5.3 shows the verification methodology. An aggre-
gator A sends a value towards a verifier vij via two independent paths. Both
intermediate nodes, pi and pj, merge A’s value with their individual atomic ob-
servation. They then forward the merged value and their own value. vij then re-
constructs A’s original value using the values received. In case pi or pj modified
the value independently, their attack will be detected. To further prevent collu-
sion of pi and pj, the authors use a modified version of Timed Efficient Stream
Loss-tolerant Authentication (TESLA) [136]. TESLA is a time-delayed source
authentication protocol based on symmetric cryptography, which is used here
to authenticate A’s original value. Drawbacks of the scheme are time delays in-
troduced by TESLA, as well as the assumption that aggregation is initiated by
a designated querier vehicle rather than using a push paradigm.

5.5 summary

We have discussed related work from the WSN domain, as well as the VANET
domain, including mechanisms for event validation. Mechanisms from the WSN
domain are not directly applicable to in-network aggregation in VANETs due
to the different network characteristics. The most interesting result in the area
of secure WSN aggregation is the lower bound for single-round insider-secure
aggregation protocols presented by Bhaskar et al. [28]. Their results indicate
that a perfect solution for resilient in-network aggregation cannot exist, and
that trade-offs and adaptive, probabilistic mechanisms are required.

Even though solutions for event validation in VANETs are promising, they
need to be significantly adapted to deal with the collaborative detection of real-
world phenomena used in in-network aggregation. In fact, VANET in-network
aggregation schemes that use cryptographic security mechanisms try to recre-
ate the setting of event validation schemes. A common approach is to divide the
road into fixed segments [e. g., 78, 145], in which an agreement on aggregate val-
ues before signing is assumed. Other mechanisms employ cluster structures to
enable interactive agreement on a common value [e. g., 124]. All these mecha-
nisms restrict the flexibility of aggregation and potentially reduce data quality,
which are two main requirements for in-network aggregation, as discussed in
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Section 3.4. The aim of our work is to lift these restrictions and provide security
mechanisms that are applicable to more flexible aggregation approaches.

Finally, related work shows that more flexibility in the underlying aggre-
gation scheme correlates with higher security overhead [e. g., 123]. Therefore,
some approaches for event validation [e. g., 100] incorporate data-centric ap-
proaches, which do not require extra cryptographic overhead. Some in-network
aggregation mechanisms employ data consistency checks, too [e. g., 123, 124].
But in their case, checks are restricted to comparing witness information to
aggregated values. Therefore, a second aim of our work is to explore more elab-
orate models and approaches for data-consistency checking.
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6
6.1 overview

Based on the analysis of related work, we focus our research on security mech-
anisms that support flexible aggregation schemes, support adaptivity, and use
data-centric mechanisms to avoid cryptographic overhead where possible. In
this chapter, we describe our research methodology, which entails two aspects.
First, Section 6.2 presents a structured research approach that guides our mech-
anism design. We use the promising security approaches identified in Chapter 4
as a basis to ensure that our security mechanisms address a wide range of secu-
rity paradigms. This structured approach is the basis for a detailed evaluation
of all presented security mechanisms regarding their applicability in different
scenarios.

Our evaluation method, which we discuss in Section 6.3, is predominantly
based on network simulations and complemented by a formal overhead anal-
ysis. The goal is to apply our security mechanisms in realistic traffic scenar-
ios to determine whether they can detect the representative attacker types we
identified in Chapter 4. The use of network simulations allows us to use a re-
alistic algorithmic implementation of our mechanisms, which could also be
deployed in real testbed vehicles, and test it with large numbers of vehicles to
assess the mechanisms’ scalability. The evaluation focuses on two aspects: re-
silience against attackers and scalability, which is determined by the mecha-
nisms’ bandwidth overhead. We use our definition for in-network aggregation
resilience from Chapter 4 to quantify the mechanisms’ resilience.

Section 6.4 complements the research approach and evaluation method with
an overview of the specific mechanisms we will present in more detail in the
following chapters.

6.2 research approach

In Section 4.6, we introduced four types of security paradigms:

1. cryptographic mechanisms,

2. interactive mechanisms,

3. data consistency mechanisms, and

4. trusted-hardware-based mechanisms.

As discussed in Section 4.6.4, we argue that mechanisms based on trusted hard-
ware are too costly and unlikely to be supported by upcoming VANET deploy-
ments. Therefore, we do not pursue this category further. The other three cat-
egories, however, each have their individual merits and shortcomings. To ad-
dress a wide range of security requirements and application scenarios, as well

93
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as to explore a number of trade-offs between security and bandwidth over-
head, we therefore propose multiple security mechanisms that leverage these
three basic security paradigms. In particular, we present two mechanisms that
rely primarily on cryptographic protection and complement it with data consis-
tency checks in Chapter 7 and Chapter 8. In Chapter 9, we present a clustering
approach that contains an integrated aggregation protocol and is the basis for
an interactive security mechanism we propose. Finally, we explore a mainly
data-centric approach in Chapter 10.

Mechanism
presentation

structure.

We assess the security properties of each mechanism, and we evaluate its
resilience, information quality conservation, and bandwidth overhead. We ac-
knowledge that no single mechanism presented in this thesis is likely to pro-
vide a complete solution for resilient in-network aggregation in all situations.
Rather, each mechanism is suitable for different situations and provides differ-
ent trade-offs. Based on the separate mechanisms, we show how their combina-
tion and adaptivity in a generic architecture can improve detection results and
provide a comprehensive solution for resilient in-network aggregation in Chap-
ter 11. Before presenting our approaches in more detail in subsequent chapters,
we outline our general methodology for evaluating their effectiveness.

6.3 evaluation method

The major goal of resilient in-network aggregation mechanisms, which is char-
acterized in our central research question (see Section 1.1), is to protect infor-
mation integrity against insider attackers while maintaining the bandwidth sav-
ings introduced by aggregation. Our evaluation approach reflects these goals.
We evaluate our mechanisms’ resilience against attackers and compare it with
the overhead that is required to achieve this resilience.

We choose highways as our main evaluation scenario, which we explain fur-
ther in Section 6.3.1. To implement our evaluation scenarios, we use network
simulations. Our network simulator entails simulation of a realistic road net-
work with vehicle movement, and it simulates a realistic physical layer and
MAC layer for each vehicle. Each vehicle runs a proof of concept implementa-
tion of our mechanisms. The network simulator runs our implementation on
each vehicle and simulates realistic message transmissions using the provided
lower network layers. This implementation enables to study our mechanisms’
behavior in complex application scenarios and with higher numbers of vehi-
cles compared to using real deployments for tests. We discuss our simulation
setting in Section 6.3.2.

To quantify the abstract resilience goal, we use the resilience definition that
we developed in Section 4.3.2. That is, we quantify the extent to which the
attacker-influenced information makes other vehicles’ world models deviate
from the correct situation. The quantitative resilience metric is applied to the
simulation results we collect using the network simulation tool. To quantify
bandwidth overhead, we use a practical estimation of common traffic informa-
tion system application requirements. The bandwidth overhead quantification
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is applied to network simulations, as well. We explain these two main evalu-
ation metrics in Sections 6.3.3 and 6.3.3, respectively. Comparing the mecha-
nisms’ quantitative resilience and overhead allows us to evaluate to what extent
mechanisms are applicable in different scenarios, such as with varying traffic
density or with varying numbers of attackers. Moreover, quantitative metrics al-
low to reason about trade-offs between resilience and bandwidth. For instance,
a mechanism with slightly lower resilience but very little bandwidth overhead
may be favorable for certain applications over more resilient mechanisms with
high bandwidth overhead.

Besides quantifying resilience and bandwidth overhead, we use our evalua-
tion to derive adaptation parameters. Each mechanism we propose offers cer-
tain parameters that lead to higher resilience at the cost of higher bandwidth
overhead. We study the effect of these parameters in our evaluation to facilitate
suitable mechanism combinations and propose adaptation strategies in Chap-
ter 11.

While our evaluation method allows to judge the resilience and effectiveness
of our mechanisms, we acknowledge that it has limitations compared to testbed
deployments. We discuss these limitations in Section 6.3.4.

6.3.1 Evaluation scenarios

We choose highways as main evaluation scenario for our mechanisms for two
reasons. First, we argue that vehicles on a highway can benefit most from an ag-
gregation mechanism that is based predominantly on vehicle-to-vehicle com-
munication. Second, using highways ensures comparability of our results to ex-
isting works on both aggregation mechanisms that focus on scalability rather
than security and resilient aggregation mechanisms.

It is unlikely that highways will ever be fully equipped with supporting in-
frastructure, such as roadside units or full cellular network coverage. Therefore,
highways can benefit most from independent protocols that solely rely on vehi-
cle-to-vehicle communication. Moreover, highways require dissemination of
information within large geographic areas – in the order of dozens of kilome-
ters –, which makes aggregation particularly applicable. In city scenarios, it is
more likely that additional infrastructure will be deployed, which may require
different, hybrid aggregation approaches. At this point in time, it is hard to es-
timate such infrastructure deployments in city scenarios, but it is feasible to
estimate the situation in highway deployments.

These characteristics also reflect in the state of the art of unsecured aggre-
gation protocols, as well as secure aggregation protocols: the majority of exist-
ing works focuses on providing traffic information in highway scenarios [2].
Therefore, using highways for simulation of our protocols enables compara-
bility and allows to use existing insecure aggregation protocols to build our
security mechanisms upon where applicable.

The simulated highway stretches vary in length between 1500 m and 10 000
m, depending on the characteristics of the individual security mechanisms. For
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Table 6.1: Overview of simulation parameters.

Parameter Value

Discreet event simulator JiST
Network simulator SWANS
Path loss Two ray ground
Fading Rayleigh
Transmit power 10.9 dB

Noise model Additive
MAC IEEE 802.11p
Beaconing interval 1000 ms

Vehicle placement Random
Mobility Car-following
Scenario type Highway
Scenario length 1500–10 000 m

Number of vehicles 30–1000

Random seeds 10

instance, we simulate longer stretches of highway for mechanisms that focus
on particular on scalability to large numbers of vehicles. Moreover we simu-
late different traffic situations for each security mechanism. Traffic situations
represent low, medium, and high vehicle density, and they correlate with free-
flowing traffic, slow-moving traffic, and congested traffic, respectively.

Investigating these different traffic situations shows how mechanisms are in-
fluenced by different network characteristics, such as traffic homogeneity, rel-
ative velocity, and number of vehicles within single hop broadcast range. The
simulation results for these scenarios are used to evaluate each mechanism sep-
arately, as well as to derive adaptation and configuration parameters for the
potential combination of several security mechanisms.

6.3.2 Evaluation implementation

Although a number of field operational tests are underway as of 2015, network
simulations are the predominant evaluation tool for VANET research in gen-
eral and VANET security mechanisms in particular [e. g., 99, 230]. Network

Example field tests
are the DRIVE-C2X

project (www.
drive-c2x.eu)
and the Score@F
project (team.

inria.fr/scoref).

simulations allow to evaluate the integration of network protocol behavior with
vehicle mobility at a large scale. Especially for traffic efficiency applications,
large numbers of vehicles are needed to assess the effects of aggregation. More-
over, the security approaches discussed in Section 4.6 typically rely on cooper-
ation of larger groups of cars to detect attacks. Therefore, we choose network
simulations to demonstrate resilience, as well as scalability of our proposed
mechanisms.

To implement our simulation scenarios, we use the JiST/SWANS network
simulator [185]. JiST/SWANS is on of the three most-used network simulation

www.drive-c2x.eu
www.drive-c2x.eu
team.inria.fr/scoref
team.inria.fr/scoref
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tools in the VANET research domain [92], which ensures that our simulation
results are comparable to a large number of existing works.

The JiST/SWANS simulator is comprised of two parts. JiST introduces the
simulation time concept to Java by intercepting method calls using Java’s reflec-
tion API. SWANS models the network communication stack. Table 6.1 summa-
rizes the main simulation parameters. JiST/SWANS’ physical layer implemen-
tation is a re-implementation of the physical layer model in GloMoSim [180],
which is another mobile network simulator. Both path loss and fading models
are provided to determine reception of packets. We use the two-ray ground
radio propagation model [208, Ch. 2] to account for path loss. In addition,
Rayleigh fading [159] is applied to model fading effects. Further, an additive
noise model is used to calculate model packet collisions. Takai et al. [163] dis-
cusses the different implementations of physical layer models in GloMoSim
and other network simulators and their effects on modeling accuracy.

For the MAC layer, we use an implementation of IEEE 802.11p [210]. To sim-
ulate traffic on a highway, our predominant evaluation scenario, we use a self-
developed microscopic car-following model. Initially, each vehicle starts with
a speed that is sampled from a gaussian distribution around a pre-configured
average speed. Each vehicle then aims to reach a target speed that relates to the
highway’s speed limit. Vehicles brake and overtake where necessary to avoid
accidents. Braking and acceleration are guided by maximum values for the ve-
locity difference per time unit.

The simulated physical layer, MAC layer, and vehicle movement are the ba-
sis upon which we build our mechanism implementations. For each security
mechanism that we present in Chapters 7 to 11, we create a complete proof-of-
concept implementation of all relevant algorithms and protocols. That is, we
create working implementations for each mechanism’s Decision, Fusion, and
Dissemination methods. The network simulator executes these implementa-
tions on each simulated vehicle, and the provided physical layer and MAC layer
implementations simulate realistic transmission of messages that takes into ac-
count the physical environment and vehicle movement.

In addition to the aggregation functionality, we implement each proposed se-
curity mechanism. That is, all vehicles attach the required signatures, as well as
all other required meta-data. Also, each vehicle performs the proposed checks
and verifications and processes or discards information accordingly. Note that
our simulations focus on realistic representation of the security overhead rather
than correct simulation of computational complexity. That is, we assume that
sufficient processing power is available in future VANET hardware.

In addition to the regular mechanism implementation, we represent our rep-
resentative attacker models in the simulations. That is, a number of vehicles in
each simulation do not adhere to the regular algorithms but create, process, and
disseminate messages that aim to fulfill the attacker goals. The specific imple-
mentation of the attacker is tailored to each security mechanism. Therefore,
we describe details of the attacker implementation separately for each secu-
rity mechanism evaluation. Moreover, we implement each security mechanism
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and attacker such that the underlying aggregation mechanism can operate sep-
arately. Using this modular approach, we can assess the security mechanisms’
resilience and overhead relative to the resilience and overhead of the underly-
ing, unsecured aggregation mechanism.

We account for the dynamicity of VANETs by repeating our simulation ex-
periments in multiple (typically 10) runs with different random vehicle place-
ments and behavior to ensure statistical reliability of results. For each simula-
tion, we show the arithmetic mean of all simulation runs, as well as the standard
deviation. During the simulation, we collect all parameters that are required to
evaluate resilience and bandwidth.

6.3.3 Evaluation metrics

Our main evaluation metrics are the resilience against attacks and the over-
head of our proposed security mechanisms. In Chapters 3 and 4, we discussed
qualitative requirements for resilience and overhead. To compare our security
mechanisms, we use our qualitative requirements as basis for quantitative met-
rics. Namely, we introduce a quantitative resilience metric and a quantitative
overhead metric. Both metrics can be applied to the parameters we collect dur-
ing the execution of our network simulations.

Quantification of resilience

The evaluation approach we adopt is related to the evaluation methodology of
intrusion detection systems (IDSs) [e. g., 112]. We use the percentage of attacks
detected together with false negatives (i. e., undetected attacks) and false posi-
tives (i. e., false alarms) for assessing the quality of our approaches. We compare
those results with the ground truth; that is, normal simulated system operation
in absence of attacks. More specifically, our simulative evaluation uses the fol-
lowing scheme:

1. we simulate the underlying aggregation scheme without attackers and
without security countermeasures to acquire a baseline;

2. we simulate the aggregation scheme with attackers but without counter-
measures to gauge the attack influence and validate the attacker imple-
mentation; and

3. we simulate the scheme with attackers and countermeasures to assess
how resilient the proposed schemes are against attackers, but also how
much they impact performance.

The comparison of these three settings establishes the relative validity of our
simulations. By executing the underlying aggregation mechanisms without se-
curity or attackers enabled, we acquire a baseline or control measurement. The
representation of the traffic situation in the baseline should closely resemble the
actual traffic situation as it would be observed by collecting all un-aggregated
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information from all vehicles. Thereby, evaluating this setting ensures that the
underlying aggregation mechanism is implemented correctly. Next, we add at-
tackers but leave the security mechanism disabled. In this setting, the deriva-
tion from the actual traffic situation should be large. This comparison estab-
lished the correct algorithmic implementation of the attacker. Finally, we add
our security mechanism. The observed simulation results then assess whether
the security mechanism successfully represents the real traffic situation as good
as the setting without attackers. By simulating all three settings, we ensure that
our security mechanisms improve the situation representation in face of attack-
ers that would otherwise successfully influence the representation.

To determine attack detection, false positives, and false negatives, we need
to quantify resilience. In Section 4.3, we defined a measure for resilience of
in-network aggregation. We use this definition to define an attacker’s success
based on the achieved deviation of the attacker-generated information from
the real world situation. As we argued in Sections 4.4.2 and 4.4.3, the primary
attacker goal is to create inexistent situations that deviate from the real world
situation. For instance, an attacker may want to create aggregates pertaining to a
traffic jam where there is none in the real world. Therefore, the attackers’ success
can be quantified by the average amount of deviation they create. We base our
deviation measurement on the converged world model of each vehicle at the
end of our simulations. As the goal of in-network aggregation is to represent
macroscopic traffic situations rather than microscopic behavior of vehicles, we
do not to take into account changes in the world model over time. Rather, we
consider attackers to be successful if they are able to introduce a deviation from
the real world situation that is persistent once the world model has converged.

Resilience criteria.An aggregation mechanism is resilient if attackers can create no or only neg-
ligible deviation. In contrast to traditional IDSs, attack success, false positives,
and false negatives are not binary but gradual values. For instance, an attack
may lead to a deviation of 20 km/h between the perceived traffic velocity and
the real situation.

Figure 6.1 shows an example evaluation plot. The three lines represent the
three simulation scenarios outlined above. Each line shows the average percep-
tion of the situation. It is calculated based on the honest vehicles’ world models
and averaged over multiple simulation runs to ensure stability of results. Ideally,
the attack with enabled countermeasures does not deviate significantly from
the baseline aggregated view, as shown in the figure. In addition to the average
deviation, the standard deviations help to determine the security mechanisms’
performance. In case the standard deviation is high in the aggregated view with-
out attack, that may be a sign for inconsistent real world situation representa-
tion by the aggregation mechanism. In case the standard deviation is high only
in the scenarios with attackers, it indicates that attackers are successful in some
cases but are not consistently able to alter the perceived situation.
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Attack without countermeasures

Attack with countermeasures

Figure 6.1: Example attacker influence evaluation plot.

Quantification of overhead

Because in-network aggregation mechanisms combine and merge information
from multiple vehicles, integrity protection may be complex and may require
high bandwidth overhead. In our proposals we consider all information that
is added to achieve protocol resilience as security overhead. Such additional
information may be cryptographic signatures, key material, certificates, or ad-
ditional atomic observations or aggregates used for data consistency checks.

Scheuermann et al. [152] provide a theoretical bound for the bandwidth con-
sumption of in-network aggregation mechanisms that are expected to scale to
infinitely large regions. However, Scheuermann et al. also note that infinite scal-

See Section 3.4.1 for a
discussion of

Scheuermann et al.’s
result.

ability may not be required for practical applications. For our evaluation, we
therefore adopt an application requirements driven approach for bandwidth
overhead quantification.

Essentially, the goal of in-network aggregation is to make information about
a sufficiently large geographic area known with sufficiently low overhead. Next,
we develop a quantification for this intuitive characterization.

To determine the required geographic area size, we consider a traffic situa-
tion for a highway, which is one of the predominant use cases for in-network
aggregation, as discussed in Section 3.3. The minimum goal of such a traffic in-
formation system should be to provide drivers with the opportunity to choose
alternative routes to avoid traffic jams. To react in time, drivers should there-
fore at least be aware of the traffic situation between two consecutive highway
exits. Along the German highway A7, Europe’s longest national highway [186],
the minimum distance between two exits is 0.4 km and the maximum distance
is 19.1 km (µ = 7.18 km, σ = 4.03 km) [231]. Therefore, a minimum area cov-
erage of 7–20 km should be achieved to satisfy application requirements.
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We consider the maximum size of a single network packet – i. e., the so-called
MTU – as maximum tolerable overhead to achieve this geographic coverage. If
information about the required geographic region cannot be expressed in a sin-
gle message, more complex scheduling strategies would be required that frag-
ment information into multiple packets and transmit them at different points
in time. As such scheduling would introduce additional protocol complexity,
it should be avoided. The IEEE 802.11p standard [210] foresees an MTU of
1500 bytes for VANETs. Therefore, we use the achievable geographic area cov-
erage using at most 1500 bytes as a guideline to evaluate bandwidth overhead.

6.3.4 Limitations

Using network simulations allows to assess the resilience and overhead of our
mechanisms in realistic scenarios. Moreover, network simulations enable to
simulate large numbers of vehicles that would not be feasible to use during field
operational tests. We ensure the validity of our results by using JiST/SWANS as
network simulation tool, which is widely used in the VANET research com-
munity. And we ensure relative validity of our results by comparing different
simulation settings with and without attackers and with and without security
measures enabled, as explained in Section 6.3.3.

However, we are aware that network simulations introduce abstractions that
may lead to differences between our simulation results and evaluation of our
mechanisms using actual vehicles in testbeds or even during live system oper-
ation. For instance, communication may be influenced by physical layer influ-
ence that is not fully represented in the simulation environment, such as trees,
buildings, or bridges, which may obstruct signal transmission. However, such
obstacles would influence the underlying aggregation mechanisms in the same
way they influence our proposed security mechanisms. Therefore, absolute re-
sults for resilience or bandwidth use may differ, but it is likely that the relative
performance of our security mechanisms would remain stable.

Moreover, we assess a wide range of different highway traffic situations, in-
cluding free-flowing traffic and congested traffic, but we focus our simulations
on highways. As argued in Section 6.3.1, highways will likely benefit from ag-
gregation. While focusing on highways ensures comparability with existing
work, simulations in city scenarios may provide different results for resilience
or bandwidth usage. We argue that such differences can be adapted to using our
mechanism combination framework, which we present in Chapter 11. There-
fore, our mechanisms can conceptually be adapted to city scenarios, but we
acknowledge that our simulation results cannot be used to derive absolute state-
ments about the performance of each individual mechanism in cities.

We conclude that our evaluation method allows to derive relative statements
about the resilience and overhead of our mechanisms in highway settings, which
are a prime deployment target for in-network aggregation mechanisms. But our
evaluation would need to be complemented with field operational tests using
large numbers of vehicles in different scenarios before the security mechanisms
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can be applied in real deployments. Future deployments of basic VANET appli-
cations are likely to provide the basis for such tests in the future.

6.4 mechanisms overview

Our mechanism proposals are based on the categorization of security approaches
(Section 4.6) and are grounded in our discussion of related work on secure in-
network aggregation in Chapter 5. In Chapters 7 to 10, we propose four secu-
rity mechanisms, and in Chapter 11, we propose a combination and adaptation
framework that is derived from the evaluation of our proposed mechanisms.

The design of resilient aggregation mechanisms often requires the tight in-
tegration of application knowledge and protocol design. For instance, identify-
ing a stretch of homogeneous traffic is the goal of an aggregation mechanism
for traffic information systems. At the same time, the stretch of homogeneous
traffic allows to use interaction between vehicles to reach mutual agreement
on aggregated information. Whenever tight integration of the use case and the
security mechanism allows to considerably reduce bandwidth use or improve
attack detection, we focus our discussions on the traffic information system use
case, which we identified as the dominant application scenario for in-network
aggregation in Section 3.3.

The use of cryptography is a widespread approach to secure VANET proto-
cols against insider and outsider attackers. When used to protect against in-
sider attackers, cryptographically signed observations often serve as witnesses
for events. The more witnesses from different vehicles validate an event descrip-
tion, the more likely it is that the event description is correct. Data consistency
checks are used in combination with signatures to implement validity checks,
such as homogeneity of velocities reported by witnesses.

In aggregation protocols, events often span large geographic areas, and many
witnesses may potentially attest to the correctness of event descriptions. As a re-
sult, cryptographic resilience mechanisms face two main challenges. First, only
a subset of all potential witnesses should be chosen to attest to event descrip-
tions. The subset should be as small as possible while maintaining resilience
against insider attackers. Second, witnesses originally attest to atomic obser-
vations, which are later changed in the aggregation process. Therefore, mech-
anisms either need to implement ways to agree on a common value that wit-
nesses can sign, or they need to implement data consistency mechanisms to
correlate signed atomic observations with aggregated information.

Related work often implements restrictions on aggregation flexibility to cope
with those requirements. Raya et al. [144] assume an underlying aggregation
mechanism similar to FIX. Then, vehicles within fixed segments can agree on
a common value before signing it. Likewise, Garofalakis et al. [72], Han et al.
[78], and Hsiao et al. [82] use fixed aggregation structures to agree on values
and select witnesses. We propose two mechanisms for mainly cryptography-
based resilience, which assume an underlying aggregation mechanism similar
to DYN and thereby allow for more flexible aggregation decisions.
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selective at testation Our first mechanism (Chapter 7) chooses a sub-
set of all atomic observations oi ∈ P⋊⋉(A) that led to an aggregate A to
serve as witnesses. Selection depends on the geographic area covered by
an aggregate and aims for uniform distribution of witnesses throughout
the aggregate area. Instead of explicit agreement on aggregated values
before signing, we use data-consistency checks that correlate atomic ob-
servations that serve as witnesses with the aggregates. Thus, our scheme
can be applied to dynamic aggregation. While we exemplify the mech-
anism for traffic information systems, the selective attestation may also
be applied to parking spot counting, where it could serve as indication
for minimum parking spot availability.

multi-signatures Our second mechanism (Chapter 8) is inspired by the
existing approaches that use FM sketches to secure in-network aggrega-
tion [e. g., 72, 78]. Our main goal was to maintain the overhead reduc-
tion and duplicate elimination properties of FM sketches while allowing
for more flexible aggregation decisions than existing work. The result is
a two-round protocol. In the first phase, secured FM sketches are used
to protect a dynamic aggregation phase, which also serves as agreement
protocol for aggregated values. In the second phase, multi-signatures are
used for witnesses on the previously-agreed aggregates to conserve band-
width. Like selective attestation, the multi-signatures-based approach fo-
cuses on traffic information systems. However, Lochert et al. [114] have
demonstrated the applicability of FM sketches to parking spot counting.
By combining our sketch protection approach with their communication
protocol, the security mechanism could be applied to parking systems.

Both cryptography-based mechanisms allow for dynamic aggregation deci-
sions. As a downside, the required security overhead of both mechanisms is
linear in the geographic area covered by the aggregates. Therefore, we explore
interactive security in our third proposed mechanism. The underlying idea is
that existing work [e. g., 144] uses clustering for agreement on aggregated val-
ues, but limits aggregation to fixed segments. We introduce a novel clustering
protocol for VANETs, which allows to build stable groups of vehicles that are
determined by aggregation decisions such as homogeneous velocity. Thereby,
the clustered vehicles represent a dynamic, flexible segmentation of the roads,
and at the same time, they are stable enough to implement interactive security
protocols on top of those clusters.

clustering Our cluster-based mechanism (Chapter 9) leverages velocity-
based clustering. We regard clusters as trustworthy units given that they
have at least a certain number of cluster member vehicles. Within clus-
ters, vehicles interact to securely agree on an aggregate that represents
the traffic situation within the cluster. Between clusters, we use Hyper-
LogLog sketches [69] for bandwidth efficient proofs of the number of
cluster members. Hierarchical aggregation benefits from our assump-
tion that clusters are trustworthy units, because proofs are only commu-
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Table 6.2: Overview of mechanisms

Mechanism Paradigm Scenario size Attackers

Selective attestation (Ch. 7) Cryptography 1500 m CONCEAL (0, 33 %)
Multi-signatures (Ch. 8) Cryptography 5000 m FAKE (0–10 %)
Clustering (Ch. 9) Interactivity 5000 m FAKE (0–100 %)
Redundancy (Ch. 10) Consistency 3500 m CONCEAL (1 %)

Combined (Ch. 11) Combination 5000 m FAKE (5–20 %)

nicated between directly adjacent clusters. While the protocol benefits
from the combination of cluster formation and traffic situation detec-
tion, the same approach could be applied to agree on the sensed number
of available parking spots in the region covered by a cluster.

The cluster-based resilience mechanism is particularly useful for situations
with high traffic density where clusters are large. As an orthogonal approach to
securing in-network aggregation, we consider redundancy in our fourth pro-
posal. The assumption is that an attacker likely cannot influence all redundant
information flows within the network, and therefore, data consistency checks
can be used to reason about correctness of information. Such data consistency
checks have been applied in other domains [38, 39]. But in-network aggrega-
tion complicates redundancy checks, because information is merged during
dissemination, which complicates the definition of redundant information.

redundancy-based analysis Our redundancy-based security mecha-
nism (Chapter 10) introduces path list filtering based on secured path
lists to detect node-disjoint information flow paths, which represent re-
dundant information flows in the in-network aggregation setting. Based
on this filtering concept, we implement a statistical analysis that deter-
mines correct information and filters attacker-generated values. As the
mechanism is based mostly on information redundancy, it is applicable
to all kinds of transmitted information, including traffic information and
parking spot availability.

The redundancy-based mechanism is especially applicable to scenarios with
high information redundancy. Even in other situations, where it may not be able
to determine which information is correct, it can still serve as a mechanism to
detect presence of attacks.

Table 6.2 summarizes our proposed security mechanisms and their evalua-
tion scenarios. Because our mechanism proposals address different scenarios
and their overhead and resilience depends on context, we further propose a
framework to combine and adapt mechanisms based on such context.

combination and adaptivit y (Chapter 11) Our framework combines
results from all our mechanisms and implements two orthogonal adap-
tation strategies. First, resilience mechanisms are enabled or disabled
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based on traffic context. This adaptation allows to leverage the benefits of
cluster-based security in high traffic density scenarios while maintaining
the flexibility of our cryptography-based mechanisms in other scenarios.
Second, mechanisms are adapted to use varying amounts of bandwidth
depending on current overall attack likelihood. This adaptation allows to
use our redundancy-based analysis, together with other enabled mecha-
nisms, as a baseline to detect possible attacks and only use larger amounts
of bandwidth for security overhead when attacks are likely to happen.

With our four proposed security mechanisms, we contribute significant im-
provements over related work, focusing on dynamic and flexible aggregation.
We propose mechanisms with different resilience strategies, which are, in com-
bination, applicable to a wide range of different attack scenarios and traffic sit-
uations. To implement the combination of mechanisms, we propose a frame-
work that allows adaptive combination of mechanisms, which leads to lower
bandwidth overhead while increasing resilience against insider attackers.

6.5 summary

To ensure resilient aggregation in varying contexts, our methodology is based
on our categorization of security mechanisms. We identify three promising
types of security mechanisms, which we term cryptographic, interactive, and
consistency-based, respectively. Our evaluation is based on our main research
question and instantiated by a quantification of our resilience definition, as well
as practical application requirements.

We have outlined how our specific mechanism proposals relate to existing
work, and how they leverage different security paradigms. In the following
chapters, we show the design and evaluation of our mechanism in detail, fol-
lowed by our proposal for a generic combination and adaptation framework.
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7
7.1 overview

Parts of this chapter
(Sections 7.1–7.4) are
a revised and
extended version of
an algorithm
published in [13],
which is based on the
author’s Diplom
thesis [187].

The first security mechanism we present is based on cryptographic message
protection in combination with data consistency checks. From a message in-
tegrity perspective, each aggregating vehicle would attach all information items
used during the aggregation process to the created aggregate. Then, receivers
could verify that the aggregation process was performed correctly. The only
remaining attack is to forge atomic observations, which can be detected assum-
ing an honest majority of vehicles. But as argued in Section 4.6.1, this approach
is infeasible from a scalability perspective. Therefore, we construct a security
mechanism that is still based on the idea of attaching information items used
during aggregation but only attaches a subset of these items to help scalability.
Using specific selection criteria, we can achieve a trade-off between resilience
and scalability.

To ensure flexible aggregation, this security mechanism can be directly ap-
plied to the DYN scheme presented in Section 3.7.2. We use a traffic information
system (see Section 3.3) that disseminates average speeds on different parts of
the road as an example use case to make the scheme description more specific.
Moreover, we exemplify our scheme for use on a single one-dimensional road.
Thus, the format of an atomic observation is

o := ((p, t), v), (7.1)

where p is the location, t the timestamp, and v the velocity; the format for ag-
gregates is Recall that [a, b] is a

geographic location
interval, [s, e] is the
time interval, and ς

denotes the standard
deviation of averaged
velocities.

A := (([a, b], [s, e]), v, ς, c) ; (7.2)

and fusion is performed as shown in Algorithm 5. That is, locations and time
intervals are merged such that the new intervals span the combined region
and time, and velocities are averaged by calculating the arithmetic mean. Us-
ing more dimensions for the geographical locator or road ids, the scheme can
easily be extended to report average speeds on whole road networks. Likewise,
the scheme could be applied to other applications, such as parking information
systems and weather warning systems in addition to the traffic information sys-
tem we discuss here.

The basic scheme, which we will describe first, helps scalability but features
considerable security overhead. We therefore extend the original scheme by
introducing a number of optimizations that bring the overhead closer to the
information-theoretic bound of who signedwhat (see Section 4.6.1) in Section 7.6,
and we discuss parameters to adapt the scheme’s overhead to current context
in Section 7.7.
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Figure 7.1: Overview of the system model showing the flow of aggregates and atomic
reports through our system. Additions due to the security mechanism are
highlighted.

The basic system model is shown in Figure 7.1. We assume that information
originating from both local sensors, as well as other vehicles, enters a vehicle’s
local information base where it is stored, possibly further processed, and finally
disseminated to other vehicles in the vicinity. Information originating from lo-
cal sensors is considered to be correct whereas remote information needs to be
further assessed to assign a certain confidence in its validity. For this assess-
ment, we employ a combination of selective proofs using cryptographically
signed atomic observations and probabilistic verification of the information
contained in a given aggregate. This methodology results in a data-centric con-
fidence [144] in contrast to a node-centric trust as it would result from a node
reputation system.

Local trust domain. As soon as a confidence value has been assigned to an aggregate, it is further
processed locally using only this confidence value as basis for decisions by the
underlying aggregation mechanism. We call this scope the local trust domain
of a vehicle. Because a vehicle is assumed to trust its own confidence ratings,
aggregates can be evaluated by examining their confidence values within the
trust domain. However, as we do not employ a node reputation system, the
trust domain does not extend beyond vehicle borders. Therefore, as soon as
aggregates are selected for dissemination to nearby vehicles, the assigned con-
fidence value loses its significance and will not be communicated. Receiving
vehicles will again judge the aggregates according to the security mechanisms.

7.2 selective at testation

A common technique to secure vehicular communication, especially beacon-
ing applications, is to cryptographically sign each outgoing message, thereby
giving a proof of the sending vehicle’s authority to send messages, given that
the accompanying public key is signed by a central, mutually trusted authority
(see Section 4.2). If an adversary then sends out beacons with a high frequency
to give his information a higher weight, other vehicles can easily detect the
high frequency due to the attached signature and discard attacker messages.
However, when using aggregation, atomic observations of several vehicles will
be combined to aggregates. Even if all atomic observations were cryptographi-
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Figure 7.2: An example aggregate A with attestation meta-data attached. The attestation
meta-data is comprised of three border atomic reports {R1, . . . , R3} and
the additional reports {R4, . . . , R6} selected according to the granularity de-
fined by the security parameter S.

cally signed initially, the signature cannot be verified after aggregation because
the information that was signed has been altered, and one cannot reproduce the
single speed reports given only the resulting speed average. Thus, deterministic
verifiability is lost.

To achieve a certain verifiability of the aggregates nonetheless, we attach a
certain amount of meta-information to aggregates, which serves as a witness
for the correctness of the aggregation. This meta-information will be called at-
testation meta-data. A simple approach to select such witnesses would be to
add all cryptographically signed atomic observations that served as input to
the aggregation as attestation meta-data. In that case, any receiver could deter-
ministically verify the aggregation by first checking all signatures of the atomic
observations and then re-calculating the speed average and verifying that the
result is the same as the one contained in the aggregate values. However, if all
atomic reports are attached to aggregates as attestation meta-data, there will be
no reduction of bandwidth usage compared to not using any aggregation at all.

Choosing attestation
meta-data.

Therefore, we select a subset W ⊆ P⋊⋉(A) of all atomic reports that served
as input to an aggregate A to allow for a probabilistic verification. To stipulate
the detection of malicious information with as few meta-data as possible, we
employ a list of criteria to select the meta-data during the aggregation process.

As discussed in Section 7.1, the aggregates’ locator is comprised of [a, b] ⊂
R

+, which is a location interval relative to the road’s origin, and [s, e] ⊂ R
+,

which is a time interval. Since all numbers are positive reals, the aggregate lo-
cator can be represented as a 2-dimensional rectangle (a, s)(a, e)(b, e)(b, s)
where location is the x-axis and time is the y-axis. Intuitively, our selection
criteria aim to “cover” the aggregate locator area with selected atomic observa-
tions.
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Algorithm 7: SelectMetaData(A)
inpu t: An aggregate A = (([a, b], [s, e]), v, ς, c) for which additional meta data

should be selected.
result: A set of atomic observations W ⊂ P⋊⋉(A) that were selected.

X ← ∅ /* grid points for location */
Y ← ∅ /* grid points for time */
for 1 ≤ i ≤ ⌊(b− a)/S⌋ d o

X ← X ∪ {a + iS}
end

for 1 ≤ j ≤ ⌊(e− s)/S⌋ d o
Y ← Y ∪ {s + iS}

end

W ←Wborder /* initialize selection with Equation (7.3) */

foreach x ∈ X d o
W ←W ∪ {arg mino=((p,t),v)∈P⋊⋉(A) |p− x|}

end

foreach y ∈ Y d o
W ←W ∪ {arg mino=((p,t),v)∈P⋊⋉(A) |t− y|}

end

return W

First, we can uniquely identify those atomic observations that led to an aggre-
gate’s current maximum and minimum in time and space (e. g., {R1, . . . , R3}
for A in Figure 7.2). Namely,

Wborder := {oi = ((pi, ti), vi) ∈ P⋊⋉(A) : pi = a∨ pi = b∨ ti = s∨ ti = e}.
(7.3)

Considering that aggregates will commonly represent an area in which vehicles
share common values, e. g., common speed, all such atomic observations defin-
ing the borders of an aggregate’s area will be added as attestation meta-data.
Only if a vehicle is able to present valid signed information by distinct vehicles
about all borders of an aggregate, it can be believed to be valid.

Attestation data with
uniform distribution.

Especially if aggregates cover larger areas (as it is the case for A in Figure 7.2),
adding values from the borders will only lead to a first indication that an aggre-
gate is valid. An adversary can still select arbitrary atomic reports and craft
an aggregate where the claimed values are only present at the borders and not
throughout the area. This could, for example, lead to the CONCEAL attack dis-
cussed in Section 4.4.3. Therefore, additional meta-data is needed. The goal is to
select each additional signed atomic report such that they are evenly distributed
throughout the aggregate (R4, . . . , R6 in Figure 7.2). The finer the granularity
of the distribution, the higher the achieved security. To express this granular-
ity, we introduce a system-wide security parameter S that defines the required
granularity of the additional reports, marked by the dashed lines in Figure 7.2.
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For now, we assume S to be a constant parameter. We will discuss in Section 7.7
how to adapt S to different contexts. Note that the matching to S may not be
perfect. Reports are not available at arbitrary positions. They can differ from
the ideal positions defined by S, e. g., R6 differs by an amount of ∆6, which
is measured as the euclidean distance between the atomic observation’s actual
location and the ideal location according to the grid induced by S. Thus, check-
ing the distribution of additional reports is not a binary process. Instead, the
conformance to the ideal distribution can be characterized by considering all
deviations ∆i.

Algorithm 7 shows the selection process algorithmically for a case where a
vehicle calculates a new aggregate A using a set of observations {o1, . . . , on}
that the vehicle received from its neighbors. That is,

A = o1 ⋊⋉ . . . ⋊⋉ on. (7.4)

As shown, for each grid line in x ∈ X that divides the aggregate’s location and
for each y ∈ Y that divides its time, an atomic observation is selected that
best matches the grid position in the aggregate. The selection can be applied to
two-dimensional geographic regions by applying S to all dimensions. Including
time, the aggregates would then have a three-dimensional locator, and S would
define a three-dimensional grid.

Hierarchical
aggregation process.

In practice, aggregation is an iterative, hierarchical process. Therefore, we
proceed inductively to select additional reports during the aggregation pro-
cess. Assume that two aggregates, A1 and A2, which already contain additional
signed reports according to S, are selected to be combined. The area covered by
A1 and A2 in time and space can either already overlap, or they can be disjunct.
If they overlap, their contained additional reports suffice to achieve a good dis-
tribution throughout the aggregate. In the overlap region, only those additional
reports are kept that are nearest to the optimal grid. To achieve the selection,
Algorithm 7 can be executed using only the joint attestation meta-data of A1

and A2. If A1 and A2 do not overlap, their distance in time or space can be ei-
ther smaller or larger than S. If the difference is smaller, all additional reports
of A1 and A2 together will still approximate the ideal grid well. However, if the
distance is larger than S, then there are regions for which no supporting reports
can be found. The same considerations apply for the aggregation bootstrapping.
When two signed atomic reports are first selected for aggregation and their dis-
tance is smaller than S, then the resulting aggregate will adhere to the criteria
defined above. Otherwise, it will not. In all cases, we can find the necessary
additional reports if aggregates or atomic reports selected for combination are
not further apart than S.

Selecting the security
parameter.

Thus, S needs to be selected such that it matches the underlying aggregation
mechanism. If, for example, two reports will be aggregated when their distance
is less than 500 m, then S needs to be at least 500 m. Smaller values for S will
result in honest nodes not being able to adhere to the ideal grid for additional
report selection. Larger values of S are possible, resulting in a lower probability
of detecting attacks but also in a lower bandwidth overhead. Moreover, S needs
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to relate to the underlying PKI. To increase confidence in aggregates, each se-
lected atomic observation should be cryptographically signed with distinct pub-
lic keys. However, the attacker may be able use multiple valid keys for signing
at the same time, depending on the underlying pseudonym scheme. Then, S
should be chosen such that the amount of attestation meta-data is larger than
the number of distinct valid signatures a single attacker can create.

Considering the selection criteria for S and the attestation meta-data, an ad-
versary can craft malicious aggregates in two ways. First, he can omit additional
attestation meta-data that would otherwise expose the attack. This would lead
to an uneven distribution of attestation meta-data. Receiving vehicles can de-
tect this uneven distribution by comparing the received attestation meta-date
with the grid induced by S. Second, an attacker can adhere to the distribution
rules. Then, the values contained in the signed reports would make the forgery
attempt obvious. In summary, we have defined two strategies for the selection
of signed atomic reports serving as witnesses attesting the correctness of aggre-
gates:

1. Atomic observations from the aggregate borders are always attached due to
their exposed position. As the goal of aggregation is to combine reports
from regions with similar characteristics, those values serve as cues for
trust in aggregates.

2. Further, additional signed atomic observations that are evenly distributed
throughout the area of the aggregate are selected to underline the correct-
ness of the values. The bandwidth/security trade-off can be adjusted ac-
cording to application requirements due to a configurable security pa-
rameter.

7.3 confidence fusion

The presented selective attestation mechanism results in cues leading to confi-
dence in the correctness of an aggregate, namely:

borders All borders of an aggregate are supported by a signed atomic report.

distribu tion Additional signed reports are evenly distributed throughout
the aggregate, adhering to the security parameter S.

value approximation All values contained in the signed atomic reports
presented as attestation meta-data support the claimed values of the ag-
gregate.

In addition to the cues given by the selective attestation process, there can be
a number of further cues that are defined by specific aggregation applications.
One example is velo cit y range, i. e., the presented velocities are at most
as high as the maximum speed of fast vehicles.
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Due to the number of possible cues and their correlations with each other,
their interpretation can be complex. Therefore, we employ a reasoning mecha-
nism, namely fuzzy reasoning, to combine all collected cues into a single value
that expresses the confidence in the correctness of an aggregate in percent. The
methodology is similar to that applied to DYN’s aggregation decisions in Sec-
tion 3.7.2. Instead of evaluating multiple influences on aggregation decisions,
however, we now evaluate multiple influences on confidence in aggregates. By
using fuzzy reasoning [242], a number of influences can be combined using
fuzzy rules without the necessity to define complex interrelations between the
numerical values. In the following, we describe how fuzzy reasoning is applied
in our mechanism. First, each of the cues needs to be expressed as a real num-
ber. For example, the above mentioned value approximation can be ex-
pressed by the root mean square error of all atomic reports’ velocity values
v1, . . . , vn and the claimed average value v of the aggregate:

(

1

n ∑
i

(vi − v)2

)1/2

. (7.5)

Similarly, the distribution of additional signed observations can be expressed as
a real value by merging all deviations ∆i from the ideal grid defined by S. Then,
a set of adjectives is assigned to each of the cues. Those adjectives characterize
the real value of their corresponding clue using natural language. An exemplary
set of adjectives for the clue value approximation is { perfect, good, fair,
poor }. Note that the adjectives do not need to correspond to crisp intervals of a
clue’s real value but can gradually fade in and out (cf. Figure 3.13). Next, if-then-
statements are used to reason about the correlation of several cues, e. g.:

if distribu tion is good and
value_approximation is (perfect or good) then
confidence is high

It is possible to formulate as many of these rules as necessary for a given appli-
cation. As shown in the example rule, the confidence property is assigned
adjectives in the same way as all the cues. Also, the resulting confidence value
(in the range of 0–100%) is mapped to the adjectives low, medium, and high.
Thus, only a mapping between the input values’ adjectives and the correspond-
ing confidence adjectives needs to be expressed by the rules. It is not necessary
to express exact correlations between the underlying real values. The resulting
confidence percentage is then calculated by evaluating the rules, considering,
for example, which confidence adjective has been assigned to the most.

Other components
can use confidence
values.

Then, all further components of the underlying aggregation mechanism can
use this single confidence value to judge the correctness of the aggregate, e. g.:

− If the confidence value is very low, the aggregate can be discarded.

− Fusion of aggregates with highly differing confidence values can be pre-
vented.
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− Aggregates with high confidence value can be prioritized for further dis-
semination.

However, as soon as an aggregate is selected for further dissemination, the
assigned confidence value loses its significance. Any vehicle receiving the ag-
gregate will re-evaluate the confidence using the attestation meta-data. Using
confidence evaluations only locally eliminates the need for additional security
mechanisms that would otherwise be needed to protect the integrity of confi-
dence values during transmission.

Note that the presented confidence rating mechanism may favor informa-
tion that adheres to a normal traffic model. That is, information where conges-
tions form and dissolve slowly. Information that does not adhere to the model,
such as accidents that lead to sudden changes in velocity, may falsely be re-
garded as attacks. Therefore, an aggregation mechanism should always be com-
plemented with a non-aggregating safety protocol, which disseminates warn-
ings about such rare events without aggregation, and which is protected with
other security mechanisms that are outside the scope of this thesis.

The combination of the presented selective attestation mechanism with the
confidence fusion allows to combine cryptographic signatures used as trust an-
chors with probabilistic integrity criteria. The mechanism allows to express ar-
bitrarily complex correlations of those criteria. But due to the fusion into a sin-
gle confidence value, only minor modifications to the underlying aggregation
scheme are necessary to make use of the added security mechanisms.

7.4 securit y evaluation

For evaluation, we simulate our proposed security mechanisms and compare
them against a baseline. As baseline, we use the same underlying aggregation
mechanism with no security features. A total of 30 nodes, among which 10 are
attackers, move on a 1.5 km highway segment with three lanes. We choose a
high fraction of attackers to demonstrate the resilience of our mechanism even
when facing a large number of attackers. After 900 m, the highway is blocked
by an obstacle, resulting in a developing traffic jam. The size of dissemination
messages is fixed. Aggregated information and attestation atomic reports are
added according to the rules specified in Section 7.2. For this example appli-
cation, we chose the security parameter S = 333 m, i. e., 3 attestations per
kilometer are required in addition to the atomic reports at the borders of an
aggregate. The choice of S corresponds to the settings of the underlying aggre-
gation mechanism, which chooses aggregates with at most 333 m geographic
distance for aggregation. For the temporal dimension, we do not apply S in the
simulation, because outdated reports are already ignored by the aggregation
mechanism. To assess the effectiveness of the proposed mechanisms, both the
achieved security and the induced bandwidth consumption are evaluated.

Security evaluation. The mean aggregated view of the situation, without an active adversary, is
shown in Figure 7.3 (no attack). The simulated adversaries now try to conceal
the congestion by crafting aggregates that pretend normal traffic flow on the
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Figure 7.3: Averaged traffic flow in three different situations: the actual situation with no
attack, a congestion concealment attack, and the same attack with selective
attestation security.

whole road. Without any security countermeasures, the attackers can alter the
aggregated view of the situation on average by 25 km/h (CONCEAL). Moreover,
under attack, the aggregated views of the vehicles differ notably, shown by a
high standard deviation in the graph. With activated security mechanisms, the
resulting mean aggregated view is close to the reference view without attack. An
attacker trying to conceal the congestion is not able to present enough support-
ing information. This results in lower confidence in attacker aggregates leading
to a correct representation of the real situation.

Scalability
evaluation.

Despite the security gain, one important factor of secure aggregation mecha-
nisms is their scalability. To gauge this performance, we use the dissemination
speed as a metric, that is, the amount of time needed until all vehicles have
information about a high percentage of the upcoming road. This metric im-
plicitly includes the bandwidth overhead caused by the security mechanisms,
because the dissemination packet size is fixed. Thus, information dissemination
is slower if fewer aggregates fit in one packet. We compare the selective attesta-
tion with the performance of the underlying aggregation mechanism without
any security considerations and against the periodic dissemination of crypto-
graphically-signed atomic reports without any aggregation.

Figure 7.4 shows that the aggregation without security countermeasures out-
performs both security-aware protocols, as expected. The beaconing of atomic
reports without aggregation achieves a certain awareness of the vehicles’ neigh-
borhood in the first 15 s of the simulation. But then awareness only increases
linearly as the vehicles explore more of the simulated road by driving along
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Figure 7.4: Comparison of dissemination speed between the underlying aggregation
mechanism without security mechanisms, the selective attestation mecha-
nism, and the dissemination of signed atomic reports without aggregation.

and gathering local sensor values. The selective attestation approach signifi-
cantly outperforms the dissemination of atomic reports. Although the dissem-
ination speed is slower than the insecure aggregation due to the size of added
signatures, at the end of the simulation, over 90 percent of the road is known,
whereas the atomic report beaconing only covers 70 percent.

It should be noted that the bandwidth overhead induced by the selective at-
testation correlates only with the area that is covered by aggregates and is in-
dependent of the amount of vehicles in a certain area. Especially in scenarios
with very high vehicle density, e. g., traffic jams, the selective attestation there-
fore clearly outperforms the dissemination of atomic signed reports. Moreover,
the computational overhead for the verification of signatures is decreased no-
tably, since only a small amount of atomic reports are transferred, compared to
the approach that does not aggregate, i. e., that sends all information as signed
atomic reports.

7.5 bandwidth overhead analysis

To further analyze the scalability of the selective attestation mechanism, we ana-
lyzed its scalability in large areas using a theoretical model. We also propose ex-
tensions and mechanisms to compress attestation meta-data using novel cryp-
tographic mechanisms.
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Table 7.1: Attestation meta-data size calculation

Component Description Size (bytes)

oi = ((p, t), v) p, t, and v are stored as floats with 4

bytes precision.
12

σvi (oi) ECDSA 265 bit signature. 64
pkvi

ECDSA 265 bit public key. 32
certvi = (T, σAA(pkvi

, T)) At least, T encodes the validity period
using two floats.

72

Total 180

In its basic form, each element of signed attestation meta-data has the fol-
lowing form:

(oi, σvi
(o), pkvi

, certvi
). (7.6)

We call these elements witnesses. Table 7.1 shows the size of each contained com-

oi

σvi (oi)

pkvi

certvi

Fig. 7.6:
Proportional
distribution of
overhead.

ponent, assuming a minimal set of attributes – that is, only the validity period –
is used in the certificates. Figure 7.6 visualizes the respective proportions. Each
attached witness consumes at least 180 bytes. The total number of witnesses
depends on the aggregate locator area’s size and the security parameter S. Let
x = b − a be the length of the aggregate’s geographical area and y = e − s
be the time interval covered by the aggregate. Then, according to the selection
criteria in Equation (7.3) and Algorithm 7, the total overhead due to selective
attestation is at most

(4 + ⌊x/S⌋+ ⌊y/S⌋) · 180 bytes ∈ O(x · y). (7.7)

Neglecting time, the security overhead is essentially linear in the geograph-
ical interval covered by an aggregate. Clearly, this contradicts the scalability
requirements discussed in Section 3.4.1, namely, the required bandwidth reduc-
tion of o(1/d2) where d is the distance to an event. But that formula assumes
that information is forwarded in an infinite dissemination region.

Achievable area
coverage.

For practical considerations, we use the MTU as guideline, as discussed in
Section 6.3.3. In the presented scheme, the maximum area for which attestation
meta-data can be encoded in a single packet is

1500 bytes

180 bytes
· 500 m = 4000 m. (7.8)

Hence, the size of a single event reported using the attestation meta data can
be at most 4 km. If two events need to be disseminated at the same time, each
can span at most 2 km, and so forth. Note that this example considers the best
case, neglecting time and partial aggregates about the same event that would
need to be disseminated in parallel.

To lower the bandwidth overhead, two options are conceivable: 1. the size
of a single witness can be reduced, increasing the achievable total event size or
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2. the security parameter S can be made adaptive, ideally such that it depends
inversely on the aggregate’s geographic extent x, making the security overhead
constant. We will discuss strategies for achieving option 1 in the following sec-
tion and strategies for option 2 in Section 7.7.

7.6 meta-data compression

The original scheme considers time and geographical location as equal param-
eters that need to be protected in the same way. By doing so, the scheme be-
comes generic. For instance, location information could easily be extended to
2 dimensions. Then, the aggregate locator becomes 3-dimensional, but it can
be secured using the same witness selection concept by extending its grid to
three dimensions in the obvious way. However, a less generic witness selection
approach can result in better bandwidth overhead.

As a first step towards witness compression, we therefore choose different
witness selection strategies for time and geographical location. Namely, we

− keep the S-defined grid for the geographical location but

− choose the newest available witnesses for the time axis.

The reason for doing so is that most applications require vehicles to have up-
to-date information, while few applications require historic information about
older time intervals. Therefore, it may suffice to protect integrity of current
information. The bandwidth overhead of the modified witness selection is in
O(x) instead of O(x · y). If we also omit the witnesses at the time-axis borders,
the overhead becomes

(2 + ⌊x/S⌋) · 180 bytes. (7.9)

As evident from Figure 7.6, the main overhead introduced by attestation
meta-data is due to the attached signatures, public keys, and certificates. Ag-
gregate signatures [34], which we discussed in Section 4.6.1, allow to reduce
the overhead considerably. Identity-based aggregate signatures (IBAS) [189, 73]
allow for an even more compact representation of witnesses.

Therefore, we propose two witness compression strategies based on aggre-
gate signatures and IBAS, respectively, in the following. In Section 7.6.1, we
show which components of the witnesses are compressible using aggregate sig-
natures. Section 7.6.2 extends the compression idea using IBAS. The main ad-
vantages of using identity-based cryptography is its more compact represen-
tation of public keys, but we also propose a mechanism to merge keys during
hierarchical aggregation that enables dynamic adaptation of the scheme’s secu-
rity parameter S, which we will discuss in Section 7.7.

7.6.1 Witness compression using aggregate signatures.

As shown in Figure 7.6, witnesses are composed of atomic observations, signa-
tures, and public keys. Observations are the component with the smallest rep-
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resentation. Distinct public keys are an intrinsic requirement of the security
mechanism, because they represent agreement of distinct entities with the ag-
gregated values. Therefore, we focus on compressing attached signatures. Each
witness contains two signatures: the creating vehicle’s signature on the message
and the certificate authority’s signature on the public key. Therefore, signatures
amount for the major part of the security overhead. We now propose a com-
pression approach for these signatures using aggregate signatures.

Let {w1, . . . , wn, Q} be the attestation meta-data for an aggregate. Each wit-
ness wi is comprised of an atomic observation oi and the necessary information
to prove that vehicle vi created wi where vi ̸= vj∀i ̸= j. In addition, Q rep-
resents information that is required to verify the witness list as a whole. In the
basic scheme, wi is defined as in Equation (7.6), and Q = ∅.

Because the underlying aggregation scheme is DYN, all atomic observations
are created independently, and are different from each other. As discussed in
Section 4.6.1, we can use aggregate signatures to represent all vehicles’ signa-
tures on their observations using a single value. Hence, the meta-data format
becomes

wi = (oi, pkvi
, certvi

) (7.10)

and

Q = σv1,...,vn(o1 ∨ · · · ∨ on) :=
n

∏
i=1

σvi
(oi). (7.11)

In addition to the vehicles’ signatures, the authorization authority’s signature
on each certificate can be compressed using an aggregate signature, further re-
ducing overhead. The modified meta-data format is then Recall that Ti

represents any
additional certificate
attributes besides the
subject’s public key. It
contains at least the
certificate validity
period.

wi = (oi, pkvi
, Ti) (7.12)

and

Q = {σv1,...,vn(o1 ∨ · · · ∨ on), σAA((pk1, T1)∨ · · · ∨ (pkn, Tn))}. (7.13)

The aggregate signature can be calculated incrementally by each vehicle that
participates in the aggregation process with two restrictions. First, witnesses
that have been included in the aggregate signature cannot be removed after-
wards. This is not a problem if a fixed S is chosen. However, dynamic values
for S might require vehicles to remove witnesses during hierarchical aggrega-
tion that were added earlier in the aggregation process. This concept cannot be
reflected by the aggregate signature. Second, if overlapping aggregates are fur-
ther merged and they have overlapping sets of witnesses, it needs to be stored
how often each public key is contained. Otherwise, the correctness of the ag-
gregate signature cannot be verified.

The result of using two aggregate signatures instead of two lists of signatures
is a considerably lower security overhead. The size of each aggregate signature
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further reduces to one curve point instead of two, because of the different un-
derlying group properties [35]. However, the curve size increases to 259 bit dueMost notably, a GDH

group is required,
which limits the

number of suitable
elliptic curves.

to the required GDH property. [35]. Thus, each aggregate signature consumes
32.375 bytes compared to the 64 bytes consumed by ECDSA signatures. Over-
all, the overhead becomes

(2 + ⌊x/S⌋) · 52.375 + 2 · 32.375 bytes. (7.14)

The major remaining linear factor is the size of each participating vehicle’s pub-
lic key. During verification of aggregate signatures, public keys are multiplied in
a way similar to the creation of the aggregate signature itself. But applying thisSpecifically, a bilinear

pairing is used on the
GDH group to

multiply public keys,
exploiting that the
pairing solves the

CDH problem in the
group to check

signature validity.

multiplication during the aggregation process would break the scheme for two
reasons. First, public keys need to be mutually different to ensure that n differ-
ent vehicles have created the selected witnesses. If public keys were compressed,
an attacker could create all n signatures using the same public key without it
being noticed. Second, compressing the public key list by multiplication would
break the authorization authority’s aggregate signature on the keys.

7.6.2 Witness compression using identity-based aggregate signatures.

In the previous compression approach, we identified two factors that limit com-
pressibility of public keys: public keys are group elements that have a fixed size,
and the certificate authority individually signs each public key. In the following,
we present an improved compression scheme based on IBAS [189, 73]. Identity-
based cryptography solves both drawbacks of the previous mechanism. Pub-
lic keys are derived from identities rather than group elements, which reduces
their size. Also, certification can be implicit, that is, possession of a valid pub-
lic key implies certification [147], which enables further adaptive compression
techniques for public keys.

Identity-based
identifiers.

Intuitively, the public key in identity-based cryptography only encodes the
subject’s identity, as well as other key attributes, such as the validity period.
The authorization authority generates a secret key based on the public key and
hands it to the authorized owner. In our case, the key pairs are pseudonymous.
Hence, the subject identifier can be a random number r. The complete identity-
based public key is then simply a set of values with the form

r || t1 || t2 (7.15)

where the time interval [t1, t2] identifies the validity period. Note that the pub-
lic key also acts as certificate, because only the authorization authority (and
not the user herself) can calculate correct private keys for a given identity, i. e.,
public key. To obtain a correct secret key, the user needs to authenticate to-
wards the authorization authority with a valid long-term key. The concept that
the possession of the public key implies certification is known as certificate-less
public key cryptography [147]. The so-obtained key pairs can be used for asym-
metric signatures in a way conceptually similar to traditional asymmetric keys.
A downside of many identity-based cryptography schemes is that the central
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authority knows the secret key of each user. However, keys are only used for
signing – and not for encryption – in our case. Therefore, the authority cannot
obtain confidential information. What remains is the problem that the autho-
rization authority could create signatures on behalf of the users. While this is a
problem, the same is true when using a PKI based on ECDSA. In both cases, the
authorization authority can certify arbitrary key pairs and use them for signa-
tures. Therefore, we consider identity-based cryptography as a valid alternative
to further compress witness size.

Gentry and Ramzan [189, 73] present an aggregate signature scheme that uses
identity-based cryptography based on GDH groups. Using this scheme and the
public key format from Equation (7.15), the witness format becomes

wi = (oi, ri, Ti) (7.16)

and

Q = σv1,...,vn(o1 ∨ · · · ∨ on). (7.17)

Flexible selection of
the scheme’s security
parameter.

The identity-based aggregate signatures are represented using two elements
from the GDH group. In addition, the scheme requires a random value w that
can be used for at most k signatures. The value of w needs to be known to each
signer. Following Gentry and Ramzan’s argument [73], we assume that loosely
synchronized clocks are available to each vehicle and can be used to determine
w automatically. Therefore, σv1,...,vn(o1 ∨ · · · ∨ on) consumes 2 · 32.375 =
64.75 bytes. The size of each public key is determined by how we choose r. Note
that r only needs to be unique within the validity time interval Ti. Moreover, r
does not need to be globally unique as long as collisions between participants
of the same aggregate signature are rare. Therefore, we argue that a 64 bit – i. e.,
8 byte – random value suffices. As a result, the security overhead of the IBAS
witnesses becomes

(2 + ⌊x/S⌋) · 28 + 64.75 bytes. (7.18)

The constant overhead is the same as for the ECDSA aggregate signature, be-
cause the single identity-based aggregate signatures uses two group elements
instead of one. However, the overhead due to the public key list is lowered due
to the more compact key representation.

In addition to the smaller public key size, IBAS allow for more flexible se-
lection of the security parameter S. Using regular aggregate signatures, we dis-
cussed that only incremental addition of further witnesses is possible. But once
signatures are added to the aggregate signature, they cannot be removed. Us-
ing IBAS, we can model a function to remove – at least in terms of overhead –
witnesses that had already been added to the aggregate signature. To do so, we
exploit that Gentry and Ramzan’s signature verification algorithm [73] calcu-
lates a sum (writing the GDH group additively) based on the signed messages
and public keys:

n

∑
i=1

Pi,0 +
n

∑
i=1

h(oi, (ri, Ti), w) · Pi,1 (7.19)
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where Pi,j are two different hashes of vehicle i’s public key, h is a cryptographic
hash function, and w is a number based on the loosely synchronized clocks, as
explained above. We define a function Φ that performs the addition of public
keys and observations in the same way as during signature verification to “re-
move” witnesses by compressing them to a value of constant size. Contrary to
regular aggregate signatures, this kind of public key and message compression
is possible, because of the certificate-less cryptography [147], which requires no
additional authorization authority signature that could break due to the public
key compression.

Example for witness
compression.

Consider the following example to see how the witness removal is imple-
mented. Let A1, A2 be aggregates accompanied by witness lists {w1, w2, w3, Q1}
and {w4, w5, w6, Q2}, respectively. Specifically,

w1 = (o1, r1, T1), (7.20)
w2 = (o2, r2, T2), (7.21)
w3 = (o3, r3, T3), (7.22)
Q1 = σv1,v2,v3(o1 ∨ o2 ∨ o3), (7.23)
w4 = (o4, r4, T4), (7.24)
w5 = (o5, r5, T5), (7.25)
w6 = (o6, r6, T6), (7.26)
Q2 = σv4,v5,v6(o4 ∨ o5 ∨ o6). (7.27)

Now, A1 ⋊⋉ A2 is calculated. We assume that dynamic adaptation of S requires
w2, w3, w4 to be removed. Applying Φ as defined above, we now have

w1 = (o1, r1, T1) (7.28)
w5 = (o5, r5, T5) (7.29)
w6 = (o6, r6, T6) (7.30)

Q1,2 = {σv1,v2,v3,v4,v5,v6(o1 ∨ o2 ∨ o3 ∨ o4 ∨ o5 ∨ o6),

Φ((o2, r2, T2), (o3, r3, T3), (o4, r4, T4))}.
(7.31)

The added Φ output is represented by a single group element and requires
32.375 bytes additional overhead. This overhead, however, remains constant
independent of the number of removed witnesses. In the example, only the
three remaining witnesses w1, w5, w6 can be checked for correctness. But the
aggregate signature verification is still possible, although witnesses were re-
moved at a later point in the aggregation process. Thereby, the operation to
remove witnesses offers much more flexibility in selecting the grid size S de-
pending on different kinds of context. Possible algorithms for choosing S dy-
namically, which make use of witness removal, will be discussed in Section 7.7.

Bandwidth savings
summary.

Figure 7.7 summarizes the bandwidth savings due to witness compression.
The plot shows the size of attestation meta-data depending on the aggregate’s
covered geographical area for S = 500 m. Obviously, each version still exhibits
linearly growing overhead. Using regular aggregate signatures, approximately
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Figure 7.7: Meta-data size comparison for different witness compression methods.

13 km can be covered before a single aggregate exceeds the MTU. Using IBAS,
approximately 25 km can be covered. As discussed in Section 7.5, these values
consider the overhead of a single aggregate that covers the whole geographical
region. However, multiple aggregates representing different traffic situations in
the same area would have the same cumulative overhead. Due to overlapping
aggregates and duplicate partial aggregates in the network, the achieved cov-
erage will be slightly lower in practice. Still, the achieved coverage suffices for
many practical applications.

As discussed in Section 6.3.3, 25 km covered area suffice to inform a driver
early enough to take at least one highway exit, which possibly leads to an al-
ternative route. Alternatively, a part of the 25 km stretch can be used to in-
form about the traffic situation on routes corresponding to the possible exits.
In city scenarios, where more alternative routes exist and the road network is
denser, 25 km may not suffice to fulfill practical application requirements. In
these cases, additional adaptivity of the security mechanism is required, which
we will discuss in the following section.

7.7 adaptivit y

In addition to compressing witnesses, the scheme’s bandwidth usage can be re-
duced by adapting parameters that influence the trade-off between achieved
security and bandwidth overhead. The witness-based scheme offers one such
parameter, namely S, which defines the amount of witnesses added to aggre-
gates. If S is chosen to be
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− small, more witnesses are added to the aggregate, more bandwidth is used
per aggregate area, and it is harder for attackers to create enough wit-
nesses to support false information; if S is chosen

− large, fewer witnesses are added, less bandwidth is used, but it is easier
for attackers to create false aggregates with correct witnesses.

As an example consider S = 5000 m. Suppose there is a 2000 m-long traffic
jam in between two areas of free-flowing traffic. With the chosen S, an attacker
can create a false aggregate that claims free-flowing traffic where there is ac-
tually a traffic jam and use witnesses from the surrounding area to support
the false information. If S were chosen smaller (e. g., 500 m), the same attack
would not be successful. On the downside, the smaller S would increase the
bandwidth used by a factor of 10.

The basic scheme presented in Section 7.2 uses a constant value for S, which
is chosen at design time. In the following, we will discuss options for choos-
ing S dynamically. Recall that the IBAS-based witness compression supports
dynamic values for S while preserving the bandwidth enhancements over the
basic scheme. The goal is to choose S such that little bandwidth is used, but the
statistical chances of a successful attack are low.

There are several levels of adaptivity that can be applied to S.

system The system level offers no adaptivity. S is chosen constant as in the
basic scheme.

static context Static context means all kinds of context that can be de-
termined at design time, but varies according to time or geographical lo-
cation. For instance, S could be chosen larger for highways and smaller
for city scenarios, as proposed by Molina-Gil et al. [124].

dynamic context In addition to static context, dynamic context means
all environmental influences that vary during runtime or are learned
based on previous interactions. For instance, if many spurious messages
are received form the same geographical region and few from another, S
decremented for that region.

aggregate properties All values contained in the aggregate can be used
to choose S. For instance, larger S values can be chosen for aggregates
covering larger geographic regions.

aggregate context Aggregate context refers to all information that has
been used to create an aggregate A, that is, all information in P⋊⋉(A).
For instance, S can be chosen smaller if the values in P⋊⋉(A) exhibit a
high standard deviation ς.

These levels have different underlying trade-offs. The system context offers
a constant security protection with known probabilities of an attacker succeed-
ing. Moreover, the bandwidth usage can be calculated, and S can be chosen to
support a certain aggregate area, as discussed in Section 7.6. Static context is a
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straight-forward extension, which allows to adapt the system to different envi-
ronments. Both of these adaptivity levels result in a choice of S that is constant
throughout an aggregate’s lifetime, assuming that the context used is coarse
(e. g., city vs. highway). That is, given an aggregate A, each partial aggregate
that was used in A’s creation, as well as each aggregate that may be created
based on A and other aggregates will use the same value for S.

All other adaptivity levels may result in differing values for S during an ag-
gregate’s lifetime. As a consequence, all of these levels require a mechanism
to remove witnesses that were once added to the aggregate but are no longer
required. Consider the following example. Let Here, a and b denote

the aggregate’s
location extent; see
Equations (7.1)
and (7.2).S =







300 m, |b− a| < 1000 m,

600 m, 1000 m ≤ |b− a| < 3000 m,

900 m, otherwise.

(7.32)

That is, S is selected depending on the aggregate geographical area. Further, let
o0, . . . , o9 be observations with the following values and let wi be the witness
containing oi.

o0 := ((0 m, 0 s), 50 km/h),

o1 := ((100 m, 10 s), 50 km/h),

o2 := ((200 m, 20 s), 50 km/h),

...
o10 := ((1000 m, 90 s), 50 km/h).

(7.33)

Now suppose A1 = o0 ⋊⋉ . . . ⋊⋉ o6 is calculated. The aggregate area is
|b − a| = 600 m. Therefore, witnesses w0, w3, w6 are selected as meta-data.
Then A1 is disseminated further and a different vehicle calculates A2 = A1 ⋊⋉

o7 ⋊⋉ o8 ⋊⋉ o9 ⋊⋉ o10. Because of the new aggregate area, S = 600 m and wit-
nesses w0, w6, w10 are selected. The previously added w3 is discarded. For the
basic scheme, such removal of witnesses is trivial. For the optimized scheme us-
ing meta-data compression, we presented a method to remove witnesses using
IBAS in Section 7.6. In both cases, note that the adaptation of S must take into
account that aggregating vehicles do not have access to all possible witnesses.
For instance, the vehicle creating A2 cannot access o1, o2, o4, and o5 anymore.

The previous example clearly saves bandwidth for larger aggregates, but it
may open new attack vectors due to the larger choices for S. In particular, the
mechanism makes it relatively easy for an attacker to forge large aggregates,
which in turn may have larger impact on other vehicles. Thus, the example
adaptation mechanism favors dissemination area over integrity protection. In
general, we can group adaptation mechanisms into those that focus on dissem-
ination area maximization and those that focus on integrity protection as the
primary optimization metric. The respective other goal is then used as a sec-
ondary metric. We argue that using integrity protection as the primary metric
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should be favored because area-centric mechanisms may lead to unpredictable
attack vectors as discussed above.

Area maximization adaptivity, such as in the example discussed above, can
be applied by the aggregating vehicles and independently verified by receiving
vehicles without additional information. For instance, each receiving vehicle
can verify whether the attached amount of meta-data corresponds to the ag-
gregate area. For integrity-centric mechanisms, received aggregates may not
suffice to verify the meta-data selection. Consider the following two examples.

1. To use dynamic context, such as previous attacks, vehicles need to cre-
ate and maintain a database of previous attacks associated with differ-
ent parts of the road network. Further, the database should be loosely
synchronized between aggregating and receiving vehicles so that both
expect the same values for S. Possibly, additional messages need to be
exchanged to achieve synchronization.

2. To use aggregate context, such as standard deviation of used values, the
standard deviation within the aggregate area needs to be independently
verified by the receiving vehicle. The standard deviation ς added by the
aggregating vehicle may have been forged. Verification is only possible
if the receiving vehicle has access to other redundant information about
the aggregate area, such as atomic observations from other vehicles or
aggregates created from different vehicles.

As can be seen, information from the aggregation protocol needs to be aug-
mented with other historical information and redundant information. The mech-
anisms to gather and evaluate such additional information may be orthogonal
to the integrity mechanism itself, and it may itself be subject to attacks. We
therefore argue that adaptation of the integrity mechanism should not be an
intrinsic part of the mechanism itself. Rather the mechanism should offer suit-
able parameters, such as the witness granularity S. The configuration of these
parameters should then be performed by a generic framework, which takes
into account several security mechanisms and their interrelations. We present
such a framework in Chapter 11, which we will use to evaluate the adaptation
strategies we proposed in this section.

7.8 summary

We have presented a basic scheme for integrity protection of in-network ag-
gregation. To detect attacks, additional meta-data in the form of witnesses is
added to each aggregate. A security parameter S ensures that enough meta-
data is selected to thwart attacks while incurring minimal bandwidth overhead.
We evaluate the basic scheme’s integrity protection against the attacker model
presented in Section 4.4.3 and present enhancements to decrease bandwidth
overhead. An IBAS-based signature scheme offers best witness compression
while preserving the flexibility to dynamically adapt the security parameter S.
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Finally, we discussed adaptivity strategies for S and motivate the need for a
generic framework to combine and adapt mechanisms, rather than implement-
ing adaptivity separate for each security mechanism. The presented scheme can
be used in different traffic situations, but its overhead is linear in the geographic
area covered by aggregates. For very large areas, the overhead may be too high
despite the introduced compression mechanisms.
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8
8.1 overview

This chapter is a
revised and extended
version of our
publication [14].
Preliminary
investigations for this
chapter were
conducted as part of
a supervised master
thesis [209].

The scheme we presented in Chapter 7 provides protection against aggregate
manipulations. However, applying the optimized scheme presented in Section 7.6,
the bandwidth overhead still grows linear in the aggregate area for a fixed ag-
gregation granularity S. In the basic scheme, the overhead is linear in the geo-
graphic area, as well as in the timespan represented by an aggregate. Another
problem is that the scheme is sensitive to duplicate information. That is, mul-
tiple reports about the same event may bias aggregation. Here, we present a
protection mechanism that performs better in these two aspects.

The underlying aggregation mechanism is based on DYN with two notable
changes. First, we observe that traffic information on a highway is more rele-
vant for approaching upstream vehicles than for downstream vehicles. There-
fore, the scheme aims to disseminate information predominantly upstream.
Second, we introduce an agreement phase where vehicles determine the ex-
tent and characteristics of an event, which we separate from the phase where
the event information is verified, attested, and disseminated. This separation
allows to use more lightweight cryptography.

We employ a three-phase approach for combining flexible aggregation with
cryptographic integrity protection, as shown in Figure 8.1. First, vehicles dis-
seminate atomic observations about their current position, time and speed.
Observations are forwarded and aggregated with other downstream observa-
tions until the edge of a homogeneous traffic stretch is detected. We use a local
algorithm to detect these edges: each vehicle examines its neighborhood for
changes in velocity. In Figure 8.1, the blue area marks the homogeneous area,
and A is the aggregate containing information about the whole area. In this
phase, integrity-protected FM sketches are used for protection.

In the second phase, the preliminary aggregateA is disseminated again to all
participating vehicles, this time upstream. In this phase, each vehicle signs the
preliminary aggregate to attest its correctness, as shown by the σi’s in the figure.
Finally, a third phase is used to disseminate the finalized, signed aggregate A

further upstream to other vehicles that are not driving within the aggregation
area. As aggregates do not change anymore during the finalization and dissem-
ination phases, multi-signatures [31] and identity-based cryptography [50] are
used to keep security overhead low. For instance, the final aggregate A only
carries a multi-signature σ1 ◦ · · · ◦ σ4 instead of the 4 individual signatures. In
the following, we describe each phase in more detail.

The scheme focuses mainly on aggregation of traffic information. An adap-
tation to, for instance, parking spot aggregation, is conceivable but requires
adaptation of the scheme. Specifically, the first phase would need to be modi-

131
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Phase 1:

A1 A1 A1 ◦ A2 =: A

Phase 2:

(A, σ4)(A, σ4 ◦ σ3). . .A := (A, σ4 ◦ · · · ◦ σ1)

Phase 3:
A

Aggregation area

Figure 8.1: Overview of our three-phase security approach.

fied, whereas phases two and three could be re-used and benefit from the multi-
signatures’ low overhead.

8.2 aggregation phase

The goal of the aggregation phase is to collaboratively determine the average
velocity within a stretch of road with homogeneous traffic, as well as the road
stretch’s extent. To do so, we present a data representation format that allows
for duplicate-insensitive information fusion, a communication protocol, and
an integrity protection mechanism. Note that the aggregation mechanism is
only used by vehicles within the same traffic situation. Once the aggregated
information reaches the border of the traffic situation, the aggregate enters the
finalization phase.

Using probabilistic
sketches.

To represent information, we use two kinds of probabilistic sketches. The ma-
jor advantage of sketches is their duplicate insensitivity, which comes at the ex-
pense of probabilistic results [114]. So no matter how often a vehicle contributes
to an aggregate, its values will only be counted once, and no extra storage is re-
quired to achieve this duplicate insensitivity.

Using an add() operation, sketches can directly represents counts of distinct
values. Sums of arbitrary integer values can be represented by concatenating n
add() operations to add the value n. An evaluate() operation is used to extract
the estimated number of distinct elements from a sketch. An average can be
represented by dividing a sum sketch by a corresponding count sketch.

In our case, information is represented using two averages: one representing
the center position of the aggregate area – that is, the average of all contained
vehicle positions relative to a fixed point – and one representing the average
velocity. For the sum sketches, we use FM sketches, which have been applied
by a number of aggregation mechanisms discussed in Section 3.5. Moreover,
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Algorithm 8: FM sketch functions
data: Let Si = si,1, ..., si,w be a bit field of size w and let S1, . . . , Sm be the set of

bit fields to use.
data: Let h be a geometrically distributed hash function with positive integer

output, that is, P(h(x) = i) = 2−i .

function init()
for 0 < i ≤ m d o

for 0 < j ≤ w d o
si,j ← 0

end
end

end
function add(x)

i ∈R {1, . . . , m} /* sketch to add to */
j← h(x) /* position in sketch */
si,j ← 1

end
function estimate()

ρ← 0.775351

Z ← 0

for 0 < i ≤ m d o /* find Si's longest 1-bit sequence */
Z ← Z + min({j ∈ N0 : j < w ∧ si,j+1 = 0} ∪ {w})

end
return m

ρ · 2Z/m

end

several approaches for securing FM sketches already exist and can be adapted
(see Chapter 5). To increase FM sketch accuracy, we use probabilistic counting
with statistical averaging (PCSA), as suggested in Flajolet and Martin’s paper
[70]. For counts, we use linear counting sketches (LC-sketches) [167], because
they offer better accuracy for a small number of added elements, as argued by
Fan and Chen [63].

We have already discussed the FM sketches data structure in Section 3.5; we
summarize the main functions in Algorithm 8 based on [114]. LC-sketches are
similar in that they also use a bit array of size w ≪ n to estimate the number
of distinct elements in a stream of length n. Algorithm 9 summarizes the LC-
sketch functions.

Description of
complete data
structure.

Our complete data structure works as follows. Whenever a vehicle contributes
to an aggregate, it adds its identity to an LC-sketch representing the count of
the aggregate’s contributors c. In addition it adds its velocity to an FM sketch
v. The average aggregate velocity can then be estimated as v/c.

The use of sketches to represent the aggregate’s geographical area is more
complex, but it is required to achieve duplicate insensitivity and to be able to
apply the same integrity protection mechanism to both the average velocity and
the geographical area. Our goal is to represent the aggregate area by the average
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Algorithm 9: LC-sketch functions
data: Let S = s1, ..., sw be a bit field of size w.
data: Let h be a uniformly distributed hash function with positive integer output.

function init()
for 0 < i ≤ w d o

si ← 0

end
end
function add(x)

i← h(x) /* position in sketch */
si ← 1

end
function estimate()

Z ← {0 < i ≤ w : si = 0} /* number of 0-bits */

return −w ln
|Z|
w

end

R1 R2d1
d2

d3

(d1, d2, d3) C F

(a) Calculation of aggregate dimensions.

C F

|F − C| |F − C|

A

(b) Interpolation of aggregate area.

Figure 8.2: Calculation and representation of the aggregate area. First, vehicles encode
their relative distances di to a reference point R1. The aggregate area is then
estimated by the approximate center C, which is determined as the di ’s aver-
age, and the finalizing vehicle position F.

position of all vehicles contributing to the aggregate. To represent vehicle posi-
tions as small integer values, we introduce a set of reference points R1, . . . , Rn

along the street. The reference points are fixed and can be derived by each ve-
hicle knowing the distance between two reference points and having a map of
the road network. Each vehicle then encodes its position as relative distance di

to the last reference point it passed, as shown in Figure 8.2a. The di values are
added to an FM sketch d. The aggregate center C can then be approximated as
d/c.

Leading over to
finalization phase.

The aggregation process continues downstream until the end of a homoge-
neous stretch of traffic is encountered. Each receiving vehicle compares the
known vehicle speeds in its direct neighborhood to evaluate whether it is at
the border of a homogeneous stretch. Once a border is reached, the position
F of the vehicle that detected the border – the so-called finalizing vehicle – is
added to the aggregate. The aggregate center C together with F can be used to
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estimate the total area covered by the aggregate, as shown in Figure 8.2b. The
underlying assumption is that vehicles within a homogeneous stretch of traf-
fic are uniformly distributed. Then, the distance between the center C and F
estimates the aggregate area’s radius, and 2 · |F − C| is an estimation of the
aggregate’s diameter.

During the aggregation phase, information is forwarded predominantly down-
stream. Each vehicle broadcasts its current velocity and position using sketches
as described above. Receiving vehicles add their own position and speed to the
sketch and re-broadcast the packet if they are further downstream. To avoid
collisions, each vehicle uses a random delay before broadcasting. Once the ag-
gregate reaches the finalizing vehicle, the aggregation phase ends. At this point,
vehicles within a stretch of homogeneous traffic have determined their average
velocity and the road stretch extent.

Integrity protection
for sketches.

We use an integrity protection mechanism similar to those proposed by Han
et al. [78] and Garofalakis et al. [72]. All data structures we use are based on bit
arrays, which are initially filled with 0s and subsequently set to 1 according
to different algorithms. Despite possible hash collisions, the majority of 1-bits
can be expected to be set by mutually different vehicles. Therefore, each vehi-
cle that sets a previously 0 bit to 1 in a sketch adds a signature to protect the
sketch integrity. The signature contains the reference point Ri, the bit’s position
in the sketch, as well as the current time period. Adding the reference point
ensures that signatures cannot be re-used by other vehicles from different lo-
cation areas. Similarly, the time period ensures freshness of the signatures. To
save bandwidth, IBAS (cf. Section 7.6) can be used instead of regular ECDSA
signatures.

Note that certain attacks on this protection scheme are possible. To repre-
sent the sums using FM sketches, each vehicle adds multiple values to a sketch.
Therefore, some signatures in one sketch may be created by the same vehicle.
An attacker could potentially exploit this and falsely set bits in a sketch to 1
to inflate the sketch value. To hinder this form of attack, receiving vehicles
can use probabilistic approaches to verify value plausibility. For instance, ag-
gregates with unrealistic velocity averages can be discarded. In addition, it is
statistically unlikely that the majority of signatures in a benign sketch originate
from the same signer. Such aggregates can be discarded, too.

Note that the bandwidth overhead of these signatures is significant. Each ag-
gregate is represented by a total of 3 sketches: 1. sum of vehicle positions, 2. sum
of vehicle velocities, and 3. count of vehicles. Within each sketch, the number of
signed 1-bits rises as more vehicles participate in the aggregate. However, the
sketch-based integrity protection is only used in the aggregation phase. Because
such messages are only exchanged amongst vehicles within the same traffic sit-
uation, only one aggregate must be disseminated at a time. Moreover, the max-
imum amount of signatures is bound by the cumulative size of all sketches. For
further dissemination, where more than one aggregate about several different
traffic situations is disseminated, we will use a different, light-weight protection
mechanism.
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8.3 finalization phase

Once the aggregation phase is ended by the finalizing vehicle, the resulting ag-
gregate should represent a common view of the traffic situation area and aver-
age velocity. The goal of the finalization phase is to re-disseminate the aggre-
gate throughout the aggregation area and perform an agreement protocol. The
agreement protocol takes the integrity-protected sketches from the aggregation
phase as input and replaces it by a lightweight integrity protection. We first de-
scribe the integrity protection conceptually. Then we discuss an extension that
eliminates problems introduced by redundant broadcast dissemination.

During the finalization phase, messages are disseminated upstream starting
at the finalizing vehicle. Due to the collaborative nature of the protocol, it is
possible that multiple finalizing vehicles exist. Before re-broadcasting finalized
aggregates, vehicles therefore wait a certain time interval. If multiple finalized
aggregates are received during this time, only the finalized aggregate from the
vehicle with the lowest id is disseminated further. Each vehicle in the aggre-
gation area that receives the finalized aggregate performs a number of data-
consistency checks. Namely, it verifies that the signatures on the sketches are
not all created by the same vehicle. In addition, it checks whether the average
velocity contained in the aggregate is similar to the own velocity and that of
direct neighbors. If all checks pass, the vehicle signs the finalized aggregate and
broadcasts it. The list of distinct signers serves to increase confidence in the
aggregate’s correctness.

To lower overhead, we use an identity-based multi-signature scheme, which
Gentry and Ramzan [73] present as a stepping stone towards their IBAS scheme,
and which we used for meta-data compression in Section 7.6. Like aggregate
signatures, multi-signatures require a list of signer public keys and certificates
to be attached to the aggregate for verification. Again, we exploit that identity-
based cryptography allows to use short strings as public keys, which serve a
dual-purpose as implicit certificates. The key difference to the mechanism dis-
cussed in Section 7.6 is that we use multi-signatures here. Multi-signatures re-
quire that all signers agree on a common message. In this scheme, the aggre-
gation phase serves to create this message. The advantage of multi-signatures
over aggregate signatures is that they require less computation steps. In addi-IBAS require a

randomness factor w,
which can be re-used
up to k times, and for

larger values of k,
computation of

signatures is
expensive. w is not

required for
multi-signatures. For

details on w’s
computational
impact, see [73].

tion, more vehicles sign their agreement to the message content. In the scheme
we presented in Chapter 7, only a subset of all vehicles in the aggregation area
are added to the aggregate. Here, all vehicles in the aggregation area can con-
tribute to the multi-signature, which increases confidence in the correctness
of the contained information. Multi-signatures can be created incrementally.
That is, each vehicle that verified the aggregate content can contribute to the
existing multi-signature and attach its public key to the aggregate.

Once signatures have been added to the multi-signature, however, they can-
not be removed without invalidating the signature. The missing removal can
be a problem in our broadcast dissemination setting. When a vehicle receives
several partial aggregates with overlapping multi-signatures, it cannot calcu-
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late a joint multi-signature without producing duplicate signature entries. For
example, suppose a vehicle receives two aggregates with multi-signatures:

A1 = (. . . , (σ1 · σ2), pk1, pk2) (8.1)
A2 = (. . . , (σ1 · σ3), pk1, pk3). (8.2)

If the vehicle would combine both aggregates, it would calculate the multi-sig-
nature (σ1 · σ2 · σ1 · σ3), which contains σ1 twice. For successful verification,
pk1 would then also need to be included twice in the resulting aggregate, con-
suming unnecessary space. A counter could be used instead to signify how of-
ten a public key needs to be used during verification. But an attacker could
increase the counter, which constitutes a denial-of-service attack. To solve this
issue, we essentially delay the multi-signature calculation by one hop. Each ve-
hicle adds its own signature σi separately and integrates σi−1 from its predeces-
sor into the multi-signature. This approach detects and corrects a majority of
overlaps that happen in the direct vicinity of vehicles.

At the end of the finalization phase, the finalized aggregate is accompanied
with a multi-signature and a list of identities that serve as public keys, which
attests to the aggregate correctness.

8.4 dissemination phase

Once the finalized aggregate reaches the opposite end of the traffic situation,
it is transformed for further dissemination outside the aggregation area. The
sketches used during the aggregation and finalization phase can be discarded
and replaced by their estimate values. The multi-signature is kept and serves as
integrity protection during further dissemination. The multi-signature is not af-
fected by the changes to the information, because the multi-signature has been
created on the aggregate’s values (e. g., average velocity) instead of their repre-
sentation (e. g., the FM sketches). During the dissemination phase, any generic
broadcast [e. g., 24] or a secured geocast [e. g., 18] can be used. Receiving ve-
hicles can evaluate the multi-signature to derive confidence in the aggregate’s
correctness. For instance, the number of signers should correlate with a func-
tion of the geographical area and the claimed average velocity.

8.5 securit y evaluation

We use a highway setting to evaluate the security of our mechanism. Vehicles
are initially placed randomly on a 5 km long 2-lane highway. We simulate a
low density setting with 200 vehicles and a high density setting with 800 ve-
hicles. Honest vehicles try to maintain a target speed of 90 km/h. We select
a random fraction of all vehicles to behave as independent attackers. Simula-
tions are repeated with attacker ratios of 0–10 percent. Attackers implement
the FAKE attacker model we introduced in Section 4.4.3 and create messages
pertaining to a traffic jam. Table 8.1 summarizes the sketch sizes used in our
implementation. Note that we store the vehicle locations with a granularity of
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Table 8.1: Sketch sizes used for evaluation.

Use Granularity Type No. sketches Sketch size Total size

Participant count 1 LC 1 64 bit 64 bit

Location 10 m FM 4 8 bit 32 bit

Velocity 1 km/h FM 8 8 bit 64 bit

10 m to lower the values added to the FM sketch and reduce the required sketch
size.

Evaluation scenarios. We compare four different scenarios to verify our implementation and assess
the achieved integrity protection.

mechanism 1: The no security mechanism is a modified implementation
of our scheme that uses the same decision, fusion, and dis-
semination mechanism but does not validate information
or check signatures.

mechanism 2: The full mechanism implements all security mechanisms
we discussed, namely FM sketch protection during the ag-
gregation phase, as well as multi-signatures in the dissem-
ination phase..

mechanism 3: The lightweight mechanism performs the aggregation phase
without security mechanisms, but uses the multi-signature
agreement discussed for the finalization phase.

mechanism 4: The SAS mechanism is an improved implementation of
Han et al.’s proposal [78], which uses protection mecha-
nisms similar to those we use in the aggregation phase but
lacks the finalization phase and its multi-signatures.

All four mechanisms are compared to the baseline, which represents the cor-
rect real world situation as derived from the mobility model. Calculating the
difference between a scenario and the baseline implements the quantification
model discussed in Section 6.3.3. We compare against SAS, because of its similar
application of FM sketches for protection of aggregates. Moreover, we evaluate
a variation of our scheme (Scenario 3), because it offers a different trade-off
between bandwidth use and integrity protection. Even when the aggregation
phase is not integrity protected, most attacks should be detected during the
finalization phase due to the data consistency checks applied.

Figure 8.3 shows the simulation results for different vehicle densities and
fractions of attacking vehicles. We vary the amount of attackers from 0 (i. e.,
no attackers) to 0.1 (i. e., 10 percent attackers), as shown on the x-axes. The y-
axes show the average perceived speed according to the aggregated information
available to the vehicles. We repeated each simulation 8 times with different ran-
dom seeds to eliminate statistical effects. The error bars in the graphs show the
standard deviation of the averaged values.
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Figure 8.3: Attack impact for different scenarios, different fractions of attackers, and dif-
ferent vehicle densities.
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In the low density setting (Figure 8.3a), both the full and the lightweight
mechanism perform well and closely represent the baseline despite growing
fractions of attackers. The higher standard deviation in face of attacks shows
that the attacker has an impact on some vehicles, but on average, the attacker
information is correctly filtered. The decreasing average velocity of the no se-
curity implementation shows the attacker’s impact without countermeasures,
which validates the implementation of the attacks. Without security in place, 5
percent attackers can lower the average perceived speed by 15 km/h. The stan-
dard deviation increases significantly, which indicates that the attacker is even
more successful for some vehicles. Also noteworthy is that the SAS mechanism
consistently underestimates the speed, even without any attacker. The reason
is that SAS uses the – in this situation – less accurate FM sketches for counting
the number of participating vehicles. The simulation results, therefore, validate
our choice of LC-sketches as a complementary sketch for vehicle counts.

In the high density setting (Figure 8.3b), the approximation of the baseline
is generally less accurate for all mechanisms. This result shows the inherent
inaccuracies of the sketches, which increase when more distinct elements are
added. Moreover, the higher vehicle density causes more heterogeneity in the
traffic situation due to the cars following a mobility model, which is reflected
in the simulation results. The heterogeneous traffic especially impacts the no
security implementation of our scheme. Here, outliers impact the estimation
in the same way as attackers. Both the lightweight and the full security imple-
mentations of our scheme successfully compensate these effects, as well as the
attacker information. The difference to SAS, however, is lower in the high ve-
hicle density setting.

Successful attack
detection.

Note that both the full and the lightweight implementation of our security
mechanism successfully detect attacks. In both the low density and high density
setting, the full security implementation’s estimations are, on average, closer
to the baseline. However, differences are not significant. We, therefore, con-
clude that the lightweight security implementation may suffice especially for
aggregates about small and medium size geographic regions, such as those we
simulated. For larger areas or more heterogeneous traffic situations, the full im-
plementation, including the aggregation phase security, offers additional pro-
tection. In those cases, vehicles participating in the finalization phase cannot
determine aggregate correctness purely based on their own sensor values and
are more reliant on the signatures added during the aggregation phase.

8.6 bandwidth overhead analysis

The mechanism’s security overhead is comprised of two major components:

− the aggregate signatures on the various sketches used during the aggre-
gation phase,

− the multi-signatures used during the finalization phase, and

− the requirement of multiple phases before information is disseminated.



8.6 bandwidth overhead analysis 141

We first calculate the total security overhead, which occurs if the full scheme is
implemented. We then compare the full overhead to the lightweight variant’s
overhead. To simplify our model, we neglect transmission delays due to the
multiple phases in our calculations. However, we amount for the phases’ over-
head by factoring in that each information item needs to be represented twice
and cumulating the respective overhead in our calculations.

Factors for overhead.The most overhead of the full scheme is incurred during the finalization
phase. Here, the security overhead created during the aggregation phase is still
attached to the aggregate, and the multi-signatures are created in addition. Un-
like the overhead of the scheme presented in Chapter 7, the overhead of this
scheme depends on a number of factors in addition to the aggregate’s geograph-
ical area. Let

− x be the aggregate’s geographical area,

− D be the vehicle density measured in vehicles per meter,

− V be the average velocity, and

− P(x) be the sum of distances to the closest reference point.

All factors but the relative distance P(x) are constant. To approximate P(x),
we assume that vehicles are uniformly distributed along the road. Then, there
is one vehicle every 1/D meter on the road. The first vehicle’s relative position
is 0 meter, the second position is 1/D meter, the third 2/D meter, and so forth.
In general the sum of positions is

P(x) =
xD

∑
k=1

k

D
=

1

D

xD

∑
k=1

k =
1

D

(xD)(xD− 1)

2
=

x2D− x

2
. (8.3)

The overhead due to the aggregation phase depends on the number of bits
set to 1 in the various sketches, because each 1-bit is signed by the vehicle that
first set it. Normally, we use the number of 1-bits in a sketch to approximate the
number of distinct elements contained. Here, we invert the sketch approxima-
tion formulae to get an approximation for the number of 1-bits dependent on
the number of vehicles contributing to the sketch, which in turn depends on
the aggregate’s area. The approximation formulae, therefore, are different for
LC-sketches and FM sketches.

We use LC-sketches to count the contributing vehicles. For an aggregate area
of x, the average number of contributors is x · D. Applying the LC-sketch esti-
mation formula (see Algorithm 9), we have

xD = −w ln
w− Nc

w
, (8.4)

where Nc is the number of 1-bits in the sketch. Solving Equation (8.4) for Nc

yields an approximation formula for the number of 1-bits, i. e., the number of
signatures, dependent on the aggregate area:

Nc = max(w− w · 1

exp( xD
w )

, w). (8.5)
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For each signature, we use the IBAS scheme introduced in Section 7.6. As
stated in Section 8.2, each participant signs the aggregate’s reference point (en-
coded as a floating point value), the bit position in the sketch, and the current
time period. Each participant further attaches its public key. In addition, a sin-
gle aggregate signature is attached, which represents each participant signature.
The total security overhead for the LC-sketch is, therefore,

(1) sketch position
(2) public key

(3) reference point
(4) time

(5) aggregate
signature

Ocount = Nc · ( 1
︸︷︷︸

(1)

+ 16
︸︷︷︸

(2)

) + 4
︸︷︷︸

(3)

+ 4
︸︷︷︸

(4)

+ 64.75 bytes
︸ ︷︷ ︸

(5)

. (8.6)

For encoding relative positions on the road, FM sketches are used. Each vehi-
cle contributes its own position by adding a corresponding number of distinct
elements to the sketch. Each vehicle adds a relative position, and the sum of all
relative positions added to the sketch is approximated by P(x), as explained
in Equation (8.3). The result is divided by the granularity (10 m) with which
positions are encoded (see Table 8.1). The FM sketch is evaluated by counting
the longest sequence of 1-bits. Analogous to the LC-sketch, we invert the es-
timation formula to get the number of 1-bits that will be signed. Due to the
construction of the hash function, the number of 1-bits not contained in the
initial sequence is negligible. Therefore, we have the following approximation
for the 1-bit count Np of the position sketch:

Np = min

(

m · log
P(x)

10 ρ

m
, m · w

)

. (8.7)

Thus, the overhead due to the position sketch is

Oposition = Np · (1 + 16) + 4 + 4 + 64.75 bytes. (8.8)

For the velocity, we assume an average velocity, which is added by each vehicle
that contributes to the sketch. Therefore the average velocity V is added x · D
times. Other than that, the approximation for the velocity FM sketch is analo-
gous to the position sketch approximation:

Nv = min

(

m · log
xDVρ

m
, m · w

)

(8.9)

and

Ovelocity = Nv · (1 + 16) + 4 + 4 + 64.75 bytes. (8.10)

The total overhead of the aggregation phase is then

Osketches = Ocount + Oposition + Ovelocity

= (Nc + Np + Nv) · (1 + 16) + 4 + 4 + 64.75 bytes.
(8.11)

Note that only a single aggregate signature, reference point, and time period
are required, because signatures on all sketch bits can be aggregated and time
period and reference point are identical for all signatures.
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During the finalization phase, the additional overhead is determined by the
added multi-signature. Moreover, the finalizing vehicle’s position is included
to calculate the aggregate area, and the list of public keys that corresponds to
the multi-signature participants. However, many public keys used in the final-
ization phase will overlap with keys used in the aggregation phase and need
not be added again. Asymptotically, the signers of the sketch bits are a subset
of the multi-signature contributors. The reason is that only some vehicles set
sketch bits to 1, but all vehicles contribute to the multi-signature. Therefore, we
reduce the number of extra public keys by the combined number of 1-bits in
all sketches (Nc + Np + Nv). The additional overhead is, therefore,

(1) position
(2) public key
(3) multi-signature

Ofinalization = 4
︸︷︷︸

(1)

+max(0, xD− (Nc + Np + Nv)) · 16
︸︷︷︸

(2)

+

64.375 bytes
︸ ︷︷ ︸

(3)

. (8.12)

In the full scheme, the total overhead is the combined overhead of the aggre-
gation and finalization phase. Hence,

Ofull = Osketches + Ofinalization. (8.13)

In the lightweight scheme, only the finalization phase incurs security overhead.
For the aggregation phase, only the total size of all sketches needs to be added.
Of course, there is no overhead reduction due to overlapping public keys. Hence,

(1) position
(2) public key
(3) multi-signature

Olightweight = 20 bytes + 4
︸︷︷︸

(1)

+xD · 16
︸︷︷︸

(2)

+ 64.375 bytes
︸ ︷︷ ︸

(3)

. (8.14)

Figure 8.4 shows the security overhead of the full scheme for a low vehicle
density and a high vehicle density setting and different average velocities. We
assume that the sketch sizes are set as shown in Table 8.1 and that reference
points are 10 km apart (P = 5000 m). The average velocity is V = 5 km/h
and V = 50 km/h, and the vehicle density is D = 0.04 and D = 0.16 vehicles
per meter. All parameters are equivalent to the settings we chose for the security
evaluation in Section 8.5. The x-axis shows the geographical area covered by
an aggregate, and the y-axis shows the corresponding approximate overhead
consumed by security meta-data in bytes. The dotted line shows the MTU of
1500 bytes for reference.

Evidently, the scheme requires considerable overhead. The major influence
on the overhead is the vehicle density D. The different average velocity V also
changes the overhead, but it is negligible compared to the vehicle density. The
reason is that the vehicle density influences all three sketches, whereas the ve-
locity only influences the number of 1-bits in the velocity sketch. Moreover,
the overhead in all configurations is logarithmic for geographically small aggre-
gates and then becomes linear. During the logarithmic phase, the overhead is
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Figure 8.4: Security overhead of full scheme for different traffic scenarios.

determined by the number of 1-bits in the sketches. As shown in Equations (8.5)
and (8.7), the number of 1-bits grows logarithmically. In this phase, most of the
vehicles that contribute to the multi-signature also set a sketch bit to 1, so the
extra overhead for public keys to verify the multi-signature is small. At some
point the sketches reach their maximum capacity, that is, almost all sketch bits
are set to 1. For aggregates larger than that, the major overhead factor are the
additional public keys that are necessary for multi-signature verification. Note
that the aggregated values will become inaccurate when the sketches reach their
capacity limit. On the other hand, larger sketches incur more overhead due to
the higher amount of signatures and public keys.

In all scenarios, the amount of verification meta-data quickly saturates the
MTU. In the lowest density and velocity setting, at most 900 m can be covered
with one packet. Therefore, the full scheme should only be used in situations
where attacks are likely and a high amount of integrity protection is required.
The lightweight scheme, as shown in Figure 8.5, requires less overhead. Still,
at most 2200 m can be covered with a single packet. Therefore, both the full
scheme and the lightweight scheme should not be used in isolation. Rather they
need to adapt to different attack probabilities and used in combination with
other schemes that use less overhead. Still, especially the full schemes serves
to demonstrate that protection of aggregation against attacks by a variety of
attackers is possible and can be integrated with duplicate filtering.
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Figure 8.5: Security overhead of lightweight scheme for different traffic scenarios.

8.7 adaptivit y

Fundamentally, the multi-signature scheme can be adapted in the same way
as the atomic-observation-based scheme (see Section 7.7). That is, adaptation
can be static, based on context, or based on aggregate contents. However, the
parameters that can be adapted are different. Namely, we can adapt the follow-
ing parameters to achieve different trade-offs between security and bandwidth
usage.

sketch sizes Larger sketches result in less hash collisions when adding el-
ements, which results in more signed 1-bits from different vehicles. Due
to the sketch construction, the number of signatures increases logarith-
mically with the sketch size for FM sketches and converges exponentially
towards the size for LC-sketches.

multi-signature participation In the basic implementation, all ve-
hicles contribute to the multi-signature during the finalization phase. Al-
ternatively, only a fraction of vehicles can participate.

light weight vs. full scheme Depending on context, the protection
during the aggregation phase can be used or not.

For the LC-sketch that represents the vehicle count, an increased number
of sketch bits directly results in less hash collisions. That means, more different
vehicles attach signatures to the sketch and confidence in the sketch correctness
increases. Each vehicle adds at most one 1-bit, so attackers that alter the sketch
by more than one bit can always be detected.
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Figure 8.6: Average number of 1-bits set per sketch participant.

For the FM sketches, the situation is different. Both FM sketches represent
sums. Therefore, each vehicle adds more than one 1-bit. Attackers can exploit
this to influence the sketch outcome. When the FM sketch size is adapted, more
bits are available for signing and hash collisions are less likely. But because each
vehicle adds a sum to the sketch, the higher number of available bits also makes
it more likely that more 1-bits are set by the same vehicle. Figure 8.6 shows
this effect. We simulated 100 vehicles that each add a value of 50 km/h to the
sketch. We implement an algorithm that maximizes the diversity of signatures
on the sketch: when a vehicle wants to set a bit to 1 that was already set to 1
earlier, it adds its signature to the bit only if the new vehicle has signed less
bits than the old vehicle. The varying total sketch sizes are achieved by altering
the size of a single bit array (w) or altering the number of bit arrays per sketch
(m). The two data sets show varying numbers for either w or m; the respective
other value is set to 8. The y-axis shows the average number of bits set to 1 per
vehicle. While the average number of bits set is the same for variations of w and
m, the standard deviation is more predictable when adapting m. We therefore
argue that adapting m is better for integrity protection. Due to the low standard
deviation, a data-consistency mechanism can check whether each contributing
vehicle has set the same number of bits to 1.

Figure 8.7 shows an additional benefit of adapting m over adapting w. Here,
the y-axis shows the number of unique contributors, that is, the number of
unique vehicles that added a signature to the sketch. When adapting w, the
number of unique contributors stagnates at 65, which is due to the geometric
hash function that is used to add values to a bit array in FM sketches. When
adapting m, however, the number of contributors increases with the sketch
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Figure 8.7: Number of unique sketch participants.

size. The reason is that the bit array that an element is added to is chosen uni-
formly from the number of bit arrays m. Therefore, the chance that a vehicle
contributes is higher than when adapting w.

Hence, it is more useful from an integrity protection viewpoint to adapt m
instead of w. However, m cannot be adapted during the evolution of aggregates.
When an aggregate is created with a specific value for m, it cannot be changed
during the aggregate’s lifetime. For adapting m, vehicles therefore need a com-
mon understanding of the currently required value for m. Contrarily, w can
both be increased and decreased during an aggregate’s lifetime. These alter-
ations are enabled by the geometric hash function. The w-th bit of a sketch
with size w is only set to 1 with probability 2−w; the (w + 1)-th bit will be
set with probability 2−(w+1). Due to this lowering probability for increasing w,
the chance that the sketch approximation is altered by adding more bits is con-
siderably lower than for a uniformly distributed hash function. Likewise, bits
can be removed from an existing sketch without altering its approximation as
long as the initial uninterrupted sequence of 1-bits is kept intact. In summary,
m-adaptation offers better integrity protection, but w-adaptation offers more
flexibility for adaptations during aggregate lifetime.

Adapting the number of multi-signature participants is similar to adapting
S in the atomic-value scheme (Chapter 7). The number of signers directly in-
fluences the security overhead due to the changed number of public keys re-
quired for signature verification. When only a fraction of all possible vehicles
contribute to the multi-signature, the overhead reduction is a constant factor,
and the overhead size is still linear in the aggregate’s geographical area. In ad-
dition to using a fraction of signers, we can also define a target number of vehi-
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cles that need to participate in the multi-signature and stop signing after that
threshold is reached. This second option was not possible for the atomic-value
scheme, because there, the atomic witnesses need to be uniformly distributed
over the aggregate’s geographical area. Now, we can exploit the opposing dis-
semination directions during the aggregation and finalization phase. When an
aggregate enters the finalization phase, it must already represent the whole ag-
gregate area. Therefore, a fixed small number of multi-signers suffices to ensure
aggregate integrity. An attacker further upstream cannot modify the aggregate,
because the existing multi-signature is bound to the whole aggregate content,
whereas in the previous scheme, each signature attests to a single atomic value.

Similarly, because of the distinct dissemination phases, a possible adaptivity
is the choice between using the full scheme or the lightweight scheme. If the
lightweight scheme is used, the aggregation phase is unprotected. Therefore,
vehicles can only use their local sensor readings as plausibility checks during
the finalization phase. Consequently, multi-signature participants should be
uniformly distributed throughout the aggregate’s geographical area to ensure
that the claimed velocity is valid for the whole claimed area. In this constella-
tion, a fixed threshold of signers does not suffice to protect the aggregate, but a
fraction of signers can still be used to adapt overhead.

In summary, the multi-signature-based scheme offers more options for adap-
tivity, but configuration is more complex and some parameters’ influence on in-
tegrity protection is not intuitive. However, the scheme’s security can be scaled
to withstand strong attackers. We will discuss different adaptation strategies
and their implementation in Chapter 11.

8.8 summary

We have presented a scheme that exploits predominant information dissemina-
tion directions to achieve integrity protection. Observing different aggregate
lifetime phases, we implemented an agreement phase that is separate from ag-
gregate finalization and further dissemination. During the agreement phase, we
use LC-sketches and FM sketches to implement duplicate insensitivity, which
achieves better information quality. Moreover, the integrity protection is better
than that of the scheme presented in Chapter 7, because more vehicles can con-
tribute to a multi-signature that attests to an aggregate’s correctness. Moreover,
the distinct and opposing dissemination directions during aggregation and fi-
nalization phase allow for a wider range of data consistency checks. Finally, the
scheme offers several parameters for adaptivity, which can be configured to im-
plement different trade-offs between security overhead and geographical area
that can be covered. On the downside, the scheme’s overhead is considerably
higher than that of the previous scheme when full protection is implemented.
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9
9.1 overview

The clustering
mechanism
description
(Section 9.2) is a
revised version of our
publication [4].
Preliminary
investigations for the
clustering mechanism
were conducted as
part of a supervised
master thesis [226].
The security
mechanism
(Sections 9.4 and 9.5)
is a revised and
extended version of
our publication [9].

In the following scheme, we eliminate two drawbacks of the scheme we dis-
cussed in Chapter 8. The first drawback is that information is forwarded through
the aggregate region twice to enable average velocity agreement. The double
forwarding is necessary due to the fully flexible information dissemination,
but it introduces additional overhead. Second, information is attested using
multi-signatures. While identity based signatures can be used to limit the multi-
signature overhead, the required space still grows linearly in the number of ag-
gregate participants.

To achieve better efficiency, we introduce an additional dissemination struc-
ture using a clustering mechanism. Clustering has received some attention in
the VANET research domain [77, 143], but it is often argued that cluster struc-
tures cannot be maintained due to high vehicle mobility. As the basis for the
cluster-based security mechanism, we design a clustering mechanism that is
specifically tailored to aggregation. Vehicles are clustered according to their
relative velocity to find stretches of similar speed. Because velocity is used for
clustering, the scheme is mainly applicable to aggregation of traffic information.
Other forms of information, such as parking spot availability, may be benefit
from our security protocol, but would not benefit from the homogeneous clus-
ters.

The clustering mechanism enables agreement on average velocities within
the cluster structures. We assume that clusters form a trusted unit in the sense
that it is infeasible for an attacker to control the majority of vehicles within one
cluster. This trust assumption can be problematic in smaller clusters. There-
fore, we only consider clusters with a minimum size of τ as trustworthy in the
cluster-based security protocol. Because clusters with a minimum size of τ are
trustworthy, it is sufficient to create a proof protocol between two neighboring
clusters. Once a neighbor cluster – which is again a trusted unit – has verified
an aggregate, the proof information of the original cluster can be stripped.

In the following, we first present and evaluate the underlying clustering mech-
anism in Sections 9.2 and 9.3. We then explain our security approach for intra-
cluster agreement and inter-cluster dissemination in Section 9.4. We evaluate
our approach regarding the achieved security and required bandwidth over-
head in Sections 9.5 and 9.6, respectively. In Section 9.7, we discuss how our
mechanism can be adapted to different traffic situations.

9.2 simil arit y-based clustering

In general, the goal of a VANET clustering protocol is to identify groups of
vehicles that share certain properties, such as geographic location or velocity.

149
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Once groups are formed, usually one vehicle per group assumes a special role,
the so-called cluster head. The cluster head performs maintenance operations,
such as allowing new vehicles to join the cluster or handling vehicles that leave
the cluster because their properties become too different from the rest of the
group. Often, clustering protocols use geographic location to form clusters. But
heterogeneous velocities may lead to unstable clusters if geographic positions
are used as cluster formation criterion.

We propose a clustering protocol design that results in more stable clusters
in vehicular networks by integrating mechanisms from current in-network ag-
gregation schemes. In Section 3.6.3, we argued that an in-network aggregation
scheme generically consists of a decision, fusion, and dissemination compo-
nent. In particular, the mechanisms often used for aggregation decision com-
ponents for traffic information systems can be applied to clustering protocols to
find more stable clusters. Current aggregation mechanisms [e. g., 51, 3] use flex-
ible decisions based on relative velocity and other parameters in addition to ve-
hicle location. By doing so, they improve on earlier approaches for in-network
aggregation, which were mostly based on location intervals [e. g., 170]. There-
fore, we expect velocity-based clustering to improve cluster stability compared
to clustering protocols that are based on location intervals. Once stable clusters
can be assumed, clustering can improve the fusion and dissemination compo-
nents of in-network aggregation. When cluster members stay within commu-
nication range for some period of time, they can agree on their average veloc-
ity and other values, and the cluster head can eliminate duplicates to improve
information quality, as discussed in Section 3.4.3. Cluster heads can also orga-
nize information dissemination to neighbor clusters, which lowers the band-
width overhead that opportunistic dissemination mechanisms typically incur.
Finally, clustering is beneficial for integrity protection, because cluster mem-
bers can interactively agree on and create a proof of aggregated values.

Integrating
aggregation decisions

and clustering.

The key factor for integration of clustering and in-network aggregation is the
adaptation of aggregation decisions to the cluster formation process. Generally
speaking, our goal is to cluster vehicles that share similar characteristics. For
instance, vehicles within a traffic jam or vehicles driving in a convoy will result
in very stable cluster structures, because they share similar locations and mo-
bility patterns. We argue that dynamic characteristics of nodes, such as their
relative velocity and driving patterns, should be given a higher priority for clus-
tering decisions than their geographical location parameters. The reason is that
heterogeneous vehicle velocities are one of the main reasons why existing work
often argues that clustering fails in dynamic networks [110]. In this context,
we use the relative average velocity (vrel) between nodes as the main clustering
metric. In addition, we also use the transmission range as secondary clustering
criterion. That is, clusters are established exclusively between nodes located in
each other’s proximity and within single-hop transmission range to the cluster
head. According to our hypothesis, nodes with similar velocities vi ≈ vj (i. e.,
vrel −→ 0) will create more stable clusters.
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9.2.1 Cluster Formation

We base our message exchange and cluster formation protocol on cluster-based
location routing (CBLR) [151] but replace CBLR’s cluster joining criterion to im-
plement velocity-based clustering. Cluster formation starts with each node en-
tering the so-called cluster undecided (CU) state. While in the CU state, nodes
broadcast a hello message to announce their presence to possible neighbors
and start a timer Trand, within which they waits for replies, including a hello
message from a possible adjacent cluster head (CH). Note that hello messages
can be piggy-backed on existing beacons (e. g., CAMs [195]) to minimize clus-
tering overhead. If during this time interval a CU node receives a hello packet
from a CH, it automatically becomes a cluster member (CM) of that CH’s clus-
ter. In case a node receives two hello packets, it joins the cluster with the more
similar mobility pattern. If the node receives no messages, it becomes a CH.

Velocity Threshold
Condition.

In order to implement relative-velocity-based clustering, we introduce a ve-
locity threshold condition. Intuitively, whenever a CU node is about to connect
to a CH, the two exchange their average velocities using hello packets. Both
nodes then compare the local and received values and check if the difference
is less than or equal to the preset threshold. The joining node’s average velocity
is compared with the average velocity of all nodes already participating in the
cluster (vavg(cluster)) to increase cluster stability. Only if the average velocity of
a CU node and the cluster are similar, the velocity threshold condition is met
and the node joins the cluster. Namely, a CU joins if:

vrel = |vavg(node) − vavg(cluster)| ≤ vthreshold. (9.1)

Here, we require that velocities are represented as one-dimensional values. In
case of multiple nearby highways, the criterion can be extended by consider-
ing a highway id as additional criterion. In city scenarios, velocities can be ex-
pressed as vectors to distinguish streets in different directions. Both extensions
can be added without changing the mechanism’s concepts.

To further increase cluster stability, we use an exponential moving average
of past speed values for clustering decisions, which is based on the last n mea-
surements, instead of only the node’s current speed. This prevents vehicles that
only shortly drive the with the same speed as the existing cluster, which is a
drawback of Rawshdeh and Mahmud’s proposal [143]. Consider as example a
vehicle that accelerates to overtakes another vehicle but generally drives slower
than the cluster. Also, a weighting factor α is used to give a higher importance
to the newest velocity value (vcurrent). Namely,

vavgk
= α · vcurrent + (1− α) · vavgk−1

, (9.2)

where vavgk−1
is the last calculated node average velocity and vavgk

is the cur-
rently calculated average velocity.
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9.2.2 Cluster Maintenance and Re-clustering

Once nodes have joined a cluster, the velocity threshold condition is constantly
re-verified at each periodic hello packet exchange between the CH and its
CMs. If the difference does not exceed the threshold defined in Equation (9.1),
the CM stays in the cluster. However, if this condition is not met, the CM will
leave the cluster. In case the CH itself changes velocity, it performs the same
checks. However, the CH cannot simply leave the cluster. Instead it determines
the CM with the velocity that is closest to the cluster average vavg(cluster) as soon
as the CH violates the threshold condition. The CH then broadcasts a packet,
which hands over CH duty to the CM with the closest velocity. The old CH then
enters the CU state until it encounters a new cluster or neighbor vehicle.

Merging clusters. Whenever two CHs enter each other’s communication range, they consider
whether to merge their clusters. The CHs compare their cluster average veloci-
ties and check whether the velocity threshold condition is satisfied:

|vavg(cluster_1) − vavg(cluster_2)| ≤ vthresh. (9.3)

Only if the threshold condition is fulfilled, will the clusters initiate the merging
procedure.

In order to decide which CH of the previous clusters will be the cluster head
of the merged cluster, both CHs compare their node average velocity with the
other cluster’s average velocity:

δ1 = |vavg(CH1_node) − vavg(cluster_2)|, (9.4)

δ2 = |vavg(CH2_node) − vavg(cluster_1)|. (9.5)

If δ1 < δ2, CH1 becomes the new cluster head; otherwise, CH2 becomes the
new cluster head. We use the cluster average velocity in this situation, because it
characterizes the dynamic mobility properties of the cluster as a whole. The CH
election is won by the CH whose node average velocity is closer to the cluster
average velocity of the other cluster. This selection process ensures that the new
CH will move along with the existing cluster for a longer period of time.

9.3 cluster stabilit y evaluation

In the following, we evaluate our clustering mechanism by comparing the ex-
pected cluster stability of our scheme and a location-based clustering scheme,
which clusters purely based on location of vehicles. The protocols’ main differ-
ence is their cluster joining criteria:

− The baseline protocol, location-based clustering, clusters all vehicles that
move into mutual communication range, independently of their velocity.

− Our protocol, velocity-based clustering, clusters only vehicles that satisfy
the velocity threshold condition, i. e., that have similar velocities, as ex-
plained in Section 9.2.
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Figure 9.1: Average cluster membership changes for position-based clustering and
velocity-based clustering.

Our main reason for introducing a clustering protocol is to provide stable
structures for the security mechanism we present in Section 9.4. Therefore, we
focus our evaluation on determining cluster stability. For a quantitative com-
parison of both clustering approaches, we use cluster membership changes.
Whenever a vehicle joins a cluster or leaves a cluster in the simulation, the mem-
bership changes counter is increased by 1.

Figure 9.1 shows the cumulative number of membership changes for both
clustering mechanisms on a 10 km stretch of highway with 3 lanes. Vehicles
are initially distributed randomly along the highway, but they approach a road
block at the 10 km mark, which leads to a traffic jam towards the end of the
simulation runs. The x-axis shows the vehicle density expressed as total num-
ber of vehicles in the simulation, and the y-axis shows the corresponding total
number of membership changes per simulation run with standard deviation,
averaged over 10 simulation runs.

Velocity-based
clustering performs
better than
position-based
clustering.

Velocity-based clustering consistently performs better than position-based
clustering. Moreover, the difference is bigger for lower vehicle densities. The
reason is that higher vehicle densities lead to slower and more homogeneous
traffic along the highway. When vehicles move slower, they do not change posi-
tions as rapidly, which is beneficial for position-based clustering. But velocity-
based clustering also benefits from more homogeneous traffic. Our results show
that for 300 or more vehicles, the cluster membership changes decreases despite
increasing numbers of vehicles. Similarly, the number of membership changes
does not change for position-based clustering for densities between 500 and
600 vehicles.
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1
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Figure 9.2: Overview of clustering security components. Cluster C1 creates a proof ρ1,
which C2 forwards unmodified, because C2 is too small. However, C3, a
larger cluster, creates a new proof ρ2 and discards ρ1.

For higher vehicle densities, that is, above 600 vehicles, both clustering mech-
anisms show linearly increasing membership changes. Velocity-based cluster-
ing still outperforms position-based clustering, and their difference remains
constant. The reason for this behavior is the saturated communication chan-
nel for high vehicle densities. In both implementations, vehicles periodically
exchange hello messages with their cluster heads. Vehicles will leave their
cluster if they did not receive a hello message from their CH after 3 beacon
intervals. As more messages get lost due to MAC contention, cluster member-
ship changes increase despite vehicles not physically moving. Simulation re-
sults underline that velocity-based clustering leads to at least as stable clusters
as position-based clustering, independent of vehicle density. For many vehicle
densities, velocity-based clustering leads to significantly fewer cluster member-
ship changes.

9.4 securit y approach

Our cluster-based security mechanism is built on the assumption that clusters
of vehicles serve as a trustworthy unit. That is, we assume that it is unlikely that
attackers compromise the majority of vehicles within a cluster. In Section 4.4,
we discussed that an attacker in our model can compromise the key material of
at least one vehicle. The total number of controlled vehicles, however, will be
small, because attackers are assumed to require full physical access to compro-
mise vehicles and their key material. Let n be the number of vehicles that an
attacker can compromise. Then clusters with at least τ > 2n members can be
assumed trustworthy if majority decisions are used to agree on a cluster-wide
aggregated view.

The goal of our integrity protection mechanism is to make the majority de-
cision verifiable within the cluster and to create a bandwidth-efficient proof of
the decision to be disseminated to neighboring clusters. Moreover, the mecha-
nism needs to provide a fallback option for clusters with fewer than τ members.
Figure 9.2 shows an overview of the mechanism. Four clusters C1, . . . C4 are
distributed along a road. Vehicles in C1 created an aggregate A1, which is dis-
seminated to C2 and then further downstream. At the same time, other clusters
may create aggregates that may be merged with A1; we omit these in the figure
for clarity. The security mechanism is comprised of four main components.
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1. Within C1, vehicles communicate their atomic observations to the clus-
ter head which calculates an aggregated value A1 and disseminates it
within the cluster. All cluster members can verify the aggregated value
based on atomic observations from other cluster members that they over-
heard by applying models for plausible traffic behavior (cf. Section 4.6.3).

2. C1’s members then interactively create a proof ρ1 that can be dissemi-
nated to neighboring vehicles along with A1. The semantic of ρ1 is that
it proves that at least n + 1 vehicles have participated in a majority de-
cision and are confident that A1 is a correct representation of the traffic
situation on the road segment covered by C1.

3. C2 cannot be assumed trustworthy, because its size is smaller than τ.
Therefore, C2 can only participate in forwarding information from C1

to C3. It does not create an own proof but forwards (A1, ρ1).

4. C3 is a larger cluster (i. e., has at leatst τ members) and is, therefore, as-
sumed trustworthy. Hence, C3 will not forward ρ1 but instead create an
own proof ρ3 that replaces ρ1. The semantic of ρ3 is that the (honest) ma-
jority of C3’s members have verified ρ1’s correctness. In addition C3 may
have merged A1 with its own aggregate A3 in case they are both part of
the same traffic situation.

The components can be grouped in the interaction within the cluster between
cluster head and cluster members, which we detail in Section 9.4.1, and the
dissemination protocol between clusters, which we discuss in Section 9.4.2.

9.4.1 Intra-cluster agreement

Within a cluster, our security mechanism is based on data consistency mecha-
nisms. Each cluster member i periodically broadcasts its current velocity (vi),
location (pi), time (ti), and a signature on the values, as well as its public key
and certificate:

oi = ((pi, ti), vi, σi(·), pki, certi). (9.6)

The cluster head collects all observations from all n cluster members and cal-
culates the cluster’s aggregate:

A := (([ min
1≤i≤n

pi, max
1≤i≤n

pi], max
1≤i≤n

ti),
1

n

n

∑
i=1

vi). (9.7)

The cluster aggregate is then broadcasted by the cluster head in subsequent bea-
cons. Each cluster member verifies whether the claimed average cluster speed
deviates from the own velocity by at most the cluster joining threshold vthreshold.
Also, each member verifies that the claimed aggregate time is current and that
the own location is within the interval claimed by the aggregate. Moreover, the
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aggregate interval may not be significantly larger than 2r where r is the approx-
imate wireless range, because clusters are only formed between vehicles within
communication range of the cluster head. If all of these checks hold, the cluster
member signs the cluster aggregate and attaches σi(A) to subsequent beacons.

The cluster head collects all signatures σi(A). If at least τ signatures can be
collected, we can assume that A is a correct representation of the situation in
the cluster. While the cluster head is responsible for collecting all signatures
σi(A), all other cluster members can overhear the signed messages, as well.
We exploit this overhearing to detect malicious cluster heads. If a cluster head
disseminates an aggregate A, and cluster members do not overhear at least τ

signatures within a certain time period, they will ignore all further communica-
tion from the cluster head. Moreover, all honest cluster members change their
state to CU and re-start the clustering process, excluding the malicious cluster
head.

Once the cluster head has collected at least τ signatures on the aggregate A,
it can communicate the aggregate content to neighbor clusters to further dis-
seminate the aggregated values and possibly merge them with other aggregates,
implementing hierarchical aggregation.

9.4.2 Inter-cluster dissemination
Proof of τ to neighbor

clusters. When a cluster aggregate A is disseminated to neighbor clusters, they cannot
use data consistency alone to judge the correctness of A’s values. Instead, we
create a proof that at least τ vehicles within the cluster that created A checked
its consistency and disseminate that to the neighbor cluster. Ideally, the proof
should represent all n ≥ τ members of the original cluster.

The easiest way to create such a proof would be to attach all atomic signatures
σi(A) to the aggregate and disseminate them to the neighbor cluster. In traffic
jams and other homogeneous traffic situations, however, hundreds of vehicles
may form a cluster. Therefore, the naïve approach would consume too much
bandwidth. Instead, we use an estimator to prove the number of cluster mem-
bers agreeing to A. The technique to use estimators in this way was originally
proposed by Hsiao et al. [82] to validate event reports in VANETs. We extendSee Section 5.3 for a

discussion of Hsiao
et al.’s mechanism.

their approach to the more dynamic setting of in-network aggregation, as well
as to support hierarchical aggregation.

Estimators are used in the database domain to approximately count distinct
elements within a stream in a single pass and with a sub-linear memory com-
plexity. Hsiao et al. [82] use the z-smallest estimator to create a proof of an
event. We instead use the newer HyperLogLog data structure proposed by Fla-
jolet et al. [69] as an extension of FM sketches and further developed by Google
[81]. In addition to providing a bandwidth-efficient proof of participant num-
bers, the estimator provides our mechanism with a means to detect duplicates
when aggregates are merged hierarchically.

In applying estimators to integrity protection, the goal is to select a subset of
size s≪ n of all cluster member signatures to be disseminated to the neighbor
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cluster such that the probability that an attacker can successfully forge s signa-
tures and still convey n total cluster members is negligible. To achieve that, we
exploit that a hash function that cannot be determined by the attacker is used
to create the estimator data structure. And we use the hash function and the es-
timator data structure to select the subset s of signatures that are disseminated
to the neighbor cluster.

Namely, we create an integrity-protected HyperLogLog estimator of the clus-
ter size as follows. The HyperLogLog data structure consists of m = 2b, b ∈
Z>0 registers. Each register M[i], 1 ≤ i ≤ m is initially set to 0. To add a value
v, a single 32-bit hash function is used

h : D → {0, 1}32. (9.8)

Then, the first b bits of h(v) are used to determine the register M[i] to use. Of
the remaining bits, the length l of the initial uninterrupted sequence of 0 bits
is counted. The register M[i] is then updated as follows:

M[i] = max(M[i], l). (9.9)

Note that the estimated probability of l initial uninterrupted zeros occurring
is 2−l . Thus, the number of distinct elements per register M[i] can be estimated
as 2l . The estimated total number of distinct values is then calculated as the
harmonic mean of each register’s value:

E := αmm2

(
m

∑
j=1

2−M[j]

)−1

, (9.10)

where αm is a correction factor that depends on the number of registers m. The
expected error of the estimator is in the order of 1.04/

√
m [69].

To build the HyperLogLog estimator for the number of cluster participants,
we add the tuple

(A, pki) (9.11)

for each cluster member i to the estimator. Let {σπ(1)(A), . . . , σπ(m)(A)} be
the m signatures for which adding their corresponding tuple contributed the
maximum register values. Then

ρ = (σπ(1)(A), . . . , σπ(m)(A)) (9.12)

is the proof that is communicated to the neighbor cluster. Note that the proof
size is at most m signatures, independent of the cluster size. The receiving clus-
ter verifies that all m signatures are valid and recreates the estimator data struc-
ture using the public keys and A. It then calculates the estimate E and verifies
that E ≥ τ. Because the HyperLogLog data structure is determined by adding
the aggregate value A and the public keys pki corresponding to a correct sig-
nature on A, an attacker cannot inflate A. The reason is that A is determined
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C1 C2 C3 C4 C5

A1 �� A2 �� A3

A2 �� A3 �� A4

Figure 9.3: An example of overlapping aggregates received by a cluster.

by the information that the attacker wants to disseminate. That is, the attacker
cannot choose A at will without altering the traffic situation A represents. Even
if the attacker would be able to choose public keys at will, they would still need
to brute force the hash function to find public keys that result in desired hashes
with long runs of 0 bits [82].Hierarchical

aggregation with
duplicate detection.

So far, we discussed the exchange of aggregates between directly adjacent
clusters. However, the goal of aggregation is to disseminate information far-
ther than that. As shown in Figure 9.2, other clusters will disseminate not only
their own aggregates but also a subset of aggregates received from other clus-
ters. Moreover, clusters may merge their own aggregates with aggregates from
other clusters and only forward the merged result. Such merging will happen
if multiple clusters are part of the same traffic situation, such as a long traffic
jam.

For example, consider the situation shown in Figure 9.3 where 5 clusters are
all part of the same traffic jam. Here, clusters C1, C2, and C3 have merged their
aggregates, as have C2, C3, and C4. Cluster C5 receives both Ax = (A1 ⋊⋉

A2 ⋊⋉ A3) and Ay = (A2 ⋊⋉ A3 ⋊⋉ A4). If C5 simply combines both
merged aggregates, the values of A2 and A3 would be counted twice, result-
ing in a biased aggregate, as discussed in Section 3.4.3. To prevent such biases,
we again exploit the HyperLogLog data structure. Using estimators to detect
duplicates and eliminate bias has been applied in earlier work, such as Lochert
et al. [114], as well as our mechanism discussed in Chapter 8. Here, we use the
distinct counting capability of estimators to estimate the number of elements
in the intersection of two aggregates.

Whenever two aggregates A1 and A2 are merged, the estimator for the num-
ber of participants is updated as follows. Let M1 be the estimator for A1’s par-
ticipants and M2 be the estimator for A2’s participants. Then

∀1 ≤ i ≤ m :M[i] = max(M1[i], M2[i]). (9.13)

As discussed by Flajolet et al. [69], this operation is equivalent to counting the
distinct elements in the merged lists in the first place. Let E(Ax ⋊⋉ Ay) be the
estimate of two aggregates’ union, calculated as explained above.

Suppose a cluster now receives the two aggregates Ax and Ay, which are the
result of merging several cluster aggregates. The number of vehicles in their
intersection can be estimated by

I = E(Ax) + E(Ay)− E(Ax ⋊⋉ Ay). (9.14)
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If I > 0, it is likely that merging Ax and Ay would introduce a bias in the
merged aggregate. Therefore, we choose to keep these aggregates separate and
disseminate them separately to neighboring clusters. Proof of hierarchically

aggregated values.When values are aggregated hierarchically, the original proof information
becomes invalid. The participants of the first clusters signed their correspond-
ing maximum entries, which are changed due to the hierarchical aggregation.
Rather than combining the proofs, we again exploit that a cluster with at least
τ members is considered trustworthy to create a new proof. Suppose a cluster
C2 has merged aggregates A1 and A2 as explained above and wants to com-
municate A1,2 = (A1 ⋊⋉ A2) to a third cluster C3. First, C2’s cluster head
disseminates the merged aggregate A1,2, as well as A1 and A2 to its cluster
members. All cluster members verify that A1,2 is a correct aggregation of A1

and A2. They also verify that A2 corresponds to the traffic situation in the clus-
ter. Finally, the cluster members verify that A1 was received before and that it
was accompanied by a proof ρ1. Once cluster member i successfully performed
these checks, it creates a signature σi(A1,2) and broadcasts it.

The cluster head creates an estimator M using the received signatures, which
attests to the number of cluster members in C2. In addition, it creates an estima-
tor M′ by merging the estimators of A1 and A2 as explained above. The cluster
head then forwards a proof ρ2, as well as a difference-encoded estimator E′ for
A1,2 to C3, where

ρ2 = (σπ(1)(A), . . . , σπ(m)(A)), (9.15)

E′ = (M[1]−M′[1], . . . , M[m]−M′[m]). (9.16)

Note that C2 only proves the number of its own cluster members, but it ad-
ditionally creates an estimator for the merged aggregate. We use the proof for
verification of trustworthiness, and we use the combined estimator to detect
overlaps during further hierarchical aggregation, as explained above. We only
use C2’s proof, because we assume that the cluster as a unit is trustworthy if
it has at least τ members. Therefore, we assume that C2’s members can attest
that they checked the previous cluster’s proof. Only if C2 does not merge the
received aggregate will it keep the old proof information. Dealing with small

clusters.So far, we assumed that clusters contain at least τ members and can, there-
fore, create valid proofs for aggregated values. If a cluster is smaller than τ mem-
bers, it cannot participate in the aggregation process. That is, it can create an
aggregate pertaining to the traffic situation within the own cluster and can cre-
ate an estimator and a proof for it. But since less than τ members can be proven
by the estimator, receiving clusters should not have high confidence in the re-
ceived information. Moreover, clusters with less than τ members cannot merge
aggregates at all. Still, information from small clusters may be used if can be ver-
ified by other means, such as data consistency checks. Instead, they forward the
received aggregates unmodified and including the original proofs from sending
clusters. This approach may incur additional bandwidth overhead in favor of
higher security. However, we argue that in accordance with the attacker model
(Section 4.4), τ need not be large. Because attackers need to physically compro-
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mise cars to obtain key material, and since key certificates will have a limited
lifetime, τ = 10 may already offer sufficient protection.

9.5 securit y evaluation

Our security mechanism is built on the assumption that clusters of a minimum
size τ form a trustworthy unit due to the assumption of an honest majority.
Once the minimum size τ is reached, a majority vote assures correct aggrega-
tion within a cluster, as discussed in Section 9.4.1, and an integrity protected
HyperLogLog sketch assures the reaching of the threshold τ to other clusters,
as discussed in Section 9.4.2. The security primitives used are based on well
known cryptography, such as ECDSA cryptographic signatures, which we as-
sume to be secure against attacks. Rather than verifying the underlying cryp-
tographic primitives, we therefore focus our security analysis on the clustering
behavior of the vehicles, as well as the behavior of the sketch integrity protec-
tion.

In particular, we analyze how likely the cluster size threshold τ will be reached
in different scenarios in Section 9.5.1. Based on these results, we discuss how
many vehicles an attacker needs to compromise to successfully alter aggregates
of typical cluster sizes, thereby implementing a FAKE or CONCEAL attack (cf.
Section 4.4.3), in Section 9.5.2. Concluding the security evaluation, we discuss
implications of the HyperLogLog sketch for hierarchical aggregation in Sec-
tion 9.5.3.

9.5.1 Average cluster size

We assume that clusters form units of trust if they have a certain minimum size
τ. If many clusters on a road have less than τ members, the security mecha-
nism will have a considerably higher bandwidth overhead, because those clus-
ters do not participate in hierarchical aggregation. To create stable and large
clusters with high probability, we designed a velocity-based clustering mecha-
nism, as outlined in Section 9.2. Figure 9.4 shows the average cluster size for
different vehicle densities on a 5 km highway stretch with 3 lanes. The x-axis
shows the total number of vehicles in the simulation and the y-axis shows the
corresponding average cluster size with standard deviation for 10 simulation
runs with randomized vehicle positioning.

Most clusters are
sufficiently large.

As expected, the average cluster size increases as the number of vehicles in-
creases. In particular, the average cluster size is at least 10 vehicles for 100 or
more vehicles on the 5 km highway. That is, if there is at least one vehicle every
150 m per lane, the average cluster size will be, on average, 10 vehicles or more.
Because we assume that an attacker needs to physically compromise a vehicle
to obtain key material, a threshold cluster size of τ = 10 may already offer
sufficient integrity protection, as argued in Section 9.4. Therefore, simulation
results show that the security mechanism applied to velocity-based clustering
will reach the required cluster size threshold in most traffic densities. In partic-
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Figure 9.4: Average cluster sizes for different vehicle densities.

ular, the mechanism can benefit from large cluster sizes in high traffic density
settings.

9.5.2 Sketch manipulation

We use a HyperLogLog sketch to represent a proof of cluster size using signifi-
cantly fewer total cryptographic signatures than there are cluster members. The
number of signatures used corresponds to the parameter m of the sketch. The
smallest possible value is m = 4 [81], corresponding to 2m = 16 total sig-
natures. Because the subset of included signatures is determined by a hash of
vehicle public keys, the attacker cannot freely add signatures to the sketch. But
if the attacker were to possess all public keys that are added to the sketch, it
could create a false proof of an arbitrary cluster size.

In Figure 9.5, we analyze how likely it is that an attacker can create a false
proof of cluster size. We use a HyperLogLog data structure with 2m = 16 reg-
isters. For each register, the signature of the public key that contributed the
maximum register value is kept, as discussed in Section 9.4.2. We randomly
select a subset of all vehicles to be controlled by the attacker and plot the corre-
sponding attack success probability. An attacker is considered successful if all
signatures attached to the HyperLogLog data structure are created by vehicles
under attacker control. Figure 9.5 shows attack success percentage for 10 000
random clusters with different sizes. The graphs show that the success proba-
bility is sub-linear in all cases. That is, if an attacker controls n percent of all
vehicles within a cluster, the success probability is much smaller than n. The at-
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Figure 9.5: Probability of attacker success for different cluster sizes and numbers of at-
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Figure 9.7: Average sketch estimate for different numbers of inserted items.

tack success only rises as the attacker controls almost all of the vehicles within
a cluster.

In Figure 9.6, we show the average absolute number of sketch signatures con-
trolled by an attacker. Here, the increase is linear. That is, if attackers control n
percent of all cluster members, they control, on average, n percent of all signa-
tures in the sketch.

9.5.3 Hierarchical aggregation accuracy trade-offs

The HyperLogLog data structure we use as proof of cluster size is a probabilistic
mechanism. Therefore, certain error margins in the estimated cluster size are
to be expected. For inter-cluster dissemination and hierarchical aggregation
decisions, we use the intersection formulae shown in Equation (9.14), which
combines several sketch estimates and may introduce an even larger error. Ex-
isting work by Heule et al. [81] analyzes the behavior of HyperLogLog sketches
and concludes that they offer sufficient accuracy for large counts and large val-
ues for m. Because we expect smaller counts of vehicles and small values of m,
we conduct a separate study to analyze the probabilistic nature of HyperLogLog
sketches in our setting.

Sketch accuracy.Figure 9.7 shows the cluster size as estimated by the sketch (y-axis) for cluster
sizes between 0 and 200 vehicles, as shown on the x-axis. The standard devia-
tion is shown for 10 different random clusters per cluster size. For m = 4, cor-
responding to 16 attached signatures, the standard deviation is high, especially
for larger clusters. Setting m = 6 decreases the standard deviation significantly
but results in 64 attached signatures. Figure 9.8 shows the estimates for the clus-
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Figure 9.8: Average sketch estimate for different numbers of intersecting items.

ter intersection size for m = 4 and m = 6. Here, the values on the x-axis rep-
resent the size of the intersection between two clusters. To generate the graphs,
random clusters are generated that intersect in x elements. The standard devia-
tions are comparable to the insertion comparison. However, the line for m = 4
clearly shows a bias that is introduced, because the intersection formulae use
three estimates and their errors accumulate. For intersection sizes between 0
and 50 vehicles the sketch with size m = 4 consistently over-estimates the
intersection size. For larger intersection sizes, the sketch under-estimates the
intersection size consistently.

Both the insertion estimates and the intersection estimates show a clear trade-
off. For the smallest value m = 4, the error introduced by the sketch is consid-
erable. Yet, the resulting estimate is still sufficient for integrity protection. The
goal of the cluster size proof is to make it unlikely that an attacker can suc-
cessfully control all attached signatures. As shown in Figure 9.5, this goal is
achieved. The error margin can be compensated by increasing the cluster size
threshold τ accordingly. For instance, if τ = 10 is the desired value and the
sketch error is 5, setting τ = 15 will compensate the error.

For the intersection accuracy, the situation is different. With m = 4, the
intersection criterion only offers a rough indication for cluster member inter-
section. Setting m = 6 improves the estimate considerably, but using 64 signa-
tures for each cluster size proof is infeasible due to bandwidth constraints.

To achieve a better trade-off between integrity protection, bandwidth con-
sumption, and intersection accuracy, we can change the signature selection
scheme for the cluster size proof. Namely, we can only include a randomly se-
lected subset of all signatures when creating the cluster size proof. For instance,
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Figure 9.9: Number of attacker-controlled signatures in HyperLogLog sketch for differ-
ent cluster sizes and numbers of attackers using m = 6.

we set m = 6 but only include 16 randomly selected signatures instead of
64. Since the dependency between attacker-controlled vehicles and number of
controlled signatures in the sketch is linear the assumption is that the attacker
success will still be negligible for larger cluster sizes. Figure 9.9 confirms this
assumption. For a cluster size of 50 vehicles, the attacker needs to control, on
average, 20 vehicles to be able to present 16 out of 64 signatures. For a 100
vehicle cluster, 28 vehicles need to be attacker-controlled. Thereby, we can ben-
efit from the higher accuracy of larger sketches while maintaining the lower
security overhead.

9.6 bandwidth overhead analysis

For each cluster with at least τ members, the constant overhead size only de-
pends on the number of signatures used in the cluster size proof. Since only one
cluster size proof is kept even for hierarchically aggregated values, the band-
width overhead relative to the covered stretch of road is lower if the overall
traffic situation is more homogeneous. In the following, we assume that all
clusters are larger than the threshold τ. Let l be the average size of a stretch
of homogeneous traffic and s be the number of signatures attached to an aggre-
gate. Further, assume that aggregate signatures are used for signing the sketch
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values, as well as signing the public keys, similar to Sections 7.6 and 8.6. The
overhead is then

O =
1

l
(s(32.375
︸ ︷︷ ︸

(1)

+ 12
︸︷︷︸

(2)

+ 1
︸︷︷︸

(3)

) + 2 ·+ 32.375 bytes
︸ ︷︷ ︸

(4)

). (9.17)

(1) public key
(2) key validity, id

(3) sketch value
(4) aggregate

signature

Since s ≥ 16 due to the HyperLogLog data structure, the overhead is consid-
erable for smaller clusters. However, if traffic is homogeneous and clusters are
large, the bandwidth overhead will remain constant in contrast to the mecha-
nisms presented in Chapters 7 and 8.

9.7 adaptivit y

The clustering-based security mechanism requires an average cluster size of at
least τ vehicles to work optimally in terms of bandwidth consumption. Also,
the cluster size proofs benefit from larger cluster sizes, because it is less likely
for an attacker to control the majority of vehicles in large clusters. Therefore,
it is beneficial to use the clustering mechanism in situations where the traffic
along a stretch of road is homogeneous, such as traffic jams. In heterogeneous
traffic situations, the mechanisms presented in Chapters 7 and 8 will provide a
better trade-off between integrity protection and bandwidth consumption.

In addition, the clustering mechanism can be adapted by selecting different
sketch sizes which result in different numbers of attached signatures. When an
attack is more likely, more signatures can be attached to aggregates by selecting
larger values for m. However, increasing m by 1 doubles the number of attached
signatures due to the construction of HyperLogLog sketches. Therefore, only a
subset of all sketch values can be signed, as discussed in Section 9.5.3. Selecting
only a subset of signatures allows a fine-grained adaptation of the consumed
bandwidth depending on current attack likelihood.

9.8 summary

Clustering is not widely used in the VANET research community due to the
ephemeral node contact and due to high vehicle velocity. We designed a clus-
tering mechanism that addresses these issues specifically and is suited for use in
VANETs, because we integrate clustering decisions and aggregation decisions.
Using clustering as a base technology, we achieve larger atomic units of vehi-
cles that remain in mutual communication range for some time. Because an
attacker can only compromise a limited number of vehicles, we can assume a
cluster with a certain number of members as trustworthy.

To transfer this trust, which is built by mutually overhearing communication
within the cluster, to neighboring clusters, we designed a bandwidth-efficient
proof of cluster size. Based on the HyperLogLog data structure, our cluster size
proof is especially beneficial for clusters with a large number of members. As an
additional benefit, the HyperLogLog data structure allows to detect duplicates
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during hierarchical aggregation. Proofs of cluster size are only performed by the
last cluster in a chain of clusters during hierarchical aggregation. The presented
clustering mechanism is, therefore, especially suitable for large stretches of ho-
mogeneous traffic where it outperforms the security mechanisms presented in
Chapters 7 and 8.
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10
10.1 overview

This chapter is a
revised an extended
version of our
publication [5].
Preliminary
investigations for this
chapter were
conducted as part of
a supervised master
thesis [220]. The
redundancy analysis
(Section 10.5) is based
on our publication
[10].

A fundamental problem of using cryptographic security mechanisms for aggre-
gation is that aggregation functions break cryptographic signatures. Moreover,
we have to assume insider attackers can alter their own messages’ content at
will. Therefore we complement the schemes discussed in Chapters 7 to 9 with a
scheme that is based on statistical detection heuristics. We assume that reports
about a large event are observed by multiple vehicles, as discussed in Section 3.6.
Other vehicles can analyze these reports and assume that information received
from the majority of vehicles is correct. This statistical detection approach is
implemented by clustering reported information about the same area accord-
ing to the reported situation and assuming the largest cluster represents the
correct information. When used alone, however, this approach is hindered by
aggregation, as shown in Figure 10.1. Here, a single attacker controls the ma-
jority of incoming paths to a receiving vehicle. Therefore, we propose a combi-
nation of cryptographic signatures and statistical methods that eliminates the
drawbacks of both approaches. The security mechanism is based on a flexible
aggregation mechanism similar to DYN, and we use a traffic information system
to concretize the mechanism’s explanation.

We give an overview of the mechanism concept in Section 10.2 and discuss
the main components in Sections 10.3 and 10.4. To validate the mechanism,
we first introduce metrics for dissemination redundancy and demonstrate that
sufficient redundancy likely exists in aggregation protocols in Section 10.5. Sec-
tion 10.6 analyzes the mechanism’s resilience against our attacker model. We
analyze the expected overhead in Section 10.7 and discuss adaptivity parame-
ters in Section 10.8.

Event region

Honest

Attacker

Receiver

Honest but influenced by attacker

Figure 10.1: A single attacker influencing the majority of forwarding paths.
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Figure 10.2: Information flow of our approach.

10.2 information flow summary

We combine two main components in our mechanism. First, dissemination
paths are traced and made explicit using cryptographic signatures that each
forwarding or aggregating vehicle adds. These so-called forwarding path lists
are then used as filter for situations where few vehicles control many forwarding
paths. The remaining, filtered reports are then used as input to a data mining
algorithm that groups reports by the contained information and retains the
largest group as the likely correct information about an event.

Figure 10.2 describes the information flow within one vehicle from message
reception to message dissemination. Each vehicle operates according to the
same scheme, and the algorithm is run periodically whenever new informa-
tion is received. All received messages are first added to a buffer. Messages can
either contain atomic observations or aggregates. Messages pertaining to old
events are discarded immediately to avoid processing outdated information.
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Next, the information in the reception buffer is clustered according to the
information’s geographical location. The goal is to detect groups of messages
that contain information about a common “event” in a confined geographical
region. At this stage, the clustering is only based on locations. Hence, detected
events group messages with potentially conflicting information. After event de-
tection, the size of each cluster of messages is assessed. Only clusters with more
messages than a pre-defined threshold are further processed. The threshold is
necessary, because our scheme later uses a majority decision to filter conflicting
information. If too few messages are available for an event, a majority decision
would not produce meaningful results. Since the goal of in-network aggrega-
tion is to detect large scale events, all reports about true events are likely to
pass the minimum threshold. If an event is reported by fewer vehicles than de-
fined by the threshold, the corresponding cluster of messages is placed back
into the reception buffer. Likely, more messages about the same event will be
received in the future and the event will pass the threshold in the next iteration.
If no more messages are received, the event will eventually be discarded as too
old. As aggregation is often used to manage a large number of reports about the
same event, however, we argue that it is unlikely that messages are discarded in
this way.

The following steps are executed separately for each detected cluster of mes-
sages. Each message within a cluster can be regarded as a redundant source
of information about the same event. To reduce possible influence of single
attackers, we remove all messages from the cluster that were not received via
node-disjoint paths. As a result, each insider attacker can influence at most one
forwarding path from the event towards the receiving vehicle. To detect node-
disjoint paths, we attach a list of the last nmax forwarders to each message, and
only keep messages with mutually disjoint forwarder lists. We describe the de-
tails of the forwarder list, its integrity protection, and the filtering mechanism
in Section 10.3.

After the “check path list” step, received messages have been clustered ac-
cording to their geographical location and redundant messages received via
partly overlapping forwarding paths have been filtered. However, each remain-
ing group of messages still contains possibly conflicting information, because
no clustering or filtering based on contained information has been applied yet.
In the next step, we use a second clustering process to detect and filter such
conflicts. The second clustering is applied separately for each previously de-

Note that the
homogeneity
assumption may not
hold for highways
with many lanes per
direction; in these
cases, our mechanism
could be adapted to
use lane-exact
location information
and detect conflicts
separately per lane.

tected event. The underlying assumption is that the traffic situation within an
event area should be homogeneous. For instance, in a traffic jam each vehicle
should move at most 5 km/h. Reports about much higher speeds in the same
geographic area are indicators for an attack. Likewise, reports about the num-
ber of free parking spots in the same geographic region should contain similar
numbers. Therefore, the second clustering mechanism groups messages about
the same event by their velocity values. Following the honest majority assump-
tion, only the biggest resulting cluster is kept and accepted as the most likely
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traffic situation. All smaller clusters are discarded as likely attacks. The details
of our clustering approach will be discussed in Section 10.4.

Once outliers have been filtered, all remaining messages about the same event
will be combined to an aggregated message. This is the aggregation mecha-
nism’s fusion component. The aggregated message area can be derived from the
area that was detected by the geographical clustering. Likewise, the contained
velocity is the average velocity of all remaining messages. Moreover, the longest
forwarder path list will be attached to the aggregated message. The aggregating
vehicle adds a new entry to the path list that represents its own forwarder role.
We chose the longest path list, because it offers the highest probability to detect
non-disjunct nodes in the forwarding path for receiving vehicles. Finally, the
aggregated message is signed by the aggregating vehicle and disseminated to
neighboring vehicles using single-hop broadcast. To save bandwidth, only the
aggregated messages for each event are disseminated further, and the separate
redundant messages are discarded. Besides dissemination to other vehicles, the
aggregated message is added back to the own reception buffer to facilitate hier-
archical aggregation. In the future, other messages about different geographical
areas within the same event might be received, which can be aggregated further.

10.3 exploiting multi-path propagation

We already discussed the merits of multi-path propagation in Section 4.6.3. Ba-
sically, it is significantly harder for an attacker to influence multiple or all mes-
sage paths. If a single message is transferred via multiple paths, the receiver
can check for conflicting information received about the same event via multi-
ple paths. But using such statistical methods alone in aggregation protocols has
drawbacks. If an attacker influences few paths, the manipulations can be iden-
tified and eliminated. If an attacker is able to influence the majority of paths
towards a receiving vehicle, statistical methods tend to “trust” the attacker and
to blame the genuine messages to be forged, because it is more likely that there
are more trustful network nodes than attackers.

Verifiable forwarding
history.

To exploit node-disjoint paths, we need to make each message’s forward-
ing history verifiable. Therefore, we introduce an integrity-protected path list,
which we add to every message. Intuitively, each vehicle that forwards messages
adds an identifier to a path list that is kept together with the message. The path
list mechanism is comprised of two parts: an integrity protected path list cre-
ation and a mechanism to filter node-disjoint paths based on the lists. To pre-
vent attackers from altering path lists, we use an adapted version of onion signa-
tures, which were originally introduced by (Raya2006-efficient-secure-aggregation).
The first entry e0 in the path list, generated by vehicle v0, is a signature on a ran-
domly selected value r ∈ N:

e0 = (r, σv0(r), pkv0
certv0) (10.1)
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Algorithm 10: Filtering node-disjoint paths.

data: A list of forwarder lists F = {F1, . . . , Fm}
result: A subset of F containing node-disjoint paths.
K ← ∅

R← ∅

foreach Fi ∈ F d o
if K ∩ Fi = ∅ then

K ← K ∪ Fi

R← R ∪ {Fi}
end

end
return R

where σv0(r) is a cryptographic signature on r generated using v0’s secret key.
Subsequent vehicles create their signature on the previous entry’s signature
rather than the random value:

∀i ≥ 0 : ei+1 = (σvi+1
(σvi

(·)), pkvi+1
certvi+1

). (10.2)

Because each vehicle over-signs the previous vehicle’s signature, an attacker
cannot inject or remove entries in the path list. Contrary to Raya et al. [145], we
keep all onion signatures rather than only the last 2 in order to facilitate path list
verification. To reduce communication overhead, we define a maximum path
list length nmax. Once the entry enmax is added to the list, e0 is discarded, and
so forth. Note that discarding e0 makes verifying e1 impossible, but all other
ei where i > 1 can still be verified. In addition, we define a shorter list entry
format that only contains a short hash of the vehicle’s certificate e′j = h(certvj

)
instead of its signature, key and certificate; and we define a second threshold
nsig < nmax. For each list entry older than nsig, the short entry format is used.
Hence, the complete path list produced by vehicle vi has the following form:

(e′i−nmax
, . . . , e′i−nsig−1

︸ ︷︷ ︸

short certificate hashes

, ei−nsig , . . . , ei
︸ ︷︷ ︸

full signatures

). (10.3)

All short entries e′j cannot be used to detect manipulations, but they can be
used to detect non-disjunct forwarder lists, because they are based on the vehi-
cles’ certificates.

Path list verification.A receiver can use a list of messages pertaining to the same event together
with their respective path lists to filter node-disjoint paths. First, each receiver
checks whether the onion signature chains are correct and discards the mes-
sage otherwise. The path list entries can then be used to derive a list of previ-
ous forwarders for each message. The short entry format e′ already identifies
forwarders; the long format e contains the vehicle’s certificate, which can be
hashed to acquire the same format. Let

Fi = { fi,1, . . . , fi,nmax
} (10.4)
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be the list of forwarders for message i. Then Algorithm 10 takes a list of for-
warder lists and returns a subset thereof that only contains node-disjoint paths.
Intuitively, each forwarder list is added to a list of known nodes K and added to
the result R until duplicates are found, i.e., the intersection of K and Fi is non-
empty. The algorithm can be implemented with little computational overhead.
If K is implemented as a hash set, the intersection check for each path list Fi

takes O(|Fi|). Since |Fi| ≤ nmax has a constant upper bound in our scheme,
the total runtime is O(|F |), that is, it is linear in the number of forwarding
paths per event.

10.4 event and ou tlier detection

Our algorithm uses clustering methods to detect events and outliers. We use a
centroid clustering mechanism [224], which is a hierarchical clustering mech-
anism. The advantage over partitioning clustering, such as the k-means algo-
rithm, is that we do not need to predetermine the number of clusters. Com-
pared to other hierarchical clustering methods, centroid clustering is beneficial,
because it does not suffer from chaining effects.

The chaining effect
describes gradual

growth of clusters due
to incremental
adding of single

elements, which leads
to biased results.

We first give an abstract overview of centroid clustering, before we explain
its application to event detection and outlier detection. First, the elements to be
clustered are represented as feature vectors {v⃗1, . . . , v⃗n}. We define a distance
metric between two vectors:

d : v⃗i, v⃗j 7→ x ∈ R
+. (10.5)

Given the list of vectors to be clustered, centroid clustering evaluates the dis-
tance metric for each pair of vectors and clusters those two with the smallest
distance:

min
i,j∈{1,...,n},i ̸=j

d(⃗vi, v⃗j). (10.6)

Those two vectors are then merged into a cluster and are now represented by
their centroid vector

c⃗ =
1

2
· (⃗vi + v⃗j). (10.7)

The clustering process continues hierarchically, in each step merging the two
(centroid) vectors with the minimum distance. If two clusters are merged, the
new centroid vector is calculated using a weighted average, taking into account
the cluster sizes as weights. The algorithm terminates when the minimum dis-
tance is larger than a defined threshold τ. The algorithm’s initial step takes
O(n2) time, because the distances between all elements need to be calculated.
Afterwards, each step takes O(n) time for finding the minimum distance and
calculating the distances for the newly created cluster. The total runtime is
O(n2). In our case, n is determined by the total number of messages received
by a vehicle during a fixed time period. We argue that the quadratic complexity
is tolerable, because information is aggregated during dissemination, keeping
the number of received messages low.
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Event detection

To detect events, in the first clustering process in our protocol, we use the geo-
graphical location of information as clustering criteria. Atomic information is
represented as feature vectors according to its geo-coordinate. Without chang-
ing the concept, the feature vector could be extended to include driving direc-
tion in order to distinguish between different roads.

v⃗o := (xi, yi). (10.8)

For aggregates, which contain information about a geographical area, we use
their center coordinate as feature vectors:

v⃗a := (µ(xmin, xmax), µ(ymin, ymax)) (10.9)

where µ is the arithmetic average and {x, y}min,max are the area’s minima and
maxima in x and y direction, respectively. As distance function, we use the
Euclidean distance between two items:

devent := ||⃗vi − v⃗j||. (10.10)

The threshold τevent is set such that different events, i.e., different traffic situa-
tions are not merged. For instance, two traffic jams with a stretch of free-flowing
traffic in between them should not be clustered.

Outlier detection

In our protocol’s second clustering step, outlier detection, the goal is to filter
spurious information within a set of information that has already been clus-
tered by events. Here, spurious means that contained velocity values of some
information deviate from the majority of values, as discussed in the attacker
model (see Section 4.4). Hence, we use the average velocity as a feature vector
for this clustering step. Since velocity is one-dimensional, the distance metric
is simply the difference between two values:

doutlier := |vi − vj|. (10.11)

The threshold τoutlier is set such that different traffic situations, e.g., traffic jam
and free-flowing traffic, are not merged into combined clusters. Assuming an
honest majority of vehicles, the biggest cluster within an event reports the cor-
rect velocity, and all smaller clusters are discarded.

Example clustering
process.

Figure 10.3 shows an example clustering process represented as a dendro-
gram. Velocity values v1, . . . , v6 all report different velocities about the same
event. Reports v1, . . . , v4 are from honest vehicles, and v5, v6 in this example
are controlled by the attacker. During each clustering step, the two reports with
the minimum distance are clustered. Clustering is represented by two merged
lines, and the level indicates the step at which values were clustered. In the first
step, v1 and v2 are merged. The resulting cluster is represented by the centroid
of both velocities, i.e., their average (38 km/h). In the second step, v3 and v4 are
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Figure 10.3: Example dendrogram for six velocity reports about the same event, of which
two are outliers (v5, v6).

merged. In the third step, the already clustered values (v1, v2) and (v3, v4) are
clustered again, forming a cluster (v1, v2, v3, v4). Normally, the process con-
tinues until only one cluster is left that contains all values. To detect outliers,
we cut off the clustering process when the distance of two items is larger than
τoutlier. In the example, the process stops after level 4 and does not merge the
attacker values v5 and v6 with the other values. The output of the process are
two clusters (v1, v2, v3, v4) and (v5, v6). The biggest cluster, (v1, v2, v3, v4) is
selected, and the other clusters are discarded.

10.5 redundancy analysis

To examine whether redundancy-based protection is feasible, it is a prerequi-
site to analyze the expected redundancy in different communication situations.
Therefore, we derive two metrics that describe redundancy in multi-hop com-
munication. And we apply those metrics to measure redundancy of dissemi-
nation in aggregation protocols in different traffic contexts. To understand the
relative redundancy of aggregation, we further compare simulation results with
an efficient geocast protocol and controlled flooding as a baseline.

Redundancy metrics. We derive both metrics by analyzing the information flow graph we intro-
duced in Section 3.6.4. The metrics we employ are

node-disjoint paths (P) – the number of completely independent com-
munication paths, which is a metric to judge the resilience against insider
attackers; and

critical nodes (C) – the number of nodes that are part of all paths be-
tween the message source and destination, which is a metric to judge
how likely a randomly positioned attacker can successfully alter all mes-
sage copies.

Figure 10.4 shows an example information flow for an aggregate A; the node-
disjoint paths are highlighted. Four sources contribute the original observa-
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Figure 10.4: Example information flow graph with four node-disjoint paths (P).

tions for the aggregate. Information is forwarded along a number of paths,
among which 4 are node-disjoint. Calculating the number of node-disjoint
paths can be done by employing maximum flow algorithms, such as Edmonds
and Karp [59].

If a protocol is resilient against insider attacks, there are at least two paths that
have no common nodes apart from s and d. In general, the number of node-
disjoint paths (P) characterizes how resilient a message transfer is. Given at
least two node-disjoint paths, an attack by a single attacker can be detected,
even if, forP = 2, it is still undecidable which node is the attacker. ForP ≥ 3,
an attacker can be detected given an honest majority and additional informa-
tion about the forwarding topology.

In case we have P = 1, there is at least one node in the network that can
successfully alter all messages that nodes farther away from an event receive.
However, not all nodes on the node-disjoint path between s and d can attack
successfully. Therefore, we calculate the number of critical nodes (C) on the
path, as well. A node is critical if its removal would disconnect the graph. In case
P ≥ 2, the number of critical nodes is automatically 0. The number of critical
nodes C indicates how likely an attacker is successful. The more nodes are in
the set of critical nodes, the more likely it is that an attacker that is randomly
positioned in the network is successful.

Evaluated protocols.We apply our metrics to three different protocols. The goal is to analyze to
what extent especially aggregation protocols provide enough redundancy to de-
tect attackers in different scenarios. Also, we want to gain an understanding of
the expected redundancy relative to other common dissemination protocols.
We implemented representatives of the following protocol families.

baseline. To have a baseline, we create a graph that represents the node con-
nectivity based on the chosen simulation parameters. This graph resem-
bles the result of a naïve flooding with perfect packet delivery even over
multiple hops. The baseline gives an estimate of the maximum achievable
redundancy in a network.



178 redundancy-based statistical analysis

geo cast. We use an adaptive, probabilistic gossiping protocol, namely ad-
vanced adaptive geocast (AAG) [24], as representative for the geocast
protocol family. In AAG, each node determines the message forward-
ing probability based on the current perceived node density according
to 2-hop neighborhood information. The protocol performance can be
adjusted by configuring an average reception percentage, which states the
percentage of nodes that should, on average, receive a message. In high
node density scenarios, AAG uses a logistic function to automatically re-
duce the forwarding probability further. A target region can be specified
that determines the area, for which an observation is relevant. For our
simulations, we set the target region to the whole network, because we
assume a traffic information application where all vehicles are interested
in the speed of the other vehicles in the network.

aggregation. We use FIX rather than DYN as aggregation scheme for our
comparison. Using FIX provides an estimate for the lower bound of ex-
pectable redundancy in aggregation mechanisms. Using FIX eliminates
cases where DYN may lead to more redundancy, because many vehicles
forward information gathered in large stretches of homogeneous traffic.
For calculating our metrics, we assume that a message from the source
reaches the destination if the destination receives an aggregate that the
source message contributed to.

For these protocols and for each simulation setting, we calculate the redun-
dant paths and critical nodes between 100 randomly chosen source-destination
pairs in different randomly selected node placements. All other vehicles, apart
from participating in the forwarding process between the source and the desti-
nation, create and disseminate messages as well. These messages are regarded
as background load. They contribute to the channel load and cause possible col-
lisions on the wireless medium, resulting in fewer paths from the source to the
destination. All graphs show the average values and their standard deviations.
We do not consider node mobility at this point, because we focus on single
message transfers between a source and destination and can assume that the
basic network characteristics, e. g., node density, remain the same during one
message transfer.

We will now summarize the simulation results for common protocol param-
eters found in the literature. More simulation results for different parameter
sets can be found in [10].

Node-disjoint paths
on a highway.

Figure 10.5a shows the number of node-disjoint paths on a highway with
varying node density. For the baseline and for FIX, P grows linearly in the
number of nodes. For the baseline, this behavior is expected, because the graph
is more connected with higher node density. FIX behaves similarly, because in
the highway scenario there are only 10 road segments. Both protocols show
a high standard deviation of P , which is due to the varying distance of the
chosen source-destination pairs. Figure 10.5b shows that the number of criti-
cal nodes C = 0 for both the baseline and FIX. However, low node densities
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Figure 10.5: Node-disjoint paths and critical nodes for different node densities on a high-
way.
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can be problematic. To some extent, this cannot be changed. If only few nodes
are available as source of information, the redundancy is necessarily low. The
results for AAG in Figure 10.5a show a much lower number of node-disjoint
paths; the average over all simulation runs is 1.51, and it stays constant with
growing numbers of nodes. The reason is that AAG automatically reduces re-
dundancy by lowering the forwarding probability in high node density scenar-
ios. Consequently, Figure 10.5b shows a higher number of critical nodes for
AAG. Also, a number of critical nodes remain even in high density scenarios.
While these results show that AAG reacts well to high node densities from an
efficiency point of view, it is problematic from a security point of view. Even
when a large number of nodes, and consequently redundant observations, is
available, a cleverly positioned insider attacker will still be able to insert wrong
information.

Node-disjoint paths
in a city.

In the city scenario, we see similar results for the baseline and AAG proto-
cols both in terms of node-disjoint paths and in terms of the number of critical
nodes (Figures 10.6a, 10.6b). However, FIX performs significantly worse than
in the highway case. Even for high node densities, information exchange can
be attacked in some cases. The reason for this is that FIX needs to disseminate
a much higher number of segments in the city scenario due to the larger road
network. These results confirm a lesson learnt [152] from early aggregation pro-
tocols: aggregation schemes that use fixed segments do not scale with larger
areas, because the number of messages that need to be disseminated still grows
linearly. In contrast, schemes that adapt the aggregation areas dynamically can
reduce the number of total messages, which would result in higher redundancy.
Our results therefore indicate that dynamic aggregation schemes, such as DYN,
are also favorable from a security point of view.

Drawbacks of AAG. We observe that for AAG all metrics are consistent for both the city and the
highway scenario, as well as for different node densities. In all settings, AAG
performs almost optimal in terms of communication efficiency. However, the
low redundancy due to efficient communication comes at the cost of possible
attacks.

In contrast, FIX shows much higher values for P . In the highway scenarios,
the aggregation protocol achieves redundancy values close to the results of the
baseline simulations. However, we can also see from the city scenarios that the
performance of the simple aggregation protocol used is highly dependent on
the total number of road segments. These results show that redundancy is a
suitable basis for designing resilient aggregation mechanisms.

10.6 securit y evaluation

To assess the security aspects of our scheme, we simulate a highway scenario.
Vehicles are initially distributed randomly along the highway. During the simu-
lation, they use a car-following mobility model where each vehicle tries to reach
a target speed but breaks and overtakes to avoid accidents. The simulated high-
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Figure 10.6: Number of node-disjoint paths and critical nodes for different node densi-
ties in a city.
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Figure 10.7: Influence of path list length.

way is 3500 meters long and has 3 lanes. The amount of vehicles varies between
100 and 250 vehicles to assess different vehicle densities.

First, we determine a suitable path list length as a trade-off between filtering
message copies and overhead. Then, we analyze whether the attacker messages,
after applying the path list filter and statistical outlier detection, are successfully
detected and eliminated.

10.6.1 Influence of path list length

The path list is one of the main parts of our security mechanism. Longer path
lists help in reducing redundant dissemination of messages. Moreover, long
path lists make it more likely that an attacker, which may be part of many dif-
ferent paths, can be detected. However, the path list length also directly influ-
ences the mechanism’s overhead. Each additional path list entry amounts for
an extra signature and certificate, which consume considerable communica-
tion bandwidth. Therefore, the goal is to find a compromise between detecting
redundant paths and bandwidth overhead.

To test the path list influence, we simulate random traffic on a highway. In
an aggregation protocol, each vehicle acts as information source and sink at
the same time. However, we randomly select one vehicle as source and one as
sink to evaluate the path list influence between the selected pair of vehicles. The
source, sink, and all other vehicles use the protocol presented in Sections 10.3
and 10.4 for message dissemination, but we disable outlier detection to isolate
the path list influence. We repeat the simulation with 10 randomly chosen pairs
to eliminate statistical outliers.
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Figure 10.7 shows the simulation results for varying path list lengths in a net-
Simulation results for
path list lengths.

work with 200 vehicles. The x-axis shows the maximum path list length nmax

(see Section 10.3), and the y-axis shows the corresponding average number of
message copies arriving at the sink, as well as the standard deviation. As ex-
pected, longer path lists reduce the total number of redundant paths. A short
path list length means that vehicles may have forwarded messages but are re-
moved from the path list shortly afterwards, which results in them forwarding
the message again. For path list lengths between 10 and 20, the reduction of
redundant messages is much lower. Therefore, we chose a path list length of 10
as a compromise between bandwidth usage and detecting redundancy.

10.6.2 Attack detection

To assess the attack detection capabilities of our security mechanism, we simu-
late a traffic jam on a highway. All vehicles are standing still or driving with low
velocity (≤ 5 km/h). Honest vehicles are reporting their speed accordingly and
are aggregating values as described in Sections 10.3 and 10.4. The attacker be-
haves according to the attacker model described in Section 4.4 and implements
a CONCEAL-type attacker. Attacker messages, therefore, contain information
pertaining to free-flowing traffic. Besides manipulating own atomic observa-
tions, the attacker also creates aggregates with false speed information. To judge
our protocol’s attack detection, we measure the extent to which a vehicle’s per-
ceived situation on the road differs from the actual situation with a root mean
square error (RMSE) metric, as discussed in Section 4.3.2.

Different simulation
scenarios.

To separate effects of our aggregation scheme and attacker influence, we sim-
ulate three different scenarios.

scenario 1: The baseline scenario represents a traffic jam with no attackers.
We use it to validate our aggregation mechanism.

scenario 2: The attack scenario shows the influence of an attacker that
creates aggregates signaling free-flowing traffic. The attack
is mounted on the aggregation mechanism without counter-
measures. We use it to validate the attacker model implemen-
tation.

scenario 3: The countermeasures scenario is the same as Scenario 2 but
with countermeasures enabled. We use it to assess the perfor-
mance of our security mechanisms.

To implement Scenario 2, we created a variant of our protocol that uses the same
decision, fusion, and dissemination algorithms but does not check for possible
attacks. That is, the path-list-based filtering (Algorithm 10) is disabled, and we
set the outlier detection threshold τoutlier = ∞ (see Section 10.4) so that all
attacker messages are merged with correct messages about the same event.

The simulation results are shown in Figure 10.8. Each scenario was simulated
for 10 random vehicle distributions to eliminate statistical outliers. For each sce-
nario, the logarithmic y-axis shows the achieved accuracy, which is averaged
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Figure 10.8: Accuracy of aggregation without attack (1), with attack (2), and with enabled
countermeasures (3).

over all vehicles’ world models and simulation runs. In the baseline scenario
(1), the average error is 0.005± 0.002 km/h. When the attacker tries to disrupt
the aggregation process (2), the aggregation error rises to 42.160± 8.216 km/h.
Both the increased average error and the higher standard deviation show that
the attacker is successful when no countermeasures are used. With enabled
countermeasures (3), the actual situation is again correctly detected by all vehi-
cles. The average error is 0.003± 0.001 km/h. Given the low standard deviation,
it is likely that the attacker cannot convince any vehicles of the crafted traffic
situation.

Figure 10.9 shows a more detailed version of the simulation results. Recall
that the RMSE calculation is different for each vehicle, because the real vehicle
speeds are compared against the aggregate speeds in the vehicle’s world model.
In Figure 10.9, we show the RMSE separate for each vehicle. The RMSE val-
ues are plotted on the logarithmic y-axis, and the x-axis represents the vehicle’s
positions on the road at the end of the simulation. Without an active attack
(values marked as black points in the graph), the error is low for most vehicles.
Few spikes above 10 km/h error are due to vehicles quickly decelerating be-
cause they approach a traffic jam, which is not represented by the aggregated
values yet. The attacker successfully deceives all vehicles when no countermea-
sures are active, as shown by the gray lines. The spike here indicates the attacker
position: the attacker amplifies the attack’s effect by broadcasting a very high
velocity. With enabled countermeasures (shown as red lines), RMSE values are
under 1 km/h for each vehicle; the attack is not successful. Even vehicles in the
attacker’s direct vicinity (between the 1600 and 1700 km mark) successfully
detect the attack. Moreover, the spikes that showed in the baseline scenario
are filtered. This shows an additional benefit of our scheme. Besides filtering
malicious attacks, the scheme filters unrealistic readings, which might indicate
faulty sensors. Note that the downward trend of the red lines is due to the simu-
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Figure 10.9: Accuracy of aggregation per vehicle without attack ( ), with attack ( ), and
with enabled countermeasures ( ).

lation scenario: to create the traffic jam, the highway is blocked at the 1800 km
mark. Vehicles closer to the blocked road segment, therefore, show a more ho-
mogeneous traffic pattern throughout the whole simulation, which results in
lower RMSE values.

We conclude that out security mechanism successfully detects attacks on the
underlying aggregation mechanism and creates an accurate representation of
the real traffic situation that fulfills the application requirements discussed in
Section 4.3.2.

10.7 bandwidth overhead analysis

Similar to the scheme presented in Chapter 9, the overhead of the redundancy-
based security mechanism depends mostly on the traffic situation rather than
on the geographic area covered by an aggregate. In addition, the configura-
tion parameters of the scheme influence the bandwidth usage. Namely, the
number of node-disjoint forwarding paths, hereafter denoted p, the number
of signatures nsig attached to messages, and the number of short certificates
nmax − nsig. Further, let l be the average size of a stretch of homogeneous
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traffic. Assuming again that aggregate signatures are used, as discussed in Sec-
tions 7.6, 8.6, and 9.6, the total overhead is then

O =
p

l
· ( 4
︸︷︷︸

(1)

+nsig · (32.375
︸ ︷︷ ︸

(2)

+ 12
︸︷︷︸

(3)

)+

(nmax − nsig) · 4
︸︷︷︸

(4)

+2 · 32.375 bytes
︸ ︷︷ ︸

(5)

). (10.12)

(1) initial random
value

(2) public key
(3) key validity, id

(4) id hash
(5) aggregate

signature

The overhead is mainly influenced by the fraction p/l, which reflects the
number of redundant paths p per homogeneous stretch of traffic with length
l. In addition, the overhead is determined by the path list length nmax. The
overhead is, therefore, low especially for homogeneous traffic situations that
result in large values for l, and and it is low for short path list lengths nmax.

10.8 adaptivit y

The redundancy-based scheme can be adapted by selecting different configu-
rations for the path list length, as well as by altering the dissemination redun-
dancy. If an attack is more likely, it is beneficial to keep longer path lists to
make detection of attackers more likely. In addition, the number of full entries
e and short entries e′ can be adapted based on attack likelihood. Short entries
allow to identify vehicles within a forwarding path but they do not contain sig-
natures. Therefore, an attacker may be able to alter short path list entries to alter
the information flow. Hence, more full entries should be kept in the integrity-
protected path list when an attack is more likely.

In addition, the number of redundant forwarding paths can be adapted de-
pending on attack likelihood. Most aggregation mechanisms use an opportunis-
tic dissemination mechanism, which leads to high redundancy and large num-
bers of node-disjoint forwarding paths. However, redundant forwarding paths
directly correlate with higher bandwidth usage. Therefore, when attack proba-
bility is low, an efficient broadcasting mechanism, such as advanced adaptive
gossiping [24], can be used during the forwarding phase of aggregates.

10.9 summary

Our protection is based on the observation that the opportunistic dissemina-
tion in vehicular networks leads to information dissemination using multiple
paths from a source to a destination. Likely, an attacker cannot control all of
these paths, but depending on network topology, the attacker can influence the
majority of incoming paths to a destination. Therefore we built a filtering mech-
anism that reduces information dissemination to node-disjoint paths, which
reduces attacker influence. After filtering, n attackers can control at most n in-
coming paths to destination vehicles. In a second step, we combine our filtering
mechanism with a clustering to detect conflicting information and correct it as
long as the majority of incoming information is honest.



10.9 summary 187

Compared to existing mechanisms, our proposal exhibits limited overhead
on the wireless channel while maintaining security against common insider at-
tacks. The only additional overhead of our mechanism is the path list, which
contains a fixed number of signatures. While our mechanism requires some
dissemination redundancy, we argue that such redundancy is typically already
present in aggregation protocols. The reason is that the dissemination compo-
nent often uses simple controlled flooding patterns rather than explicitly rout-
ing messages, as discussed in Section 3.5.2. Our proposal shows the potential
of data-consistency based attack detection for in-network aggregation. Because
data-consistency mechanisms require little overhead, they allow for secure ag-
gregation protocols that still scale to large dissemination regions.
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11
11.1 overview

In Chapters 7 to 10, we presented a number of different mechanisms to make
in-network aggregation resilient against attackers. The aim is to prevent attack-
ers from altering the aggregated information arbitrarily – as defined in Sec-
tion 4.3.2. At the same time, the overhead due to the additional information
added by security mechanisms should be limited. In particular, the overhead
should be sub-linear in the number of participants and the geographic region
covered by the aggregate.

The evaluation of the proposed schemes in terms of achieved security and
imposed overhead showed, however, that each single mechanism imposes cer-
tain trade-offs and fails to keep the overhead sub-linear. That means, that each
mechanism would not scale to infinite numbers of aggregate participants or in-
finitely large geographic regions. Yet for practical applications, infinite scaling
may not be necessary. As discussed in Section 7.6.2, covering a stretch of sev-
eral kilometers length on a highway, or a smaller area in a city may be enough
to fulfill application requirements.

Intrinsic properties of
building blocks.

Also, being linear in the number of participants is intrinsic to the security
building blocks that are used. In different variations, all mechanisms create
proofs that a certain number of participants agree to an aggregated value. The
ways in which the participants are selected differ, as do the metrics for agree-
ment. To convey the number of agreeing participants to receiving vehicles, it
is necessary that a number of mutually different identifiers is presented. The
receiver can only validate the number of proof participants if it can distinguish
the identifiers. This requirement is the reason that aggregate signature schemes
do aggregate signatures but do not aggregate certificates or public keys, as dis-
cussed in Section 4.6.1, and it aligns with Bhaskar et al.’s results [28].

But even covering smaller areas is not feasible with a naïve security approach.
Common to all mechanisms presented so far is that they lower the security
overhead using a combination of two techniques:

witness selection All mechanisms select a certain subset of participants
to contribute to the attached integrity protection. For instance, in Chap-
ter 7, signed atomic observations that are distributed equally in the ag-
gregate’s geographic region are selected. In Chapters 8 and 9, the subset
is determined by the result of a hash function, and in Chapter 10, the
subset is determined by the message forwarding history.

witness compression In addition to selective inclusion, all mechanisms
compress the integrity protection information as much as possible using
identity-based cryptography in general, and IBAS in particular.

189
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Table 11.1: Overview of mechanism overhead

Mechanism Overhead

Selective attestation (Ch. 7) Linear in geographic area.
Multi-signatures (Ch. 8) Linear in geographic area.
Clustering (Ch. 9) Constant when vehicle density is high, linear in geo-

graphic area otherwise.
Redundancy (Ch. 10) Constant in path list length; linear in the number of

redundant paths.

Besides the selection criteria for attestation data, the mechanisms differ in
the requirements on the traffic situation for optimal operation, as shown in Ta-
ble 11.1. For instance, clustering exhibits constant overhead in dense traffic sce-
narios, whereas selective attestation and multi-signatures may have high over-
head in dense traffic situations where traffic is likely homogeneous and leads
to large geographic areas covered by aggregates. Also, we already identified a
number of adaptation parameters for each mechanism. Using these parame-For a complete

discussion of
adaptivity

parameters, see
Sections 7.7, 8.7, 9.7,

and 10.8.

ters, the mechanisms can be configured to implement different trade-offs be-
tween bandwidth usage and achieved resilience. In addition, different mecha-
nisms are suited for different contexts and traffic situations. In this chapter, we
present a framework that integrates the presented mechanisms. The framework
provides

− a generic representation of mechanism output using subjective logic (Sec-
tion 11.2.1) and

− means to combine outputs of several mechanisms on the same aggregate
using subjective logic operators (Sections 11.2.2 and 11.2.3).

Adaptation
dimensions.

Based on the generic framework, we implement mechanism adaptation in
two dimensions:

traffic context adaptation Some mechanisms – such as the clus-
tering approach (Chapter 9) – work well in homogeneous traffic situa-
tions while others – for instance, the selective attestation (Chapter 7) are
better applicable to heterogeneously moving traffic. In Section 11.3, we
discuss the components required to implement traffic context adapta-
tion. Namely,
− a metric for traffic homogeneity that can be derived from already

aggregated information without additional communication over-
head (Section 11.3.1),

− criteria for selecting mechanisms based on the traffic homogeneity
metric Section 11.3.2, and

− transition strategies between different mechanisms and representa-
tions for partial proof data (Section 11.3.3).
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at tack likeliho od adaptation All mechanisms introduce trade-offs
between achieved resilience and used bandwidth. In Section 11.4, we dis-
cuss how our framework can be used to lower the bandwidth overhead
when attacks are unlikely while providing high resilience when attacks
are likely. Attack likelihood adaptation is implemented by
− deriving an attack likelihood metric that is based on the subjective

logic opinion representations of different mechanism outputs (Sec-
tions 11.4.1 and 11.4.2) and

− means to adapt mechanisms using the adaptation parameters we
discussed in each mechanism chapter (Section 11.4.3).

In the following, we first discuss the abstract framework for mechanism com-
bination in Section 11.2 before presenting specific adaptation strategies for traf-
fic context and attack likelihood.

11.2 mechanism combination

Each security mechanism evaluates aggregates – alone or in combination with
other aggregates – and results in a value that reflects the confidence in the aggre-
gate’s correctness. These confidence values can be used to ignore likely incor-
rect information or give more weight to information with a high confidence
value. To combine several detection mechanisms, it is necessary to design a
framework that provides a way to express this mechanism output in a generic
way and to combine output from several mechanisms. In addition, confidence
values may need to be merged when multiple aggregates are aggregated hierar-
chically.

Extending our
confidence fusion
framework.

In Section 7.3, we discussed a mechanism for confidence fusion that uses
fuzzy reasoning to combine output of multiple data consistency checks per-
formed by one mechanism. We will now extend this framework to allow combi-
nation of several mechanisms, as well as more flexible expression of mechanism
results using subjective logic. The extended framework is based on our publica-
tion [1], which discusses the use of subjective logic for misbehavior detection
in VANETs.

Figure 11.1 shows the framework architecture. All received atomic observa-
tions and aggregates are evaluated by one or more security mechanisms. Mech-
anisms can be active or inactive depending on current context and traffic sit-
uation. The mechanisms’ results are then represented as a so-called opinion,
which represents confidence in the correctness of received information. If infor-
mation is evaluated by multiple mechanisms, their opinions are merged. Like-
wise, opinions on several items that are merged by the Fusion component are
merged. During Dissemination, the security mechanisms are again used to at-
tach the correct proof data. Other vehicles again use this proof data to evaluate
the received information.

Difference between
proof data and
opinions.

Note the distinction between proof data and opinions. Proof data is any in-
formation that is attached to aggregates by the security mechanisms and sent
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Figure 11.1: Framework architecture overview. Each enabled mechanism Mi evaluates
incoming aggregates A, resulting in a merged opinion. Opinions and ag-
gregates influence current attack likelihood and traffic context, respectively.
During dissemination, aggregates are again protected with proof data.

to other vehicles. Examples are cryptographically signed atomic observations,
multi-signatures on aggregates, signed forwarding paths, and signatures on FM
sketches. Proof data is used by security mechanisms to evaluate information re-
ceived from other vehicles. By evaluating the proof data, an opinion is created
that represents the confidence in the correctness of information. Locally, infor-
mation can be handled using this opinion. Whenever information are merged,
the opinions are merged, too. The advantage of using opinions locally is that
they abstract from mechanism specificities and enable a generic way to han-
dle information. However, opinions are usually not disseminated to remote ve-
hicles. Since the security mechanisms presented in Chapters 7 to 10 operate
information-centric, they do not create trust in vehicles but only confidence in
information. Information confidence is preferable over vehicle trust, because
vehicles may not interact often enough to establish trust relationships. Hence,
opinions cannot be used by remote vehicles, because using them would imply
trust in the opinion holder. Rather, the correct proofs and proof data are (re-
)assembled before dissemination.

11.2.1 Proofs and opinions

Let A = (L, T , v, q1, . . . , qn) be an aggregate consisting of a locator, primary
value, and auxiliary values, as defined in Definition 5. We call all additional data
that is attached to the aggregate by a security mechanism proof data. Aggregates
may be accompanied by multiple proofs if multiple security mechanisms are
used in parallel. And proofs may only attest to parts of the aggregate, which are
identified by a locator that represents a specific spatio-temporal region, which
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Table 11.2: Example Subjective Logic Opinions

Opinion Interpretation

(1, 0, 0, a) Binary logic TRUE.
(0, 1, 0, a) Binary logic FALSE.
(0, 0, 1, a) Total uncertainty.
(0.5, 0.5, 0, a) Dogmatic opinion with probability p = 0.5.

Based on Jøsang [219, Tab. 4.1].

may be a subset of the aggregate’s spatio-temporal region. Hence, the format of
an aggregate and its proof data is:

(A, ρ
(L1,T1)
1 , . . . , ρ

(Ln ,Tn)
n ), (11.1)

where ρi is the proof created by the i-th mechanism and (Li, Ti) is the corre-
sponding locator. If (L, T ) is the locator of the aggregate A, then ∀i : Li ⊆
L, Ti ⊆ T .

When the aggregate is received, each security mechanism defines a function
that maps its proof data to an opinion:

M1 : ρ
(L1,T1)
1 7−→ ω1,

...

Mn : ρ
(Ln ,Tn)
n 7−→ ωn.

(11.2)

For opinion representation, we use subjective logic, introduced by Jøsang [94],
which is an extension of classic Boolean and probabilistic logic that allows to
express belief and disbelief under uncertainty. The format of an opinion is

ω = (b, d, u, a) (11.3)

with b, d, u, a ∈ [0, 1] and b + d + u = 1. Here,

− b is the belief in the correctness of the aggregate,

− d is explicit disbelief in the correctness,

− u represents the mechanism’s uncertainty, and

− a is the atomicity, also called base rate, which represents a priori probabil-
ity of correctness, for instance, due to current general attack likelihood.

Table 11.2 shows exemplary subjective logic opinions and their interpretation.
Note in particular, that subjective logic allows to distinguish between total un-
certainty and equal belief and disbelief with no uncertainty.

Benefits of subjective
logic.

We choose this subjective logic opinion representation, because it represents
the outcome of our mechanisms well. Independent of the specific implementa-
tion of proof data, each mechanism uses the created proofs to conclude belief
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or disbelief in the correctness of aggregates. In addition, the mechanism’s re-
sults may be accompanied with uncertainty. If required, opinions can be trans-
formed into a single confidence value between 0 and 1 by calculating their ex-
pected value:

E(ω) := b + a · u. (11.4)

As shown in Equation (11.1), some mechanisms may only evaluate a proof
on a smaller spatiotemporal region (Li, Ti) than the whole aggregate region.
In those cases, the mechanism’s proof evaluation function Mi should reflect
the smaller region with a higher uncertainty ui of the resulting opinion ωi.

example The selective attestation mechanism discussed in Chapter 7 se-
lects a subset of signed atomic reports as proof data. The number of attached
reports, as well as their geographic distribution in the aggregate, are determined
by the Security parameter S. In addition, the velocity values contained in the
atomic reports can be correlated with the aggregate’s claimed velocity to detect
attacks. As a result, three quantitative parameters can be mapped to the opin-
ion:

1. the number of actually attached reports compared to the expected num-
ber of reports,

2. the extent to which the attached reports correspond to the grid induced
by S (denoted ∆ in Figure 7.2), and

3. the difference between average velocity and atomic report velocity, as
defined in Equation (7.5).

Let A ∈ [0, 1] be the fraction of attached reports (parameter 1), B ∈ [0, S]
the grid correspondence (parameter 2), and C ∈ [0, vmax] the velocity differ-
ence (parameter 3). Here, vmax is the road’s speed limit. The mechanism’s proof
data can be mapped to an opinion as

ω′ :=







b′ := A

d′ := C
vmax

u′ := B/S

. (11.5)

We chose the fraction of attached atomic reports A to represent explicit be-
lief, because attaching all underlying atomic reports would correspond to a sit-
uation without any aggregation. If all atomic reports would be available, attack-
ers could only alter their own atomic reports rather then the aggregate itself to
influence the perceived situation. As aggregation decisions should find homo-
geneous stretches of traffic, we treat C, the deviation of the attached atomic re-
ports’ velocity from the average, as a sign for explicit disbelief in aggregate cor-
rectness. The deviation C is normalized using the maximum allowable speed.
Finally, the uncertainty is influenced by how uniform the distribution of at-
tached atomic reports is. The more skewed the distribution, the higher the un-
certainty.
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The opinion ω′, however, violates the summation requirement that b + d +
u = 1. In addition, the mechanism’s overall weight when being combined with
other mechanisms should be expressed. To do this, we define a static parameter
Ψ ∈ [0, 1] that expresses the overall weight that this mechanism should be
given. For instance, Ψ = 0.75 means that the maximum belief expressed by
the mechanism should be 0.75, and consequently, the mechanism’s minimum
uncertainty should be 0.25. The selective attestation is based to a large extent
on the maximum number of cryptographic keys that an attacker can control.
Therefore, Ψ can be high. Other mechanisms, such as the redundancy-based
mechanism discussed in Chapter 10 require a lower Ψ value, because they rely
on statistical information.

Taking into account the summation requirement and Ψ, the opinion map-
ping becomes

ω :=







b := (Ψ− u′)max (b′, 1− d′)

d := (Ψ− u′)max (d′, 1− b′)

u := 1−Ψ + u′
. (11.6)

11.2.2 Opinion evaluation and merging

Once proof data is locally converted to opinion, these opinions can be used to
reason about information. For instance, information that is associated with a
high disbelief can be ignored by applications. Or information with high belief
can be prioritized in further dissemination. In addition, subjective logic speci-
fies a number of operators that can be used on opinions. Jøsang [219] provides
an overview of subjective logic operators. We use these operators in two sce-
narios.

1. Multiple security mechanisms may be active at the same time and eval-
uate the same aggregate. As a result, multiple opinions about the same
aggregate may exist that need to be merged.

2. Several aggregates may be selected to be merged by the Decision com-
ponent. Then, the corresponding opinions need to be merged as well to
result in an opinion about the merged aggregate.

Different reasons for
opinion merging.

In the first case, all mechanisms observe the same aggregate, but they use
different proof data and other properties of the aggregate to evaluate its correct-
ness. In case some mechanisms are more confident than others, they should ex-
press this using different uncertainty ratings. Also, mechanisms can explicitly
state disbelief in aggregate correctness due to the opinion format. Therefore, the
combination of several mechanisms should average their output, taking into ac-
count their uncertainty as weights, as well as maintaining expressed disbeliefs.
Therefore, we chose Jøsang et al.’s averaging fusion [95] for combining opinions
of several mechanisms about the same aggregate.
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definition 14 (Opinion averaging fusion, denoted by⊕) Let

ωi = (bi, di, ui, ai) (11.7)

with 1 ≤ i ≤ n be opinions from n security mechanisms on the aggregate A.
Then their averaging fusion ω1 ⊕ω2 is defined as [95]:

ω :







b = ∑
n
i=1(bi/ui)

∆+n ,

d = ∑
n
i=1(di/ui)

∆+n ,

u = n
∆+n ,

a = ∑
n
i=1 ai
n ,

(11.8)

where

∆ =
n

∑
i=1

(bi/ui) +
n

∑
i=1

(di/ui). (11.9)

Intuitively, the calculation averages belief and disbelief values, using uncer-
tainty values as weights, as shown in Equation (11.9). Once the different mech-
anisms’ opinions are merged, the resulting opinion is attached to the aggregate
and used locally to express confidence in its correctness.

Inter-relation with
fusion component.

Due to hierarchical aggregation, the Decision component may, at a later
point in time, decide to merge two aggregates using the Fusion component,
which is expressed by the second case. In this case, we do not use averaging fu-
sion but a different subjective logic operator. When two aggregates are merged,
the confidence in their correctness may differ. If the difference is too high – e. g.,
E(ω1) = 0.9 and E(ω2) = 0.1, it may be used by the Decision component
to circumvent merging those aggregates at all. In cases where the confidence
differs by a lower amount, the combined confidence should be determined by
the lower of confidence value. Otherwise, an attacker may be able to amplify
the attack by having falsified aggregates merged with correct aggregates and
benefiting from the higher average confidence. Therefore, we choose Jøsang
and McAnally’s multiplication operator [96] for merging opinions of different
aggregates selected for fusion.

definition 15 (Opinion multiplication, denoted by ◦) Let

ω1 = (b1, d1, u1, a1) (11.10)

and

ω2 = (b2, d2, u2, a2) (11.11)
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be opinions on aggregates A1 and A2. Then their multiplied opinion ω1 ◦ ω2

on A1 ⋊⋉ A2 is defined as [96]:

ω1 ◦ω2 :







b = b1b2 +
(1−a1)a2b1u2+a1(1−a2)u1b2

1−a1a2
,

d = d1 + d2 − d1d2,

u = u1u2 +
(1−a2)b1u2+(1−a1)u1b2

1−a1a2
,

a = a1a2.

(11.12)

As can be seen in Equation (11.12), the belief values are multiplied, mean-
ing that the resulting belief b ≤ min(b1, b2). Likewise, disbelief is cumulated
to ensure that the more negative opinion is favored when two aggregates are
merged. Again, the merged opinion is used locally to further evaluate the com-
bined aggregate.

11.2.3 Proof merging

In our framework, opinions are used only for local evaluation of aggregates.
Whenever aggregates are to be disseminated to other vehicles, they need to be
accompanied by corresponding proof data. How proof data is created depends
on the specific security mechanisms used. If the aggregate was not modified by
the vehicle, the original proof data can be re-attached and disseminated. If the
aggregate was merged with other aggregates by the Fusion component, a new
proof pertaining to the merged aggregate needs to be created.

Since merging of proofs is mechanism-dependent, each security mechanism
defines a function M′, which takes two aggregates and their corresponding
proof data and creates a proof for the merged aggregate. Let A1 and A2 be
aggregates and ρ

Ai
j be the proof data attached by mechanism j to Ai. Then

M′1 : ρ
A1
1 , ρ

A2
1 7−→ ρ

A1⋊⋉A2
1 ,

...

M′n : ρ
A1
n , ρ

A2
n 7−→ ρ

A1⋊⋉A2
n .

(11.13)

As for merging opinions on different aggregates, the resulting proof will re-
sult in lower confidence if at least one of the original proofs resulted in lower
confidence. Therefore, it will hold that

Mi

(

ρ
A1
i

)

◦Mi

(

ρ
A2
i

)

≈ Mi

(

M′i
(

ρ
A1
i , ρ

A2
i

))

. (11.14)

That is, a mechanism’s M and M′ functions should be implemented such that
the transformation of separate proofs into opinions and the transformation of
the merged proof into an opinion are commutative.
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11.2.4 Summary

The presented framework provides a mechanism to evaluate aggregates and
atomic observations using multiple security mechanisms at the same time. Also,
it enables merging of several opinions on aggregates when they are merged by
the Fusion component. The framework foresees that not all security mecha-
nisms are active at the same time. Also, the opinions on all known aggregates,
which are stored in the world model, can be used to adapt security mechanisms
to current attack likelihood. In the following, we will discuss enabling and dis-
abling of mechanisms depending on traffic context, and we will discuss how
opinions can be leveraged to adapt mechanisms.

11.3 traffic context adaptation

The presented security mechanisms are each particularly effective when used in
specific traffic situations and are less effective in other situations. For instance,
the clustering mechanism presented in Chapter 9 requires a certain minimum
cluster size τ and operates most effectively when cluster sizes are larger than τ.
On the other hand, the attestation mechanism from Chapter 7 can cope with
arbitrary traffic situations, but introduces significant security overhead for ag-
gregates about large geographic regions. Likewise, the multi-signature-based
mechanism (Chapter 8) adapts to heterogeneous traffic but incurs large over-
head when many vehicles contribute to an aggregate. In Chapter 10, we require
high redundancy of received messages for likely detection of falsified aggre-
gates.

Mechanism
suitability.

Generalizing those specific requirements, we argue that some mechanisms
are better suited for homogeneous traffic situations – i. e., many vehicles with
similar movement patterns – whereas other mechanisms are better suited for
heterogeneous traffic situations – i. e., possibly few vehicles with different move-
ment patterns. In the following, we will derive a metric for traffic homogeneity
that is based on properties of existing aggregation mechanisms and can be de-
rived in a decentralized way without extra communication overhead. The traf-
fic homogeneity metric can be used to enable or disable security mechanisms
depending on context. However, switching the combination of active mecha-
nisms can never be a clear cut in a setting as dynamic as VANETs. Therefore, we
will follow up our metric and mechanism selection discussion with an approach
to gradually enable and disable mechanisms, maintaining partial proof data on
aggregates. This partial proof data can be used together with our framework, as
discussed in Section 11.2.2, to derive merged confidence values for aggregates.

11.3.1 Traffic homogeneity metric

To select security mechanisms suitable for the current traffic situation, we need
to define a metric that distinguishes different traffic situations. In particular,
some security mechanisms (e. g., clustering, Chapter 9) depend on high traf-
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fic homogeneity. Ideally, the metric should be easy to calculate and not incur
extra communication overhead besides the information already exchanged for
aggregation. Moreover, we want to use the metric to determine which security
mechanisms should be enabled and disabled. Therefore, vehicles should be able
to calculate the metric locally but arrive at the same result as their surrounding
vehicles.

Deriving
homogeneity form
existing information.

Given available sensor readings, traffic homogeneity can be determined us-
ing the current velocity and geographic location of surrounding vehicles. The
more similar velocities of large groups of vehicles are, the higher the traffic ho-
mogeneity. Note that this definition correlates to the Decision component al-
gorithms of flexible aggregation mechanisms. In Section 3.4.3, we argued that
only similar information should be aggregated, which is implemented by the
Decision component as discussed in Section 3.6.3. Besides merging velocity
and location of atomic observations, aggregation mechanisms also count the
number of observations that contributed to an aggregate. If many atomic ob-
servations were selected for aggregation, and the resulting aggregate, therefore,
has many contributors, the underlying traffic situation is likely homogeneous.
Therefore, we use the average current number of contributors to aggregates
about the surrounding area as a metric for traffic homogeneity. An additional
benefit is that this metric can be derived from existing aggregation information
without additional communication overhead. Also, deriving the homogene-
ity metric using information from our individual resilient aggregation mech-
anisms means that it is difficult for attacker to influence the metric. To do so,
attackers would need to successfully attack at least one of the individual secu-
rity mechanisms.

LetW = {A1, . . . , An} be the vehicle’s world model containing a number
of aggregates. Without loss of generality, let the data structure of each aggregate
be

Ai = (Li, Ti, vi, . . . , ci), (11.15)

where ci is the number of participants. Further let

d : L1,L2 7−→ δ ∈ R
+ (11.16)

be a distance metric that measures the distance of two aggregate locators L1

and L2 and let L be the current position of the vehicle. Then we define the
current traffic homogeneity as

H :=
1

|S| ∑
Ai∈S

ci, (11.17)

S := {Ai ∈ W : d(Ai, L) ≤ D}, (11.18)

where D ∈ R
+ is the maximum distance in meters to the own vehicle at which

an aggregate should still influence the average traffic homogeneity. Counting
all surrounding aggregates with the same weight ensures that geographically



200 mechanism combination and adaptivit y

close vehicles will independently calculate similar traffic homogeneity values
and derive the same security mechanism combination.

In addition to aggregate size, we use the number of vehicles within 1-hop
communication range to determine traffic homogeneity. This additional met-
ric reflects that the clustering mechanism discussed in Chapter 9 only clusters
vehicles within 1-hop communication range. The neighborhood size can be de-
termined without additional communication overhead, because all aggregation
mechanisms are built on periodic broadcast beacons between vehicles. These
beacons can be used to continuously update a neighborhood table. We define
the combined traffic homogeneity as the maximum of the vehicle neighbor-
hood size and the aggregate-based homogeneityH.

11.3.2 Mechanism selection

Three of the security mechanisms presented in Chapters 7 to 10 depend on
traffic homogeneity. Namely, the selective attestation mechanism (Chapter 7)
can be used interchangeably with the multi-signature-based mechanism (Chap-
ter 8) whenever the traffic situation is heterogeneous and traffic density is sparse.
Due to the higher number of signatures used in the multi-signature-based mech-
anism, it lends itself to situations with higher chance for an attack, which we will
discuss in Section 11.4. The clustering mechanism (Chapter 9) is well suited for
situations with homogeneous traffic. In the following, we will describe how the
traffic homogeneity metricH can be used to select between the selective attes-
tation and clustering mechanism based on their bandwidth overhead analyses
in Sections 7.5 and 9.6. We describe the selection mechanism exemplarily for
these two mechanisms, but the same considerations apply to selecting between
the multi-signature-based mechanism and the clustering mechanism, as well.

In Section 7.5, we argued that the bandwidth consumed by the selective attes-
tation mechanism depends on the security parameter S and the geographical
area covered by an aggregate. The bandwidth overhead of the clustering mech-
anism, however, depends on the constant choice of the number of sketches m
and the percentage of clusters that have at least τ members. Both the clustering
mechanism, as well as the Decision component of DYN, which is used by the
selective attestation mechanism rely on velocity difference as the main factor
for deciding whether to join a cluster and whether to merge aggregates, respec-
tively. Therefore, the traffic homogeneity metric directly indicates whether to
use clustering or selective attestation depending on the current traffic situation.

Namely, wheneverH ≥ τ, clustering will be able work work most efficiently,
because all clusters are large enough to convince other clusters of correct ag-
gregation. Likewise, selective attestation will consume more than O(m) band-Recall that clusters

with size ≥ τ will
remove prior proofs
during hierarchical

aggregation, whereas
smaller clusters only

forward existing
proofs.

width in such homogeneous situations. For instance with S = 100 m, selec-
tive attestation would consume more bandwidth for any aggregate geographi-
cally larger than 1.6 km, as discussed in Section 7.5. Especially in homogeneous
traffic situations, such as a traffic jam, such aggregate sizes are likely. In other
cases, it is still beneficial to use clustering whenever homogeneity permits. The
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reason is that clustering is able to perform an explicit agreement between clus-
ter members and create a proof that directly reflects the number of agreeing
vehicles. Selective attestation, on the other hand, selects proofs based on geo-
graphical distribution. Because vehicles participating in the aggregation do not
explicitly agree to the aggregate value but only provide implicit agreement by
signing their atomic observations, the semantic proof created by clustering is
more likely to detect attackers. The same bandwidth use argument can be made
for the multi-signature-based mechanism. Here, all vehicles contribute multi-
signatures in the second phase. Therefore, the overhead correlates not only with
the geographical size of aggregates but also with the number of aggregate con-
tributors.

Therefore, we argue that the clustering mechanism should be used as the
primary security mechanism whenever the average traffic homogeneityH ≥ τ.
To amount for short-term effects, we implement the mechanism selection such
that mechanism selection is only changed to clustering when the threshold has
been reached for a minimum amount of time, and that the selection is only
changed back when the threshold has not been reached for a minimum amount
of time.

The redundancy mechanism (Chapter 10) can be used orthogonally to the
other security mechanisms and independent of traffic homogeneity. The mech-
anisms goal is to secure the message forwarding path independent of the aggre-
gate values whereas the other mechanisms protect the aggregate values them-
selves. Therefore, the redundancy mechanism provides an additional line of de-
fense. Even if an attacker is able to alter aggregates and create partial proof data
for their correctness, it is still likely that the attacker only controls a fraction of
the forwarding paths through the network. Therefore, the results of the redun-
dancy mechanism can be used in parallel to the other mechanisms’ results and
merged, as discussed in Section 11.2.2, to increase attack detection rates.

11.3.3 Mechanism combination

To ensure smooth operation of the underlying aggregation mechanism and in-
formation dissemination, it is necessary to gradually combine different security
mechanisms. Such combination is feasible, because the security mechanisms’
underlying aggregation protocols use compatible data structures for aggregate
representation. Hence, aggregates created by different mechanisms can be re-
used when mechanism selection changes. What differs between mechanisms,
however, is the way in which the Decision, Fusion, and Dissemination compo-
nents are implemented, as well as the way in which proof data is created.

Now suppose a subset of vehicles A has selected to use the clustering mecha-
nism, whereas another subset B uses selective attestation or multisignatures, as
shown in Figure 11.2. This situation can exist either because vehicles B have not
switched mechanisms yet, or because they are part of a different traffic situation.
When vehicles in A receive information from B, they can add it to their world
model. The cluster head of A can further decide whether to merge the informa-
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Clustering (A) Selective attestation (B)

Figure 11.2: Example road with different mechanisms selected.

tion with its own aggregate and disseminate the result. Likewise, when vehicles
in B receive aggregates from A’s cluster head, they can treat the received aggre-
gates like other aggregates created by vehicles in B. Even if the Fusion compo-
nents use different algorithms, the results will be compatible as long as both
mechanisms use the same data structure.

Proofs from one mechanism, however, cannot simply be merged with proofs
from other mechanisms once they are created. Our framework accommodates
this by allowing partial proofs on subsets of the aggregates’ spatiotemporal area,
as shown in Equation (11.1). When the mechanism selection changes, existing
proofs will stay attached to aggregates and will be further disseminated. New
proofs will be created for newly merged information and all partial proofs will
be identified with the region they apply to and the mechanism that created
them.

We distinguish two variants of proof data combination depending on the
aggregate lifecycle. Most likely, the change of mechanisms is due to a change inThe aggregation

lifecycle begins with
bootstrapping using
atomic observation
and continues with

an aggregation,
forwarding, and
possibly further

aggregation phase, as
described in
Section 3.6.4.

the underlying traffic situation. Therefore, it is likely that aggregates will change
to the forwarding phase after a mechanism change. In this phase, the aggregate
is not modified, and the attached proof data does not need to be updated either.
If the aggregate is selected for further aggregation, the new mechanism’s proof
data will be added to the existing proof data without modifying the existing
proof data.

Selective attestation
→ clustering

Let A1 be an aggregate with an attached proof ρ
(L1,T1)
1 that was created using

selective attestation. Due to the construction of the selective attestation mech-
anism, (L1, T1) will always be equal to the whole aggregate area. Suppose A1

is now received by a cluster that wants to merge A1 with its own aggregate A2

to create A1 ⋊⋉ A2. The cluster can treat ρ1 like a proof that was created by an-
other cluster. That is, if the receiving cluster is large enough (≥ τ), it removes
ρ1 and replaces it with a new proof ρ

(L1⋊⋉2,T1⋊⋉2)
2 , as described in Section 9.4.2. If

the receiving cluster has fewer than τ members, it forwards ρ1 unmodified. As
soon as an aggregate has passed at least one cluster with τ or more members, it
only carries a cluster proof and the mechanism switch is complete.

Clustering→
selective attestation

If clustering is disabled and selective attestation enabled, the transition of
proof data is more gradual. Selective attestation does not remove old proof data
completely. Instead, more and more attestation meta-data is added to an ag-
gregate as its spatiotemporal area grows. Suppose an aggregate A3 is received,
which has been created by a cluster and is accompanied by a cluster agree-
ment proof ρ

(L3,T3)
3 . The receiving vehicle selects the aggregate for fusion with

another aggregate A4, which carries a selective attestation proof ρ
(L4,T4)
4 . Fig-
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Figure 11.3: Aggregate with prior cluster proof that integrates with selective attestation.

ure 11.3 shows an example. As shown in the figure, the selective attestation grid
defined by the security parameter S only applies to the spatiotemporal area
covered by A4. The cluster proof ρ3 is kept unmodified and concatenated with
further meta-data ρ4. Receiving vehicles will evaluate ρ3 as if valid selective at-
testations had been attached to the area (L3, T3). More specifically, both the
selective attestation and the cluster mechanism will each create an opinion on
the aggregate. The opinions will be merged as explained in Section 11.2.2. If
the aggregate is further merged with other aggregates, ρ4 is extended and ρ3 is
again left unmodified. The cluster-part of the proof will continue to exist until
the aggregate is not disseminated further.

In both directions, selective attestation and clustering can be integrated with
a gradual overlap while keeping, further disseminating, and merging existing
aggregates. Similar to selective attestation, the multi-signature mechanism can
be combined with the clustering mechanism, applying analogous principles
during mechanism change. The redundancy mechanism from Chapter 9 can
co-exist with all other three mechanisms and provides orthogonal proofs of
aggregate integrity.

11.4 at tack likeliho od adaptation

In addition to the adaptation to different traffic situations, security mecha-
nisms should be able to adapt to different attack likelihoods. The security mech-
anisms we present exhibit configuration parameters that allow to influence
the trade-off between bandwidth consumption and resilience against attackers.
This influence is a direct one; the more resilient a mechanism is against attack-
ers, the more bandwidth it consumes. Likewise, the less bandwidth a mecha-
nism consumes, the more likely are false positives and false negatives in attack
detection if they are not prevented using uncertainty in opinions. Therefore, we
propose a mechanism that continuously adapts security mechanisms – more
specifically, that adapts the bandwidth that mechanisms consume – based on
overall attack likelihood for specific parts of the road network.
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To avoid node trust issues, the adaptation metric is calculated locally based
Local metric
calculation.

on the vehicle’s world model. Adaptation influences both creation of a mecha-
nism’s proof data, as well as the verification of proof data. Since all vehicles will
have similar world model contents once an aggregation mechanism converges,
all vehicles will calculate similar attack likelihood and adapt their mechanisms
accordingly. Still, adaptation needs to be gradual and verification needs to fac-
tor in delays in remote vehicles’ adaptation process.

These adaptation requirements can be integrated into our mechanism com-
bination framework, which already uses subjective logic to express confidence
in aggregates as continuous values, which adapt to different degrees of con-
fidence. In the following, we derive a metric for attack likelihood from the
aggregate-based confidence ratings (Section 11.4.1). We then show how the met-
ric can be continuously updated and adapted without side-effects such as self-
amplification (Section 11.4.2). Finally, we show how security mechanisms can
be configured based on the metric (Section 11.4.3).

11.4.1 Attack likelihood metric

Based on the confidence in aggregate correctness, we define a metric for the
likelihood of attacks in certain areas in the road network. Intuitively, the attack
likelihood in a given geographical area is inversely proportional to the confi-
dence in the correctness of aggregates within the same area. Let

W = {(A1, ω1), . . . , (An, ωn)} (11.19)

be the world model of a vehicle where each aggregate Ai is annotated with
an opinion ωi as explained in Section 11.2. For attack likelihood, we are only
interested in the geographic locations of information, which are given by the
locators Li. To derive attack likelihood from confidence, we use the subjective
logic complement operator [94].

definition 16 (Opinion complement, denoted by ¬) Let ω = (b, d, u, a)
be an opinion. Then its complement ¬ω is defined as

¬ω :







¬b = d,

¬d = b,

¬u = u,

¬a = 1− a.

(11.20)

Given the locators opinion complements, we have a list

{(L1,¬ω1), . . . , (Ln,¬ωn), } (11.21)

which represents the likelihood for attacks in certain road network regions.
However, the locations in this list may overlap, because the underlying aggre-
gates may overlap. For instance, several aggregates about the same region may
exist in the world model, and they may be associated with different confidences.
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Next, we split the overlapping locators such that the result is overlap free. For
instance, consider two overlapping locators L1 = [x1, y1) and L2 = [x2, y2).
Without loss of generality, we assume here that locators are overlapping one-
dimensional intervals; that is, x1, y1, x2, y2 ∈ R and y1 > x2. Then the over-
lapping L1 and L2 can be replaced by three new non-overlapping locators

L′1 = [x1, x2), (11.22)
L′2 = [x2, y1), (11.23)
L′3 = [y1, y2). (11.24)

Similarly, locators represented by other data structures than one-dimensional
intervals can be made overlap-free. For the overlap part – L′2 in the example –
two opinions about attack likelihood will exist as a result of the process. To
merge these opinions, we use the co-multiplication operator of subjective logic.

definition 17 (Opinion co-multiplication, denoted by ∨) Let ω1 and ω2

be opinions on the same geographical area. Then their co-multiplied opinion
ω1 ∨ω2 is defined as [96]:

ω1 ∨ω2 :







b = b1 + b2 − b1b2,

d = d1d2 +
(1−a2)a1d1u2+a2(1−a1)u1d2

a1+a2−a1a2
,

u = u1u2 +
a2d1u2+a1u1d2

a1+a2−a1a2
,

a = a1 + a2 − a1a2.

(11.25)

Note that the co-multiplication of two opinions is equivalent to the multiplica-
tion with the roles of belief and disbelief switched.

We use co-multiplication, because the likelihood of an attack should be de-
fined by the opinion representing the highest attack likelihood. This require-
ment is implemented by the co-multiplication, as indicated by the addition of
beliefs b1 + b2. Intuitively, the co-multiplication corresponds to the logical OR
in boolean logic.

The result is an overlap-free list of locators with corresponding merged opin-
ion that represent the attack likelihood for the indicated geographical areas:

{(L1, ω1), . . . , (Lm, ωm).} (11.26)

This list is independent of different aggregates and the security mechanisms
that contributed the original opinions. Instead, it is a representation of the road
network that is annotated with attack likelihood in different geographical areas.
We can use this representation to configure different security mechanisms. In
particular, the original confidence outputs from one security mechanism can
be used to adapt parameters of other security mechanisms. Thus, we leverage
the combination of different security mechanisms, which can cross-configure
their respective adaptation parameters.
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Figure 11.4: Example of temporal adaptation from time ti → ti+1.

11.4.2 Continuous operation

The metric discussed in Section 11.4.1 represents the attack likelihood for a spe-
cific instance in time. However, VANETs are dynamic systems where new in-
formation is continuously received and evaluated. Therefore, we need to de-
fine how updates are handled and how the attack likelihood metric is updated.
Moreover, the adaptation of mechanisms may introduce circular dependencies.
Security mechanisms are adapted using attack likelihood. That adaptation may
lead to different resulting opinions, which are in turn the basis for the attack
likelihood metric. The metric then adapts the mechanisms, which may lead to
self-amplification if the adaptation process is not implemented correctly.

Discrete adaptation
process.

Therefore, we define a discrete adaptation process. All opinions on aggre-
gates that are created in time period ti only influence adaptations that are ap-
plied in the following time period ti+1. In addition, we feed a summarized ver-
sion of ti’s attack likelihood into the attack likelihood calculation of ti+1. Fig-
ure 11.4 shows an overview of the process. To increase readability, we exemplify
the process showing a single aggregate A and its locator L.

In time period ti, a number of security mechanisms M1, . . . , Mn evaluate
the aggregate A and express their confidence as belief, disbelief, and uncer-
tainty. The result is translated to attack likelihood as explained in Section 11.4.1.
In addition to the explicit belief, disbelief, and uncertainty from the current
time period, we use subjective logic’s atomicity – also called base rate – to ac-
commodate attack likelihood from previous time periods. In subjective logic,
atomicity represents the a priori likelihood of an event [219]. In our case, it rep-
resents the likelihood of an attack based on historic information and without
any opinions created in the current time period. Initially, we set a0 = 0.5 to
indicate total uncertainty about attacks.

Calculating atomicity. Once all mechanisms evaluated A in the current time period ti, the time
period ends. The atomicity ai is now used in combination with bi, di, and ui to
calculate the expected attack likelihood as discussed in Equation (11.4):

Ei = bi + ai · ui. (11.27)
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In the next time period, ti+1, the expected attack likelihood Ei is used to
reconfigure the security mechanisms and adapt their parameters. For higher
Ei values, the mechanisms will use more overhead to provide higher resilience.
In addition, Ei is used as the a priori attack likelihood in the next time period;
we set

ai+1 := Ei. (11.28)

By doing so, we use the expected value of the current time period as a bias of
opinions in the next time period. As indicated by Equation (11.27), the atomic-
ity influences the result depending on the uncertainty. If mechanisms are un-
certain about attack likelihood in the following time period, the next expected
value will be influenced by the old value. However, if the mechanism adaptation
leads to clearer, more dogmatic ratings of the security mechanisms, the next
expected value will be dominated by the mechanism output. This implemen-
tation of feedback between time periods prevents self-amplification of attack
likelihood.

11.4.3 Mechanism configuration

At first, each enabled security mechanism in our framework starts with a de-
fault configuration of parameters. Then after each time period, the mechanism
is reconfigured using the current expected attack likelihood. The specific imple-
mentation of the adaptation is mechanism specific. We discussed specific adap-
tivity parameters of each security mechanism in Sections 7.7, 8.7, 9.7, and 10.8.
Note that the adaptation concerns two parts of the mechanisms.

generation Depending on the current configuration, a mechanism may
attach more or less proof data to outgoing aggregates.

validation Depending on the current configuration, a mechanism may ex-
pect more or less proof data to have been attached by other vehicles. In
other words, the same amount of proof data may lead to different confi-
dence values depending on current configuration.

As a result, the adaptation of a security mechanism should be synchronized
between different vehicles. Yet, we choose not to implement explicit synchro-
nization, because exchange of synchronization messages may open new attack
vectors and adds additional overhead. Instead, each vehicle evaluates the cur-
rent attack likelihood based on its world model content and the enabled secu-
rity mechanisms. Given the same initial default configuration and similar world
model content, the configuration should at least be loosely synchronized.

However, synchronization will not be perfect. Some vehicles may receive ag-
gregates later than other vehicles, which results in later adaptation of attack
likelihood. Also, vehicles may join roads on junctions or onramps. These vehi-
cles will not share a similar world model content with other vehicles. Finally,
vehicles may not be able to increase proof data on aggregates they only for-
ward. The validation of aggregates should handle these delays gracefully. For
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instance, a delayed adaptation may result in lower confidence values for some
aggregates, but it should not ignore these aggregates completely. After a certain
period of time, the new vehicles will share a common view with existing vehi-
cles, and their world models will converge. By using subjective logic opinions
as generalization mechanism output, our framework enables mechanisms to
implement such gradual adaptation processes.

example The selective attestation mechanism (Chapter 7) uses a security
parameter S, which defines a grid on an aggregate’s area. For each grid inter-
section, one signed atomic observation is kept as attestation meta-data. These
signed values together prove the aggregate’s correctness. The smaller S, the
more bandwidth is used, and the more resilient the security mechanism is against
attacks. The value of S can be chosen inversely proportional to the current at-
tack likelihood. If S is adapted during an aggregate’s lifetime, a receiving vehicle
may expect more atomic observations than are present in the aggregate. The
mapping to subjective logic opinions can express this mismatch in a gradual
decrease of belief in the aggregate’s correctness.

11.4.4 Summary

Our mechanism for attack likelihood adaptation leverages the subjective-logic-
based framework for aggregate confidence calculation to implement adapta-
tion of different security mechanisms. By deriving a combined expected attack
likelihood, the adaptation is easy to implement, because it is based on a single
parameter. Using subjective logic atomicity as feedback mechanism allows to
take into consideration historic attack likelihood values while preventing self-
amplification of adaptation.

11.5 evaluation

We separately evaluate our framework’s two main concepts. In Section 11.5.1,
we assess how different mechanisms can be used for different traffic situations
and whether this combination helps to lower bandwidth use while maintaining
resilience. Section 11.5.2 evaluates whether the attack likelihood adaptation we
proposed in Section 11.4 improves attack detection.

11.5.1 Traffic context adaptation

To evaluate the framework’s traffic context adaptation, we select two security
mechanisms. Namely, we combine selective attestation (Chapter 7) and clus-
tering (Chapter 9), as discussed in Section 11.3.2. The assumption is that selec-
tive attestation will incur less overhead in scenarios with low vehicle density,
whereas clustering will perform better in scenarios with high vehicle density.

The main goal of traffic context adaptation is to lower the bandwidth over-
head compared to using either selective attestation or clustering in all situations.
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Figure 11.5: Cumulative security overhead comparison for attestation, clustering, and a
combined approach.

Since we already evaluated the security properties of the individual mecha-
nisms in Sections 7.4 and 9.5, we therefore focus the combined evaluation on the
cumulative security overhead. The cumulative security overhead is calculated
as the total overhead generated by all vehicles throughout the whole simulation,
measured in megabytes. The total overhead sums up all signatures, public keys,
and certificates.

Simulation setup.The selective attestation mechanism is implemented as described in Chap-
ter 7. The clustering mechanism’s intra-cluster communication is implemented
as described in Chapter 9. To maximize comparability, the same Decision com-
ponent is used by the selective attestation mechanism and to determine inter-
cluster aggregation in the clustering mechanism. We define a threshold of 30
vehicles within 1-hop communication range to determine handover between
attestation and clustering. Selective attestation is used for lower vehicle densi-
ties, and clustering is used for higher vehicle densities. We run our simulations
on a 5 km stretch of highway with 3 lanes. The highway is blocked by a traf-
fic jam at the right end. Therefore, vehicles will move freely at first before they
queue in the developing traffic jam. We vary the vehicle density between 25
and 500 vehicles. For each vehicle density, we simulated the overhead of exclu-
sively using either selective attestation or clustering. In addition, we calculated
the combined overhead when using the traffic context adaptation strategy by
adding the overhead of each mechanism, assuming it is only used in certain
parts of the simulation that are defined by the traffic homogeneity metric.

Simulation results for
traffic adaptation.

Figure 11.5 shows the simulation results. For vehicle densities between 25
and 200 vehicles, the selective attestation mechanism’s overhead is lower. The
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reason is that the average cluster size is small in these simulations. Small clus-
ter sizes incur extra overhead, because only large clusters are considered trust-
worthy by the clustering mechanism. Smaller clusters forward proof data from
other clusters, whereas large clusters, which are considered trustworthy, only
attach their own proof data. For vehicle densities higher than 200 vehicles, clus-
tering performs better. Here, the average cluster size is larger. Also, clustering
benefits from the more efficient communication using cluster heads and gate-
way vehicles when vehicle density is high and clusters are stable. Moreover, se-
lective attestation attaches proof data with a size linear in the geographic region
spanned by aggregates. The overhead due to clustering, however, is constant in
the aggregates’ geographic region if all clusters are large enough, as discussed in
Section 9.4.2. The combined mechanism, which adds the threshold overheads
of both mechanisms, is almost equal to the minimum overhead of both mech-
anisms’ total overhead. Especially for higher vehicle densities, the combined
overhead is equivalent to the clustering overhead, because clustering is used
exclusively as security mechanism. For vehicle densities between 25 and 200
vehicles, the combined overhead is close to but not equal to the selective attes-
tation overhead. The reason is that the threshold criterion is only a heuristic
for the best mechanism. Simulation results show that the combined overhead
is not optimal but still, on average, close to the better mechanism even for lower
vehicle densities. We conclude that the simple traffic density metric defined in
Section 11.3.1 offers a good trade-off, because it requires no extra overhead in
addition to the aggregation mechanisms and can be calculated locally by each
vehicle.

11.5.2 Mechanism combination and attack likelihood adaptation

The goal of both mechanism combination (Section 11.2) and attack likelihood
adaptation (Section 11.4) is to improve detection of attacks. Therefore, we eval-
uate both approaches in a combined simulation. As an additional benefit, the
adaptation of mechanisms can lower their bandwidth use, which we evaluate
as well. To evaluate these goals, we choose a combination of selective attesta-
tion (Chapter 7) and the redundancy-based detection (Chapter 9). As argued
in Section 11.3.2, the redundancy-based mechanism can run in parallel to other
mechanisms to improve attack detection. This improvement is implemented by
our mechanism combination approach. Selective attestation can be combined
with the redundancy-based approach in low traffic density scenarios. We ex-
pect that both mechanisms will complement each other by detecting different
kinds of attacks. The redundancy mechanism is expected to work well in situ-
ations with homogeneous velocities. In situations where velocity differs in the
same location or just changes because of a developing traffic jam, the redun-
dancy mechanism may return false positives. Therefore, we set Ψ = 0.5 for
the redundancy mechanism. The attestation mechanism depends on crypto-
graphic signatures, and is, therefore, assigned a higher certainty of Ψ = 0.8.
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Figure 11.6: Calculated attack probability using the selective attestation mechanism
alone.
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Figure 11.7: Calculated Attack probability using the redundancy mechanism alone.
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Figure 11.8: Calculated attack probability using a combination of selective attestation
and redundancy.
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To evaluate the benefits of mechanism combination, we simulate a 8000 m
stretch of highway with 3 lanes. Traffic is flowing freely; the vehicle density is
100 vehicles. We test both a single attacker and 5 colluding attackers, which
mount a FAKE attack by claiming a traffic jam in the interval 3500–5500 m.
To measure the detection rate, we use the average calculated attack probabil-
ity for the attacked area and the remaining stretch of road. Both attack prob-
abilities are derived by combining all opinions on the respective parts of the
world model and calculating their expected value, as discussed in Section 11.2.
The selective attestation mechanism is mapped to opinions as explained in Sec-
tion 11.2.1. The redundancy mechanism detects whether multiple velocities are
reported for the same geographic region via node-disjoint forwarding paths.
The more the reported velocities differ, the higher derived opinion’s belief. Ide-
ally, the calculated attack probability should be significantly larger than 50 %
for the attacked region and significantly lower for the remaining region. In ad-
dition, the security overhead is calculated in the same way as in Section 11.5.1.

Each mechanism alone, as well as the combination of both mechanisms, is
simulated in a static and in an adaptive version. The static version evaluates
each instance of the vehicles’ world models in isolation. The adaptive versions
use the continuous operation mechanism described in Section 11.4.2 to con-
tinuously derive atomicity from previous evaluations and feed that into future
opinions. Moreover, the selective attestation’s S parameter is adapted in theRecall that S

determines the
amount of signatures
that are added for a
geographic region;

higher S values lead
to larger overhead

and better detection.

adaptive version. We start with S = 300 m, meaning 1 signature is added for
each 300 m stretch of road covered by an aggregate. For regions with attack
probability lower than 30 percent, we set S = 600 m, and when attack proba-
bility exceeds 60 percent, we set S = 150 m.

Figures 11.6 to 11.8 show the simulation results for attack detection. Each
graph shows the simulation time on the x-axis. We use time as x-axis to show
how the adaptation influences attack detection over time. The y-axis shows the
attack probability for a randomly selected node, which is averaged over 10 ran-
dom vehicle placements. In each graph, we plot 4 lines. First, we show the de-
tected attack probability of the static mechanism for the non-attacked region.
Second, we show the static attack probability for the attacked part of the road.
The third and fourth lines show the adaptive attack probabilities for both the
non-attacked region and the attacked region, respectively.

Figure 11.6 shows the results for the attestation mechanism alone. In both the
1 attacker setting and the 5 attackers setting, the attack probability is correctly
calculated for honest vehicles. Results stabilize at 20% for the static mechanism.
The adaptive version stabilizes at 10%, which indicates a benefit of the adapta-
tion. Namely, low attack probabilities are emphasized over time; that is, historic
ratings bias current ratings correctly. The results for the attacked road regions
differ between the 1 attacker and 5 attacker setting. In the 1 attacker setting, the
calculated attack probability is high in the static setting and even higher in the
adaptive setting. But for 5 attackers, the static attestation mechanism rates the
attack probability considerably lower. The reason is that 5 attackers can produce
more valid signatures, which reflects in less certain opinions. The adaptation
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mechanism corrects this behavior, because the S parameter is adapted when
signs for an attack are detected. Once S is adapted, the attackers cannot attach
more signatures to their fake aggregates, whereas the honest nodes can select
more signatures to be kept for correct aggregates. Therefore, the adaptive attes-
tation version performs considerably better for higher amounts of attackers.

The results of the redundancy mechanism versions, depicted in Figure 11.7,
show a different behavior. Overall, the redundancy mechanism performs bet-
ter in the 5 attackers setting. More specifically, the results for the adaptive and
static version are consistent for honest vehicles. As expected the detected attack
probability is higher than for the selective attestation mechanism. The reason
is that heterogeneous traffic may introduce false positives. However, all hon-
est aggregates are rated on average lower than 50%. The results again improve
when adaptation is used. The detection of attacker aggregates is – unlike the
attestation case – better in the 5 attackers setting. In the 1 attacker setting, the
redundancy mechanism introduces false negatives for longer simulation times.
That is, attacker aggregates are rated below 50% for both the static and the adap-
tive version. The reason for this drop in performance is that the redundancy
mechanism benefits from the additional forwarding paths introduced by more
attackers. The more aggregates are received about the same region, the more
consistently can conflicts be detected.

Evaluation summary.We summarize that the attestation mechanism performs especially well in
the 1 attacker setting, whereas the redundancy mechanism shows better results
in the 5 attacker setting. Figure 11.8 shows how the combination of both mecha-
nisms eliminates the drawbacks of the separate mechanisms. The graphs show
that the 1 attacker setting, as is to be expected, results in a clearer distinction
between attacker aggregates and honest information. However, the 5 attackers
setting also clearly distinguishes attacker aggregates from honest information.
The results for the combined mechanisms, therefore, are the only results that
are consistent for both simulated attacker amounts.

In all evaluation scenarios, the adaptation of mechanisms has improved de-
tection results. Figure 11.9 shows an additional benefit of using mechanism
adaptation. Because the selective attestation mechanism only uses a large num-
ber of attached signatures in regions where attacks are likely, the cumulative
bandwidth usage decreases when adaptation is used. We conclude that the com-
bination of mechanisms, when used with mechanism adaptation, both improves
detection probability and lowers bandwidth usage.

11.6 summary

We have presented a comprehensive framework to integrate different security
mechanisms from Chapters 7 to 10. By introducing a subjective-logic-based
reasoning approach, we create the foundation for a flexible combination of
mechanisms in a range of different scenarios. The generic reasoning enables
mechanism combination in two different dimensions. First, we adapt the se-
lection of mechanisms based on the current traffic situation. The goal of this
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Figure 11.9: Security overhead with and without adaptation.

adaptation is mainly to reduce the bandwidth use while maintaining proper
protection against attackers. Second, we adapt mechanisms to achieve consis-
tent attack detection for a variety of scenarios. This combination both improves
attack detection, and it further reduces bandwidth use.

To instantiate our framework, we discussed how our security mechanisms
perform in different scenarios and how they are used in different components
of the framework. We verify our proposals with comprehensive simulations.
The simulation results show that our framework is able to improve attack detec-
tion and bandwidth usage at the same time. Thereby, the framework eliminates
some of the trade-offs between bandwidth usage and aggregation efficiency we
discussed in Chapters 7 to 10.

Beyond the security mechanisms presented in Chapters 7 to 10, a subset of
the framework’s components may be applicable to other use cases beyond in-
network aggregation. For instance, the generic representation and combination
of mechanism output may be used in other situations where multiple mecha-
nisms are used to jointly evaluate information in a world model. Also, mech-
anism adaptation may be applied when suitable adaptation parameters can be
defined. Also, adaptation to different contexts may be applicable to other use
cases. However, it depends on the use case whether a suitable metric for mech-
anism selection can be defined.
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12
12.1 overview

In this thesis, we have designed, evaluated, and integrated resilient in-network
aggregation protocols for VANETs to facilitate long-range traffic efficiency ap-
plications. In-network aggregation arguably is a necessity to implement scal-
able protocols for traffic efficiency applications [152]. At the same time, seman-
tic summarization of information, as it is applied by in-network aggregation,
complicates information integrity protection. In particular, adding resilience
by protecting information integrity often comes at the cost of additional over-
head. Therefore, we have posed the main research question:

How can the resilience of an in-network information aggregation
process and integrity of aggregated information be ensured while
maintaining the bandwidth benefits introduced by aggregation in
VANETs?

12.2 discussion

In-network
aggregation
modeling.

As our first step towards building resilient in-network aggregation mechanisms,
we have established an understanding of how aggregation protocols work and
how they disseminate information within the network. To this end, we have
contributed a generic architecture and information flow model (Contribution a).
Our architecture model identifies mandatory components of in-network ag-
gregation mechanisms (Question 1). We have characterized information flow
by introducing an abstract aggregation operator, identifying distinct aggrega-
tion lifecycle phases, and differentiating patterns within the information flow
(Question 2).

While related work often uses components of the architecture model implic-
itly [e. g., 114, 126], to the best of our knowledge, no existing work provides sim-
ilar generic models for aggregation mechanism architectures. A main result of
our information flow model is the observation of redundant communication
paths, which has inspired the design of our redundancy-based security mecha-
nism.

Security analysis for
in-network
aggregation.

Based on the analysis of in-network aggregation itself, we have identified as-
sets of aggregation mechanisms (Question 3) and discussed threats to these as-
sets. Our categorization of different security approaches (Contribution b) pro-
vides the basis for a structured research methodology (Question 4).

Mechanism design
and evaluation.

To analyze the benefits and limitations of different approaches to achieve re-
silient aggregation (Question 5), we have proposed four specific security mech-
anisms (Contribution c). Each proposed mechanism has been evaluated in
terms of its resilience and its bandwidth overhead (Contribution d).
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The first security mechanism we present (Chapter 7) is based on crypto-
graphic message protection in combination with data consistency checks. The

Cryptography-based
mechanisms.

main contribution of this mechanism is its applicability to very dynamic ag-
gregation protocols, such as DYN. In contrast to related work [146], no fixed
segmentation nor any kind of interaction between vehicles are required.

However, the bandwidth overhead of the mechanism grows linear in the ag-
gregate area for a fixed security parameters. While we have proposed adapta-
tion mechanisms for the security parameters, the bandwidth overhead may re-
main problematic for situations where aggregates need to span large geographic
regions.

Therefore, we have proposed an alternative cryptographic security mecha-
nism based on sketches and multi-signatures in Chapter 8. The mechanism
improves on existing resilient mechanisms proposed by Garofalakis et al. [72],
Han et al. [78], and Hsiao et al. [82], which also use sketches as underlying
data structure. Namely, our mechanism does not require central authorities
(in contrast to [78]) nor does it require prior agreement on aggregated values
(in contrast to [72, 82]).

While our sketches-based mechanism provides security for very dynamic
aggregation settings, we have observed that it introduces a considerable secu-
rity overhead, because several cryptographic signatures and key material are
required to protect the integrity of the underlying FM sketches. These draw-
backs are partially eliminated by the mechanism’s second phase where multi-
signatures are applied to reduce bandwidth overhead when information is dis-
seminated in farther away regions. But the overhead in the mechanism’s first
phase in combination with the requirement for multiple phases may render the
mechanism inefficient for aggregation of information about large geographic
regions.

Clustering-based
interactive
mechanism.

As both our cryptography-based security mechanisms suffer from high band-
width use in large areas or dense traffic scenarios, our third mechanism pro-
posal, a cluster-based security mechanism (Chapter 9), specifically addresses
these scenarios. We have shown that aggregation decisions, such as velocity
similarity can be applied to create stable clusters. The main advantage of our
clustering-based resilience mechanism is that its overhead is constant rather
than linear in the size of the aggregates’ geographic regions, because we have
designed a bandwidth-efficient proof of cluster size that is used during inter-
cluster communication. The mechanism thereby improves over a proposal of
Raya and Hubaux [146], where clusters are built using fixed geographic regions,
and where hierarchical aggregation is not explicitly addressed. The mechanism’s
main drawback is that its applicability to sparse traffic situations may be limited,
because it requires a minimum cluster size to be resilient against attackers.

Redundancy-based
mechanism.

In Chapter 10, we have proposed a mechanism that is based on communica-
tion redundancy in combination with data-consistency mechanisms. Our re-
dundancy-based mechanism is orthogonal especially to the proposals in Chap-
ters 7 and 8. A main contribution is the introduction of secure path lists, which
make our redundancy-based mechanism applicable to the dynamic aggrega-
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tion setting. In contrast to existing work, as well as to our mechanisms in Chap-
ters 7 and 8, the mechanism’s overhead is limited to the size of the secure path
lists, which makes it scalable. In sparse traffic situations, however, the mecha-
nism may only be able to detect inconsistencies rather then determine and filter
the correct information.

All four mechanisms rely on variations of the assumption that information Fundamental limits.
that is reported by a large number of participants is likely correct. To determine
that a large number of participants report about an event, their identities need
to be distinguished. Our mechanisms implement different approaches to re-
duce the security overhead while maintaining resilience against attackers. But
evaluation results indicate that there may be an intrinsic trade-off between over-
head and resilience, partially addressing Question 6.

Mechanism
combination and
adaptivity.

To further lower bandwidth overhead while maintaining resilience against
attacks, we have proposed a mechanism combination and adaptation frame-
work (Contribution e). Specifically, we have shown how cryptography-based
security mechanisms can be combined with interactive mechanisms to achieve
protection against attacks in both sparse traffic situations, as well as high den-
sity traffic, while maintaining tolerable overhead. As an orthogonal mode of
adaptation, we have introduced a generic mechanism to adapt each mecha-
nism’s overhead based on the current attack likelihood. This adaptation strat-
egy allows to further improve bandwidth usage while maintaining resilience.
In contrast to other generic frameworks, such as [75], our framework is flexible
enough to be applied to in-network aggregation. Due to its generic design, the
framework may well be applied to other use cases where insider attackers need
to be detected. Our evaluation results have shown that our framework achieves
protection against a wider range of attacks while lowering security overhead at
the same time (Question 7).

Addressing our main
research question.

We conclude that resilience of in-network aggregation against insider attack-
ers can be achieved by employing a number of different mechanisms, which we
explored in a structured way based on our security paradigms taxonomy. How-
ever, each mechanism introduces considerable overhead and is efficiently ap-
plicable only to specific traffic situations. Therefore, to maintain the bandwidth
benefits introduced by aggregation, a combination of different mechanisms and
their adaptation to different attack likelihoods is required. We have proposed a
generic framework and demonstrated using simulations that such combination
and adaptation is feasible.
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In this work, we have demonstrated that resilient in-network aggregation is
achievable and that the combination and adaptation of different mechanisms
allows to achieve resilience while maintaining bandwidth efficiency. We see
three areas where future work could contribute to our proposals: evaluation
in experimental deployments, formal models, and generalization to other use
cases and research domains.
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We have evaluated our mechanism proposals using network simulations. Al-
though simulation environments offer a controlled environment, the evalua-

Testbed evaluation. tion of our results in real deployments would underline the feasibility of our
contributions. As we target traffic efficiency applications, a large number of
vehicles would be required for evaluation in deployments. Although field op-
erational trials for VANETs are underway as of 2015, there is no testbed avail-
able that would provide the required number of vehicles to test scalability of in-
network aggregation mechanisms. Moreover, we consider testing of resilience
in real deployments an open challenge. A fully operational deployment of traf-
fic efficiency applications is required to acquire knowledge about attacks on
real systems. Traces of such attacks would help to validate our results in more
realistic settings. But even if such attack traces would be available, it is a chal-
lenge to replay them to test resilience mechanisms without endangering actual
drivers on the roads.

Formal proofs. As second direction, we consider the formal proof of lower bounds on band-
width use for certain resilience levels. Similar proofs have been published by
Bhaskar et al. [28] for specific aggregation mechanisms in WSNs. However,
their results cannot be directly applied to the different network setting in VANETs.
The results of our simulations indicate that similar bounds may apply to VANETs,
but a formal proof of these bounds still requires further investigations.

Application to other
domains.

Finally, we see the potential for applying our results in other domains besides
VANETs. Since the advent of small form factor devices with sufficient process-
ing power and networking capabilities, more and more applications diverge
from traditional centralized networks. Examples are wireless sensor networks
or urban sensing [20, 107]. As such networks are composed of large numbers
of devices, distributing processing and fusion of information throughout the
network is often a necessity for achieving sufficient scalability. The need for in-
formation aggregation will create security challenges that are very related to the
ones discussed in this thesis, and we assume that our solutions can be adapted
to such scenarios.

Furthermore, our framework for combination and adaptivity of mechanisms
(Chapter 11) has the potential to be applied to other domains than in-network
aggregation, such as misbehavior detection in other mobile ad hoc networks.
Likewise, our redundancy-based security approach (Chapter 10) may be appli-
cable to other mobile routing scenarios with redundant message dissemination.
Therefore, while the solutions we present in this thesis are tailored towards ve-
hicular networks, the underlying concepts can serve as templates to ensure re-
silience in a wide range of networks that follow the same trend.
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