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Abstract—With the continuous scaling of CMOS technology, 

integrating an embedded high-density non-volatile memory 

appears to be more and more costly and technologically 

challenging. Beyond floating-gate memory technologies, bipolar 

Resistive Random Access Memories (RRAM) appear to be one of 

the most promising technologies. However, when organized in a 1 

or 2-Transistor 1-RRAM (1T1R, 2T1R) architectures, they suffer 

from large bitcell area, degraded performance and reliability issue 

during reset operation. The association of multiple-independent-

gate Polarity Controllable Transistors (PCT) with RRAM 

overcomes these drawbacks, while providing a dense structure. In 

this paper, we present two innovative PCT-based bitcells and 

propose an extensive study of their functionality, physical design 

considerations and performances in read and write operations 

compared to CMOS-based 1T1R and 2T1R bitcells. The proposed 

bitcells outperform the performances of 1T1R and 2T1R bitcells 

in reset (5× to 105× speed improvement) are competitive in term of 

area (1.35× to 2.6× area reduction versus 2T1R) and avoid gate 

overdrive (1.2V versus more than 2V in 1T1R bitcells) thus 

reducing selector reliability concerns. We also propose an 

innovative programming strategy which takes advantage of the 

PCT polarity control and enabling 500× improvement in reset 

performance. Finally, the proposed bitcells performs 15 to 67% 

faster than CMOS bitcells in read.  

Keywords—Embedded Memory ; bipolar RRAM; OxRAM; 

Polarity Controllable Transistors; SiNWFET; 1T1R; 2T1R.  

I.  INTRODUCTION  

With the introduction of advanced CMOS nodes (<2x nm) 
[1] and the scaling limitation reached by the classical charge 
storage memory, Resistive Random Access Memory (RRAM) 
appears more and more as a potential candidate to replace 
conventional Non-Volatile Memory (NVM) in microcontrollers 
embedded NVM (eNVM) devices. Among all others Back-End-
of-Line (BEoL) resistive memory candidates (e.g. Phase Change 
or Magnetic Memory – PCM, MRAM), Oxide-based and 
Conductive bridge-based RRAM (OxRAM, CBRAM) are the 
most promising since their Metal-Insulator-Metal (MIM) 

structure is composed of materials already available in 
foundries, thereby driving down the process costs [2] [3]. 
However, while bipolar behavior (featured by most of the 2-
terminals OxRAM, CBRAM or MRAM technologies) enables 
better endurance and lower energy consumption [4] than 
unipolar device, new constraints appear if co-integrated with 
unipolar selectors such as Metal Oxide Semiconductor (MOS) 
transistors.   

 When used with bipolar RRAM technologies, unipolar 
MOS selectors cannot perform equally in each polarity and lead 
to strongly unbalanced programming operations [5] and strongly 
overdriven selector during reset operation [6] [7] [8] [9],  
(leading to faster aging of the selector). To overcome this issue, 
we propose the use of Polarity Controllable Transistors (PCT) 
such as the multiple independent all-around gate transistors [10] 
which are opening a new era in microelectronic circuit design. 
These transistors enable a dynamic majority carrier selection and 
so, provide on-demand n-type/p-type MOS transistor behavior. 
While PCT have been actively studied for digital circuit design 
in order to reduce the computation logic area and complexity 
[11] [12] [13] [14], PCT-based memories, and particularly Non-
Volatile Memories (NVM) have been poorly studied. To the 
extent of our knowledge, only [15] proposed a NVM 
architecture using PCT and Spin Transfer Torque (STT-
MRAM) memory technology to increase the security of 
memories. To this end, in [15], the transistor polarity is adjusted 
depending on the performed programming operation in order to 
use similar current levels during set and reset. This leads to a 
homogeneous thermal and power signature hardening side 
channel attacks. However, this study does not cover array 
considerations and there are no reported studies on classical 
memory architectures.  

In this work, we first propose, to highlight the limitations of 
standard CMOS-based architectures (1Transistor 1 RRAM – 
1T1R and 2Transistors 1RRAM – 2T1R [5]). Then, we explore 
the operation of PCT-based RRAM bitcells and show that these 
structures can solve the previously identified CMOS bitcells 
issues without requiring gate overdrive or area increase. Then, 
we propose two PCT-based array organizations: one standard 
1PCT 1RRAM (1PCT1R) bitcell and an innovative cross-shaped 
1PCT1R bitcell (1XPCT1R). We demonstrate the operation and 
functionality of the proposed bitcells by simulating it with an 
OxRAM compact model [16] calibrated on recent experimental 
results [17], a 25nm Silicon NanoWire FET (SiNWFET) PCT 
technology model [18] calibrated on measurement and TCAD 
data [19], and use as a reference a 28nm low-power CMOS 
industrial Product Design Kit (PDK).  
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The main contributions of this work are as follow:  

 We propose two innovative PCT-based bitcells 
featuring 16F2 and 25F2 density (1.35× and 2.6× area 
reduction compared to 2T1R). 

 We show that for equivalent reset conditions, the PCT-
based bitcells outperform 1T1R (75× for a 2.2BL-SL 
voltage at 2V gate overdrive) and 2T1R bitcell (5× at 
SL-BL=1.8V and 105× at BL-SL=2.2V for a 1.2V gate 
voltage). On the other hand, the proposed PCT-bitcell 
do not degrade set performances. 

 We propose a new programming strategy for PCT-based 
architectures improving further the reset process by 
performing it with the n-type PCT while doing the set 
operation with the p-type. We show that n-type reset 
enables 500× reset time reduction compared to p-type 
reset.  

 Finally, we benchmark the proposed bitcells in read 
operation and we show: (i) from 30 to 67% of read time 
reduction compared to 2T1R, (ii) only 8.6% longer read 
time for the 1PCT1R compared to 1T1R and (iii) 15% 
read time reduction for 1XPCT1R compared to 1T1R. 
We take advantage of the lower bitcell density to 
connect less bitcells to the memory lines, enabling faster 
read operation than CMOS 1T1R (except for extremely 
wide and thin arrays : more than 300 columns and less 
than 100 rows). 

The remainder of this paper is organized as follows. Section 
II presents the general background of this work. Section III 
introduces typical RRAM arrays organizations and identifies its 
limitations. Section IV presents PCT-based OxRAM bitcell 
schematic principle and operations mode. Section V proposes a 
breakthrough PCT-based RRAM bitcell. Section VI evaluates 
the performance indicators of the proposed approaches. Finally, 
Section VII discusses and draws the general conclusions of the 
paper. 

II. BACKGROUND 

In this section, we give a brief overview of both 
technologies, namely Resistive memories (RRAM) technology 
and Polarity Controllable Transistor (PCT) technology. 
Thereby, we first present the operation of bipolar RRAM with a 
focus on OxRAM technology, then we introduce PCT 
technologies with a focus on Silicon NanoWire FET 
(SiNWFET) technology. Finally, the complete simulation set-up 
together with the compact models used for both technologies is 
addressed. 

A. Bipolar Resistive Switching Memories 

Trendy technologies such as Spin-Transfer Torque Magnetic 
Memories (STT-MRAM), Oxide-based and Conductive Bridge-
based Resistive Switching Memories (OxRAM, CBRAM) or 
Phase Change Memories (PCM) are extensively explored by 
both academic and industrial groups as future replacement 
candidates for flash technologies [20] [21] [22]. Among these, 
bipolar OxRAM/CBRAM technologies are seen as the most 
promising technologies thanks to their fabrication friendly 
materials, their low cost Back-End-of-Line (BEoL) process, their 

high scalability and their fast switching [17]. Finally, OxRAM 
technology is currently used in microcontrollers products as data 
and program memory replacing eFlash [23] [3]. 

Figure 1 presents the switching operations of a bipolar 
OxRAM. The electroforming step (in green) required by some 
RRAM technologies [24] [6] in order to create a first oxygen 
vacancies-based conductive filament is not considered here and 
assumed to be already performed. Then, the OxRAM can be 
switched from Low Resistance State (LRS) to High Resistance 

State (HRS) by reset operation (in red) or from HRS to LRS by 
a set operation (in blue). As a bipolar technology, OxRAM 
memory is programmed by applying opposed polarity 
programming pulses across its terminals. Set operation is 
performed by applying a positive voltage difference between 
the Top Electrode (TE) and the Bottom Electrode (BE) 
terminals and limiting the Iprog current to control the achieved 
LRS value. Oppositely, the reset operation is performed by 
applying a positive voltage difference between the BE and the 
TE.  

 
Figure 1: (a) TEM cross-section of an OxRAM memory co-

integrated in a 130nm CMOS BEoL process [6]. (b) I-V curve of the 

operation of an OxRAM with forming (green), set(blue) and reset 

(red) operation highlighted [25]. (c) Symbol view considered in this 

paper, the Top Electrode is considered as deposited the latest 

during the fabrication steps. 

B. Polarity Controllable Transistor  

In parallel to the evolution of regular CMOS technologies, 
the polarity-control behavior has been demonstrated for highly 
scaled FET devices (below 30nm nodes) based on silicon 
nanowires [26] [27], carbon nanotubes [28], graphene [29], 
FinFETs [10] and WSe-based field effect transistors [30]. 
Among these technologies, the Silicon NanoWire Fied Effect 
Transistor (SiNWFET) using a gate-all-around process appears 
to be the most natural evolution from FinFET transistors [31]. 
Figure 2-a and b presents the physical structure of the considered 
SiNWFET transistors. Polarity controllable devices provide 
huge flexibility, by controlling the voltages on the two Polarity 
Gates (PGs and PGd), on the Control Gate (CG), on the Drain 
and the Source, several effects can be obtained: polarity control, 
subthreshold slope control or threshold voltage modulation. 
These effects have been widely used for logic enhancement [11] 
[12]  but were barely explored in the memory field. In this paper 
we propose to use the polarity control effect presented Figure 2-
c to enhance non-volatile bipolar RRAM memories 
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performances. By changing the polarity gates bias, it is possible 
to switch from an n-type MOS behavior to a p-type MOS 
behavior. The symbol introduced Figure 2-d represents the PCT 
where PGs and PGd are connected together under the Polarity 
Gate (PG) label.  

C. Simulation Methodology  

The model used to simulate the oxide-based RRAM relies on 
electric field-induced creation/destruction of oxygen vacancies 
within the switching layer, as presented in [16] and is calibrated 
with data from HfO2 OxRAM technology from [17]. The 
memory resistance is directly linked to the radius of the 
Conductive Filament (CF), which is calculated thanks to a single 
master equation continuously accounting for both forming/set 
and reset. The model takes into account various phenomenon, 
including the switching time dependency versus the applied 
voltage for all operations, the relationship between the 
programming current and the achieved resistance state as well 
as the temperature effect on all operations. In the following 
simulations we considered that the OxRAM forming step has 
already been performed.  

 

Figure 2: (a) 3D view of a Polarity Controllable SiNWFET 
structure. (b) Tilted SEM view with detailed polarity gates PGs and 
PGd (blue and yellow), control gate CG (red), drain D and source 
S (green) [10]. (c) Simulated I-V curves of n-type (red) and p-type 
(blue) operation in a 25nm equivalent node [19] with detailed 
subthreshold current. (d) Symbol view considered in the paper, the 
polarity gate (PG) node is connected to both PGs and PGd. 

In order to simulate the PCT, we use a simple SiNWFET 
model, as described in [18]. This model is based on a parametric 
table extracted from TCAD simulations whose basic parameters 
were fitted on measured device characteristics [31]. Access 
resistances are estimated according to the device geometry. Each 
capacitance is extracted from TCAD simulations as an average 
value under all possible bias conditions. Instead of comparing 
the performances with advanced CMOS node, the model was 
calibrated on deeply scaled TCAD considering 25nm channel 
length SiNWFET [19]. 

Finally, these two models are used together and simulated 
using Eldo simulator [32]. As SiNWFET technology is based on 

a 25nm FinFET technology, we consider FinFET design rules 
for the layout considerations. On the other hand, as SiNWFET 
is an ultra-low leakage technology [31], thereby we consider a 
commercial 28nm FDSOI low power CMOS technology PDK 
from STMicroelectronics to enable an apple-to-apple 
comparison with CMOS. 

III. STANDARD CMOS-BASED RRAM ARCHITECTURE 

In this section, we provide an overview of the CMOS-based 
bipolar RRAM bitcells and we identify their limitations in terms 
of area and performances. We also discuss the reliability impact 
induced by the reset operation on the memory and periphery 
transistors. 

First, it seems mandatory to justify the choice of keeping on 
logic transistors as selectors for eNVM while most of the 
community rushes for studies with fully BEoL bitcells or 
unconventional Front End of Line (FEoL) selectors. Extremely 
high transistor-less bitcell density architectures such as 
crosspoint/crossbar or Vertical RRAM (VRRAM) have been 
proposed but, as we demonstrated in [33], due to the high 
voltages required (3 to 6Volts), peripheral circuitry becomes 
area hungry and makes it not suitable for embedded memory 
replacement. On the other hand, extremely aggressive FEoL 
process, as used in [34], cannot be co-integrated with logic gates, 
requiring extremely process steps and thus making it not suitable 
for embedded memories. In this context, standard logic CMOS 
selectors are considered today by industrials as a viable solution 
for microcontrollers eNVM [23] [3]. 

  

Figure 3 : Operation of a 1T1R (resp. 2T1R) OxRAM bitcell during 

set (a) (resp. (c)) and reset (b) (resp. (d)) operations. The gate-

source voltage Vgs is highlighted. In a 1T1R structure, due to the 

bipolarities programming operations, the Vgs is not well controlled 

during the reset, while in a 2T1R structure, a PMOS transistor is 

used to overcome this issue.  

 

Standard CMOS-based resistive memory architectures 
consist of the association of a MOS transistor (usually a n-type 
MOS transistor to maximize the area density w.r.t to a p-type 
MOS [35] which must be at least two times bigger for the same 
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drive) and a stacked BEoL RRAM that can fit in one of the first 
metal-to-metal vias or in a contact [36]. This standard 1T1R 
structure is presented in Figure 3. As presented in Section II, 
programming operations in the OxRAM technology are 
performed in opposite polarity. The set operation is carried out 
by applying a positive pulse to the top electrode. Once the 
OxRAM starts to switch from the HRS to the LRS, the current 
has to be limited to control the desired resistance value [17] [34]. 
The higher the programming current, the lower the obtained 
resistance value and variability. The reset operation is performed 
by applying a positive pulse to the bottom electrode, the current 
is controlled with the reset voltage (Vreset) (a current limitation 
is not needed during the reset operation because the resistance 
increases progressively, leading to a self-limitation) and the 
resistance switches to HRS. The obtained resistance depends on 
the applied reset voltage and the programing time [2]. 

Figure 3 presents the difference between 1T1R and 2T1R 
bitcells. 

With a n-type transistor, the current is controlled during the set 
operation by direct control on the Gate-Source voltage. During 
the reset operation, to bring a sufficient Vreset across the selected 
OxRAM, the bottom electrode voltage of the ReRAM is slightly 
lower than Vreset – VT because the gate voltage is equal to Vreset. 
Compensating the VT loss by increasing the gate polarity (gate 
overdrive) leads to increased complexity, reliability issues and 
more complex voltage management. In [6] [7] [8] [9], the reset 
gate voltage is raised between 2.4 up to 6V in order to perform 
a fast reset. The high voltages considered will cause stress in (i) 
the selected bitcell transistor, (ii) the neighbors bitcells selectors 
sharing the same BL and WL and in (iii) the near memory array 
periphery. Figure 3-a presents set operation in regards with the 
Vgs and Figure 3-b the reset operation with inverted Vgs. 

To overcome this issue, a p-type transistor can be added to 
the 1T1R resulting to a 2T1R bitcell. In this topology, only the 
n-type transistor is used during the set operation (Figure 3-c) in 
order to control the current (the p-type transistor gate-source 
voltage is kept zero). During the reset operation (Figure 3-d), the 
p-type transistor is used (the n-type transistor Vgs cannot be 
controlled properly in reversed polarity). The p-type ensures that 
the reset voltage is applied across the OxRAM without VT loss. 
To that, two WordLines (WL) are used (WLn and WLp) in order 
to control independently the n and the p-type transistors.  
Exploiting 2T1R architecture allows lower operation voltage 
during reset but increase the bitcell area as we show section VI. 
As a reference, in [37], a 4-Transistors (2 inverters) driver per 
bitcell is used to avoid VT loss.  

Several control signals are needed: The Bit Line (BL) 
connected to the RRAM, the Word Line (WL) connected to the 
MOS transistor gate and the Source Line (SL) connected to the 
MOS transistor source.  

In order to compare the bitcells footprint, we designed the 
smallest possible layout in 28nm CMOS technology. Figure 4 
shows the layout of 4-bit arrays of 1T1R (Figure 4-a) and 2T1R 
(Figure 4-b) with highlighted 1-bit footprint. To optimize the bit 
density, transistors sources are shared. The occupied area for 1-
bit blocks that can be directly replicated is 0.031µm² (12.4F2) for 
1T1R bitcells. For 2T1R bitcells with minimum p-type transistor 

size enables 0.076um2 (30.3F2) and 0.1008µm² (40.3F2 shown 
Figure 4-b) for double p-type transistor width. It is worth to note 
that an even denser 1T1R architecture featuring dummy 
transistors always off, instead of diffusion spacing, can be 
designed down to 12.1F2 per bit in 28nm technology (inspired 
from [38]). However, it may lead to huge static leakage during 
both programming and read operations, making it not suitable 
for eNVM. 

In this section, we only focused on area considerations. 
Section IV describes its performances in set while Section VI 
details the performances of these bitcells in reset operation. 

 

Figure 4: Layout of 2x2 bits (a) 1T1R and (b) 2T1R with double size 
p-type OxRAM cell array. MOS transistor sources are shared to 
reduce the bitcell area. 

IV. PCT-BASED OXRAM ARCHITECTURE 

In this section, we describe precisely the operation of PCT-
based RRAM bitcells. Then, we present the physical 
implementation of a standard PCT-based RRAM bitcell that we 
name 1PCT1R and validate its functionality through electrical 
simulations.  
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Figure 5 : Schematic of a 1PCT1R bitcell during (a) set and (b) reset 
operations. The control-gate voltage (CG) defines the polarity of the 
transistor. For set operation, a n-type MOS is enabled. For reset, a 
p-type MOS is enabled. 

A. PCT-based OxRAM Operation  

Beyond standard CMOS-based memory architectures, new 
bitcells using PCT transistors can be designed. Contrarily to 
CMOS-based bitcells, as described Figure 3 and Figure 5, these 
bitcells do not suffer from VT loss during reset operation. Figure 
5 presents the operation of a 1PCT1R structure. One additional 
signal is needed to control the PCT: The Polarity Gate (PG).  

For set operation (as shown Figure 5-a), the PG voltage is 
put to high voltage to ensure n-type operation. Then, the CG 
voltage is raised to the set gate voltage (VGset) in order to limit 
the set current. During a reset operation (as shown Figure 5-b), 
the PG voltage is set to Gnd in order to ensure p-type operation. 
Then, the CG voltage is also set to Gnd to drive a reset operation 
with the p-type maximum current.  

 
Figure 6 : Waveform of set pulses performed in (a) n-type PCT and 

in (b) p-type PCT. 

Our PCT bitcells was simulated under two configurations: (i) 
with the set operation performed with the PCT in n-type. (ii) 
with the set operation performed with the PCT in p-type. We 
then performed several set operations and present the 
waveforms Figure 6. These waveforms show a uniformity 
between n-type and p-type set operation. In Figure 7, we show 
that the set current can be controlled as for standard CMOS-
based bitcells. And that for a standard 6 nanowire PCT [15], 
current from few micro-amperes up to 100µA can be achieved 
without gate overdrive. Regarding the literature, we considered 
a 60µA programming current which is usually considered as a 
reliable programming current [6] [36] [34].  

Figure 7 : Iprog-Vgs curve of set operation in PCT-based bitcells 

for n-type and p-type configurations.  

Finally, Figure 8 presents a full set-reset programming cycle in 
1PCT1R configuration showing a short 100ns set operation and 
a 22µs reset operation. We deliberately do not give too much 
details on the reset operation in this section, as it will be 
extensively explored and compared to CMOS bitcells in 
Section VI. 
 

Figure 8: Set Reset cycle of a PCT-based bipolar RRAM bitcell. 

B. Physical Implementation Description 

Contrarily to [15], we keep a 4-terminal bitcell organization. 
This way, we provide a good control of the polarity gate 
voltage, making this architecture compatible with programming 
and reading scheme where some of the BL or SL are kept 
floating [36] (i.e., we ensure the transistor polarity 
independently of the array biasing). Finally, this 4-terminal 
bitcell ease the reading process and reduce its energy 
consumption, by enabling small BL/SL voltage difference (in 
the common BL/PG configuration from [15], low BL voltages 
leads to lower read margin or impossible read as then transistor 
state depends on the BL voltage). Finally, as a reference, 4 
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terminal bitcells-based memory architectures are common for 
NOR Flash [39] memories. 
Figure 9 presents the layout schematic of the proposed 4-
terminal 1PCT1R bitcell and of a 2×2 bit array of 1PCT-1R 
bitcells implemented in 25nm gate length SiNWFET 
technology [40]. A Polarity Line (PL) is used to bias the 
additional PGs. To optimize the density in 1PCT1R arrays, PLs 
are shared along the columns, as well as the PCT terminal 
connected to the SL. It ends to a 262nm by 245nm bitcell 
(0.064µm²) for a 25nm node.  
 

 
Figure 9 : (a) Layout of a single PCT SiNWFET transistor and 
detailed layers. (b) Layout of a 2x2 bits 1PCT1R cell array in a 25nm 
SiNWFET process. Transistors drains are shared to reduce the 
bitcell area. 

C. Programming operations in PCT-based arrays 

During the programming operations in 1PCT1R arrays, two 
main constraints must be considered: (i) the accessed bitcell has 
to be activated, (ii) the non-accessed bitcells has to be disabled 
to avoid parasitic write operations. While the PCT and OxRAM 
behaviors depend on the relative voltages between PL, SL, BL 
and WL terminals, the applied voltages can be either positive or 
negative. In the following, we consider only positive voltages. 
While the required current to ensure reliability and retention is 
relatively high (≈60µA), charge and discharge of the array metal 
lines energy cost was considered as a negligible cost in the 
programming energy considerations as is it pretty small 
compared to the memory programming current. In the following, 
we present the operation of a PCT-based array in n-type set 
configuration.  

WLs, PLs, SLs and BLs are biased to ensure a 0 volts Vgs or 
VSL-BL in the unselected bitcells while enabling the selected 
bitcell transistor. (1) During the set operation, all the PCTs are 

set in n-type (PL voltage at 1.2V), then, all the WLs, SLs and 
BLs are polarized at the Gnd. Then, the selected WL is put at 
VGset and the writing pulse (at set voltage) is applied on the 
selected BL. (2) Read operation is done using the same 
procedure. (3) During the reset operation, all the PCTs are set in 
p-type (PL voltage at Gnd) and the array WLs, BLs and SLs are 
biased at the reset voltage (Vreset). The selected WL is pulled 
down to Gnd and the writing pulse (from Vreset to Gnd) is applied 
on the selected BL. Table 1 summarizes the bias voltages used 
for set and reset operations for the selected and non-selected 
bitcells. In the memory array operations, all the PCT are set in 
the same polarity (all n-type for set and read operations and all 
p-type for the reset operation).  

Table 1: Overview of the programming voltages and PCT type for 

set, reset and read operations. 

 Set Reset Read 

Stat

us 

select
ed 

Non-
select

ed 

select
ed 

Non-
select

ed 

Select
ed 

Non-
select

ed 
WL VGset 0 0 Vreset VGread 0 
SL 0 0 Vreset Vreset 0 0 
BL Vset 0 0 Vreset Vread 0 
PL Vset Vset 0 0 Vdd Vdd 

PCT 

Type 
n-type n-type p-type p-type n-type n-type 

 

D. PCT-based OxRAM Functionnal Validation 

Array simulations are presented in this section. Figure 10 
shows a Set-Read-Reset-Read sequence in a 1PCT1R 2×2 array 
(Figure 9). In the presented sequence, each bit is programmed 
two times: First, a set operation is performed, then a reset 
operation is conducted. The bitcells sharing the SL, WL or BL 
with the accessed one, either see a 0 Volts Vgs either a 0 Volts 
BL-SL voltage difference. Thereby, set and reset operations are 
achieved without parasitic write in non-accessed bitcells. On the 
other hand, the p-type configuration set can be performed as a 
reset operation from Figure 10, as for this configuration, the 
RRAM is reversed. 

 
Figure 10: Waveforms of set and reset operations in a 1PCT1R 
bitcell 2x2 array. WL, PL, BL voltages and OxRAM current are 
shown. The immunity to programming disturb in non-selected 
bitcells is ensured. 

SET-00 RESET-00 SET-01 RESET-01 SET-10 RESET-10 SET-11 RESET-11

READ LRS

READ HRS

All PMOS
All 

NMOS

0

60µ

-60µ

0

1.2

0

1.2

0

1.2

0

1.2

Time(s) 

0 400µ200µ 300µ100µ

Current [A]: 

OxRAM 00

OxRAM 01

OxRAM 10

OxRAM 11

BitLines

Voltages [V] :

BL0

BL1 

PolarLines

Voltages [V]

WordLines

Voltages [V] : 

WL0

WL1

SourceLines

Voltages [V]



> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 

V. PCT-BASED OXRAM 1XPCT1R ARCHITECTURE 

In this section, we present first, an innovative bitcell 
enabling a better density than the previously presented 1PCT1R 
bitcell. Then, we validate its functionality and propose an 
innovative array organization.  

A. PCT-based 1XPCT1R Physical Implementation  

Thanks to the memories array structure regularity, a higher 
flexibility is allowed with the design rules compared to standard 
logic physical design rules. In this section, we take the 
assumption that gates can be arranged in both vertical and 
horizontal directions as long as a high level of regularity is 
ensured (as a reference, the same consideration is taken in 
SRAM design to increase the contacts and active density). 
Thereby, we propose an innovating bitcell, using PCT transistors 
organized in a cross shape. The cross-shaped 1PCT1R bitcell 
(1XPCT1R) is validated through physical layout feasibility 
study and electrical simulations. 

Figure 11: (a) Schematic  of a 2×2 bits 1XPCT1R cell array. (b) 
Physical description of a 20-bits cell array and (c) a detailed layout 
of a 2×2 bits 1XPCT1R cell array. 1XPCT1R bitcell is constituted 
of 4 PCTs with common drain. Equivalent bit density is almost 2 
times higher than for 1PCT1R bitcell. 

Figure 11-a presents the 1XPCT1R schematic diagram. Four 
1PCT1R bitcells are organized in cross-shape with common 
transistor source. The transistors T1 and T2 (resp. T3 and T4) 
CGs are connected together to the WL0 (resp. WL1). T2 and T4 
(resp. T1 and T3) PGs are in common and connected to the PL0 
(resp. PL1). T2 and T3 OxRAMs are connected to the BL1 while 
T1 OxRAM is connected to BL0 and T4 OxRAM to BL2. In 
Figure 11-b the layout array organization is shown, the 
1XPCT1R is a cross-shaped bitcell. Each cross’s arm supports a 
PCT (green) and an OxRAM memory (black squares). The 
minimum size replicable block is a 20 bits block in a 0.828µm² 
square. It leads to a 0.041µm² per bit (35% smaller than the 
standard 1PCT1R area 0.064µm²) for a 25nm physical rules PCT 
technology node. Figure 11-c presents the detailed physical 
layout of a 4 bit 1XPCT1R block. The common SL is drawn 
using a metal 3 vertical wire. Connection between the SL and 
the transistors common source is performed through a metal 1 

wire used to shift the contact over T1 transistor. Thereby, BLs 
(resp. WLs) are drawn using metal 2 horizontal lines and are 
connected to the OxRAMs (resp. CGs). Each transistor drain 
supports an OxRAM. 

This 1XPCT1R array organization needs specific array 
border bitcells. Some bits have to be sacrificed in the border. To 
make all the BLs, WLs, SLs and PLs accessible, the border cross 
are cut and some bits are not connected as presented Figure 12. 
The uncompleted cross containing no common SLs are 
sacrificed. It represents one bit among six for the first and last 
BLs and SLs. To ease the addressing, first and last BL and SL 
can be not addressed. Additionally, this array organization 
features a lower density contact per array lines, requiring more 
lines, and thus reducing the parasitic capacitance on the WLs, 
SLs, PLs, and BLs and thus the energy consumption during read 
operation as shown section VI-b. 

 

Figure 12: Array of 1XPCT1R bitcells with detailed WL, BL, SL and 

PL. Border bitcells are detailed: unconnected OxRAMs are 

highlighted in red and uncompleted cross are cut.  

B. 1XPCT1R Bitcell Functionnal Validation 

As before, the programming operations are considered as 
relative voltages differences and can be operated relatively to the 
gnd. Set operation is done by considering all the PCT in n-type. 
First all the SL, BL, WL are put at gnd. In a second time, the 
selected WL is biased to VGset and the writing pulse is applied on 
the selected BL. During reset operation, all the PCT are put in 
p-type (PL voltage at gnd) and the array WLs, BLs and SLs are 
polarized at the reset voltage (Vreset). Then the selected WL is 
pulled down to gnd and the writing pulse (from Vreset to gnd) is 
applied on the selected BL. As for the 1PCT1R, p-type 
configuration set operation is simply performed by reversing the 
bitcell and so the set/reset configurations.  

Due to its non-standard array organization, several scenarios 
are possible: (a) two bicells with common WL, (b) common PL, 
common WL and SL, (c) common BL and SL, (d) common PL 
and SL, (e) and common BL. When a non-selected bitcell is 
sharing common array lines with a selected bitcell, immunity to 
write disturb has to be demonstrated. Shared WL, SL and BL are 
standard non selected bitcells cases (as shown Figure 10). 
Shared PL is not critical for 1XPCT1R because all the PLs have 
the same polarization during programing or read operations. 
Figure 13 presents the disturb immunity for common WL and 
SL and for common BL and SL. During both reset and set 
operations, the write disturb is avoided by the WL, SL, BL and 
PL voltages. 
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Figure 13: Waveforms of set and reset operations for 1XPCT1R 
bitcell array. For each operation on, immunity on unselected bitcells 
that share WL, SL or BL with selected one is ensured. 

VI. PERFORMANCES ANALYSIS 

In this section, we propose to explore the performances offered 
by PCT-based bitcells in three cases. (i) During the set 
operation and show that PCT-based bitcell provide the same 
performances than MOS-based bitcells. (ii) During the reset 
operation and show that PCT-based bitcells solves the gate 
overdrive issue identified in standard CMOS-based bitcells 
while adding a limited area overhead. (iii) During the read 
operation and show that thanks to its lower density contacts per 
array lines, the 1XPCT1R array enables faster operations than 
standard CMOS bitcells. 

A. Performances in Set Operation 

Figure 14 shows the evolution of the set time of PCT and 
MOS bitcells versus the BL-SL voltage difference. In that case, 
as the MOS transistors of the considered PDK have do not have 
exactly the same electrical behavior than the PCT, we tuned 
their gate voltage to achieve a 60µA programming voltage 
(0.6V for a 6 nanowire PCT and 0.9 for a W=80nm n-type 
transistor MOS bitcell). This way, we demonstrate that the 
using the proposed PCT-based bitcells do not degrade the 
performances compared to CMOS-based bitcells.  

B. Performances in Reset Operation 

We consider CMOS-based 1T1R and 2T1R bitcells and 
compare it with the PCT-based bitcells proposed in this paper. 
The 1T1R bitcell is based on a minimum size n-type MOS 
selector (W=80nm). Three different 2T1R bitcells are 
considered: (i) minimum size p-type, (ii) 120nm width p-type 
and (iii) 160nm width p-type. For layout regularity, we size the 
n-type selector with the same width. During the set operation, 
we underdrive its gate to keep a 60µA Iprog. The layout for 
configuration (iii) and for the 1T1R configuration are shown 
Figure 4. While configuration (iii) occupies a 40.3F2 area, 
configuration (ii) area is 33.6F2. Finally, minimum size 

configuration (i) enables at max a 30.3F2 area (0.0756um2) for 
2T1R bitcells. 

 
Figure 14: Set time versus BL-SL voltage difference for minimum 

size 1T1R MOS bitcell (red) and PCT-based bitcell (blue).  

 

For all the 1T1R, 2T1R and 1PCT1R bitcells, we performed 
reset operations with various WL, BL and SL voltages. The reset 
time is defined as the time required for the RRAM resistance 
value to achieve a HRS/LRS ratio of 10. We show the reset time 
evolution in Figure 15. As expected, the 1T1R bitcell requires a 
huge gate overdrive to perform sub-100µsec reset time. As a 
reference, 1T1R bitcells demonstrated in the literature require 
more from 3 to 5V to enable sub-100ns reset operations [6] [7] 
[8].  

Figure 15 presents the evolution of the programming time of 
the previously mentioned bitcells. In red, the 1T1R bitcell with 
gate overdrive from 1.7V up to 2V shows poor reset 
performances while causing high voltage stress on the transistor. 
On the other hand, 2T1R bitcells (in blue) show better reset 
performances and better transistor reliability at the cost of a 
bigger bitcells (more than 30.3F2). Finally, the proposed PCT-
based bitcells are represented in green. Standard 1PCT bitcell 
performing the set in n-type and the reset in p-type exhibit 
performances equivalent to 2T1R bitcells while providing area 
reduction from 1.35× (25F2 vs 33.6F2) up to 2.6× (16F2 vs 
40.3F2) per bitcells depending on the PCT bitcells and 2T1R 
sizing. Compared to 1T1R with 2V gate overdrive, the proposed 
bitcell enables 75× reset time reduction for a 2.2V SL-BL 
voltage. Compared to 33.6F2 2T1R bitcell, it enables from 5× (at 
SL-BL=1.8V) up to 105× (at SL-BL=2.2V). Finally, the p-type 
set operation enables a 500× reset time improvement at constant 
bitcell size compared to standard PCT bitcell. This performance 
improvement can be enabled by reversing the RRAM stack 
(which is usually fabricated with top electrode last). It is 
important to note that equivalent gains could be enabled by 
2T1R reversed bitcells. However, it would not bring any gains 
compared to PCT bitcells, as the minimum 2T1R bitcell area is 
bigger than the PCT bitcells. 
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Figure 15: Reset time versus SL-BL voltage difference for CMOS 

1T1R bitcell (red) and various gate overdrive voltages (from 1.7 to 

2V), CMOS 2T1R bitcells (blue) with various p-type transistor size 

(from 80nm up to 160nm width) and PCT-based bitcells (green) for 

n-type and p-type reset. 

 Figure 17 presents the consumed energy during a 1.8V SL-
BL voltage reset operation for all the bitcells under study. 
Extraction of the programming energy shows that, as expected 
regarding Figure 15, PCT-based bitcells perform with 
performances equivalent bigger CMOS-based 2T1R bitcells 
(from 33.6F2 to 40.3F2). On the other hand, equivalent reset 
energy (1 to 10nJ) cannot be achieved with 1T1R bitcells 
without a strong gate overdrive higher than 2V (we neglect here 
the energy consumed by the high voltage generation). However, 
the use of high voltages induces stress on the selected bitcell gate 
oxide as well as on the bitcells sharing the WL, and thus strongly 
reduces the transistor lifetime [41] (i.e., the memory reliability).   

Figure 17: Energy consumed during reset operations for various 

bitcell architectures versus the required programming voltage. 

1T1R bitcell requires an increase of the programming voltage (red) 

inducing a reduction of the MOS transistor reliability. PCT bitcells 

(green) enable 2T1R (green) operation voltages without overdrive 

while using a single PCT transistor per OxRAM bitcell. 

C. Performances in Read Operation 

In this subsection, we explore the performances in read 
operation of the proposed bitcells and we compare it to standard 
CMOS-based 1T1R and 2T1R bitcells.  

Even though the device area is bigger than a CMOS-based 
1T1R bitcell, the array organization of 1XPCT1R architecture 
relies on considering more BLs and thus reducing of a 4/5 ratio 
the BL contact capacitance as well as the WL gate contact 
capacitance. While the overall energy consumption of a read 
operation is slightly increased as more SL, BL, WL and PL are 
accessed as shown Table 2, the BL discharge time is improved 
of 12% for a 65kb array while the 1XPCT1R bitcell is 32% 
bigger than a CMOS 1T1R bitcell.  

 

 
Figure 16: (a) Read time versus BL length for a 512 Bitcells long SL for CMOS and PCT bitcells. (b) Normalized read time versus 

1XPCT1R bitcell array.  
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Table 2 : number of BLs for standard arrays (1T1R, 1PCT1R) and 

for 1XPCT1R array. 

Array size 
Array BL and SL 

1PCT1R 1XPCT1R 
256bits 16 18 
1kbits 32 36 
4kbits 64 72 

16kbits 128 144 
65kbits 256 287 
262kbit 512 574 

 

Thereby, we simulated the CMOS-based and PCT-based 
arrays during read operations in various memory array sizes. 
The considered architecture features a BL precharge to a read 
voltage and thus, an activation of the WL, leading to a BL 
discharge through the selected bitcell. As a 60µA programming 
current gives a 20kΩ RLRS value, we take it as a reference for 
the read operations, and simulate the BL discharge through the 
selected bitcell while taking into account the WL charging time 
and the BL discharge time. Figure 16-a shows the evolution of 
the read time versus the BL length for a 512 SL long memory 
array, for CMOS and PCT-based bitcells, while Figure 16-b 
shows the ratio between the 1XPCT1R bitcell and the others 
bitcells. For 512 long BL, 1XPCT1R shows 67% and 15% of 
gain compared to CMOS 2T1R and 1T1R bitcells respectively. 
On the other hand, standard 1PCT1R bitcells enables 30% gain 
versus 2T1R and only 8.6% performance degradation compared 
to 1T1R. Finally, 1XPCT1R enables 17% and 27% of 
performances improvements compared to 1T1R and 1PCT1R 
respectively. 

While the PCT gate capacitance is higher than the CMOS 
gate capacitance, the WL charging time is higher in PCT-based 
arrays. However, compared to BL discharge through the 20k 
RLRS, it represents less than 3% (respectively 1%) for a 256×256 
PCT (respectively 1T1R) array and 6% (respectively 2%) for a 
512×512 array.  

For non-square arrays, if the PL or SL is longer than the BL, 
after a certain point, the PL/SL charging time may be longer than 
the BL discharge time, limiting the 1XPCT1R array read 
operation speed. As the PL is connected to 2 polarity gates while 
the SL is connected to 1 single transistor drain, PL parasitic 
capacitance is higher. In this context, PL charging time will limit 
the read speed when a read is performed right after a reset  

operation (cf. Figure 13). As the WL and the BL are in the same 
direction in 1XPCT1R bitcell, a longer WL charge also 
correspond to a longer BL discharge, reducing the impact of the 
WL charge over the read performances and keeping its effect 
low as introduced for squared arrays. 

Figure 18: 1XPCT1R over 1T1R read time ratio versus array size 
(BLs and SLs). Except for extremely wide array, 1PCT1R arrays are 
more profitable than CMOS-based ones. 

Figure 18 shows the evolution of the read time ratio between 
CMOS 1T1R and 1XPCT1R bitcells array versus the array size 
(BLs and SLs). The green zone corresponds to 1XPCT1R while 
the red one to CMOS 1T1R more profitable zone. It appears that 
the only case where 1T1R is more profitable than 1XPCT1R in 
terms of performances occurs for extremely wide and thin arrays 
(more than 300 BLs and less than 100 SLs).  

Finally, Table 3 summarizes the area, programming time, 
read time and programming voltages considered for all the 
bitcells under study in this work.  

VII. CONCLUSION 

In this work we explored the opportunities opened by 
Polarity Controllable Transistors (PCT) in order to enhance the 
operation of bipolar RRAM memories arrays for eNVM 
applications. We show that standard CMOS-based memory 
arrays require a strong gate overdrive (>2V) or a huge bitcell 
(3×) to perform sub microsecond reset operation. In this context 

Table 3 : Summary of the proposed bitcells performances 

Bitcell Type 1T1R 2T1R 1PCT1R 1XPCT1R 

1-bit area 
0.031µm² 0.075-0.1008µm² 0.064µm² 0.041µm² 

12.4F² 30.3-40.3F² 25.67F² 16.4F² 
Sub 20µs Reset 
Gate Voltage 

>2V 1.2V 1.2V 1.2V 

Reset Time 
1.8V BL/SL voltage 
Vg=1.2V  (except 

1T1R) 

2ms@Vg=1.7V 
400µs@Vg=1.8V 

20us@Vg=2V 

1.5ms@30.3F2 
100µs@33.6F2 

4us@40.3F2 

25µs@n-type set/p-type reset 
50ns@p-type set/n-type reset 

Read Time 
512×512 array 

5.76ns 
8.03ns@30.3F2 
8.19ns@40.3F2 

6.26ns 4.90ns 
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we proposed two innovative 1T1R-like bitcell using PCT and 
enabling fast reset while providing dense organization (16.4F2 

to 25.76F2 bitcell area). We simulated the proposed bitcells with 
SiNWFET PCT and OxRAM RRAM technology compact 
models and compared it with a low power 28nm CMOS FDSOI 
technology. We demonstrate that PCT-based bitcells enable sub-
30µs reset without gate overdrive and while keeping a dense 
bitcell (up to 75× versus 2V overdriven 1T1R and from 5× to 
105× versus 2T1R). We also showed that these bitcells can be 
used with an innovative writing scheme to perform p-type set 
operation and n-type reset operation, and that this scheme 
enables 500× of reset time reduction (50ns) compared to 
standard p-type reset operation. Finally, we compared the 
performances of the proposed bitcells during a read operation, 
and showed that while the 1XPCT1R bitcell is 30% bigger than 
a 1T1R, its lower contact density enables a smaller parasitic 
capacitance and thus up to 15% (respectively 67%) faster read 
operations than 1T1R (respectively 2T1R). 

Overall, with this study we show that it exists a tradeoff 
between density and performances in RRAM memory arrays. 
Co-integrating PCT technologies (instead of CMOS) with any 
emerging RRAM technology could enable better performances 
than CMOS while keeping the density high. 
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