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Abstract

A massive amount of information, including multimedia files, relational data,

scientific data, system usage logs, etc., is being collected and stored in a large number

of host nodes connected as large scale dynamic networks (LSDNs), such as peer-to-peer

(P2P) systems and sensor networks. A wide spectrum of applications, e.g., resource

locating, network attack detection, market analysis, and scientific exploration, relies

on efficient discovery and retrieval of resources and knowledge from the vast amount

of data distributed in the network systems. With the rapid growth in the volume of

data and the scale of networks, simply transferring the data generated at different host

nodes to a single site for storing and processing becomes impractical, incurring excessive

communication overhead while raising privacy concerns. Thus, a major challenge faced

by LSDNs is to design decentralized infrastructures and algorithms that enable efficient

resource and knowledge discovery in large scale dynamic networks.

In this dissertation, various resource and knowledge discovery tasks ranging from

simple tasks such as query processing to complex tasks such as network attack detection

are systematically investigated, with a synergy of research efforts spanning multiple dis-

ciplines, including distributed computing, network and data management. Efficient and

robust infrastructures and algorithms are proposed to support these tasks, with particu-

lar attention paid to various system issues including load balancing, maintenance, adap-

tivity to dynamic changes, data distribution and users access pattern in the networks.

The superiority of these proposed ideas is demonstrated through extensive experiments
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using both synthetic data and real data. This dissertation provides profound insights on

exploiting the vast amount of data for different applications, e.g., system performance

tuning, network attack detection, market analysis, opens the new research direction on

distributed data mining, and provides a solid foundation for exploring various data man-

agement tasks in the networks systems. It is expected that this study will have a deep

impact on the deployment of various applications that mandate efficient management

and mining of the vast amount of data distributed in the network systems.
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Chapter 1

Introduction

A massive amount of information, including multimedia files, relational data, sci-

entific data, system usage logs, etc., is being collected and stored in a large number of

host nodes organized as peer-to-peer (P2P) systems and sensor networks. Since these

networks typically have large scale and are dynamic by nature, in this dissertation, we

refer to them as large scale dynamic networks (LSDNs). A wide spectrum of applica-

tions, e.g., resource locating, network attack detection, market analysis, and scientific

exploration, relies on efficient discovery and retrieval of resources and knowledge from the

vast amount of data distributed in the network systems. With the rapid growth in the

volume of data and the scale of networks, simply transferring the information generated

at different host nodes to a single site for storing and processing becomes impractical,

incurring excessive communication overhead while raising privacy concerns. Therefore,

a primary challenge faced by these applications is to design decentralized infrastructures

and algorithms that enable efficient resource and knowledge discovery in large scale dy-

namic networks. In this dissertation, we investigate the aforementioned challenge in

depth mainly in the context of peer-to-peer systems, a representative LSDN.
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1.1 Peer-to-Peer Systems

The peer-to-peer computing model starts to receive a lot of attention since 1999

when Shawn Fanning created Napster, which allows users on the Internet to share audio

files (MP3) directly with each other. Napster consists of a centralized lookup directory

and decentralized storage system. In Napster, each user stores its music files in its local

disk and a centralized directory records the index for all the music files shared in the user

community. To retrieve a file, a user first issues a keyword-based search to the central

directory to obtain the IP address of the owner user who has the requested file. Then

the user directly contacts the owner to download the file. The basic idea of Napster is

simple. Nevertheless, within a year, the user community of Napster grew to 50 millions.

In March 2001, Napster was shut down because the Recording Industry Association of

America (RIAA) won the lawsuit against Napster that it violates the copyright law.

Following Napster, Gnutella [2] and Freenet [1], which are completely decentral-

ized in both lookup and storage, emerged rapidly. The emergence of these systems is

mainly motivated by legal reasons rather than technical reasons. Without centralized

directory, each peer in the system is indistinguishable in terms of their functionality,

which makes the system harder to control and censor. Within several years since their

first emergence, P2P file sharing applications have become one of the most dominant

applications in the Internet in terms of traffic [5, 6].

The initial popularity gained by P2P file sharing applications is mainly due to

the benefits that they offered to end-users, i.e., sharing files freely in the Internet. These
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applications raise many interesting legal and social issues [114]. Nevertheless, the peer-

to-peer computing model initiated by such applications has its own technical savvy, which

has received intensive attention in academia as well as in IT industry. The most desirable

feature offered by peer-to-peer computing model is the natural scalability in different

types of resources, including computing, storage, and bandwidth. Without relying on a

centralized adminstration, the system gains natural scalability since as the size of the

system grows, so do the resources in the system. This makes this computing model very

attractive for deploying various kinds of low-cost and large scale applications, which

would be too costly to be deployed in the conventional client-server computing model.

As a matter of fact, in the recent years, we have seen rapid emergence of applications

using the peer-to-peer computing model besides file sharing, e.g., distributed file systems

[36, 109], distributed events notification [111], application-level multicast [107, 136], and

digital library [119].

1.2 Research Issues

The major resources shared in P2P systems is various types of information, in-

cluding multimedia files, relational objects, scientific data, system usage logs, etc. We

denote the information shared in the user community as user data, e.g., relational data,

scientific data, and multimedia data, and the information generated by the systems to

record the system usage as usage data, e.g., the number of downloads for each file in

a time window, the size of flow between each source-destination IP address pair, etc.

User data generally change rather slowly with insertion/deletion performed by users. In

the contrast, system usage data are constantly changing and they are streaming data
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in nature. For the latter, the system or users are primarily interested in extracting the

general patterns, trends, or anomalies for customer/market analysis, system performance

tuning, and network attack detection. We call these operations as knowledge discovery.

For the former, in addition to knowledge discovery, the users and applications may be

interested in searching for information that matches the search criteria (or attribute

values) specified by the users. We call these operations as resource discovery. In the

following, we elaborate on both in terms of some specific applications and tasks.

1.2.1 Resource Discovery

Majority of the user data associated with the applications deployed or to be

deployed on P2P systems involves data objects with multiple attributes, which can be

viewed as points in a multi-dimensional space. For instance, mapping or location services

involve data objects with two attributes (longitude and latitude). Data grid involves

data objects with multiple attributes including types of operating systems, CPU speed,

network address, storage capacity, etc. Relational data objects have multiple attributes,

such as product ID, quantity, price, and manufacturer. Similarly, documents can be

expressed as multiple-attributes data objects with each keyword or latent concept as an

attribute.

Users often issue complex queries in addition to exact match queries (point queries)

to retrieve data objects of interest from P2P systems. For instance, a user might issue the

following queries: ”return all the documents with similarity to x within r” (range query),

or ”return the k documents most similar to x” (K nearest neighbor query). Thus, one of

the fundamental issues faced by P2P systems is to efficiently support complex queries (in
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addition to point query) on multi-dimensional data objects. Two most common types of

complex queries are range query and K nearest neighbor (KNN) query. Given a reference

data object q and a radius r, a range query returns the data objects whose difference

from q is less than r. Given a reference data object q and an integer K, KNN query

returns the K data objects most similar to q.

1.2.2 Knowledge Discovery

The need for knowledge discovery in LSDNs is prevailing in a wide range of

applications. For instance, detecting the most popular files (e.g., the files with the

largest number of downloads), or detecting the most popular host nodes (e.g., the host

nodes serving the largest number of requests) can help the design of cache mechanisms.

As another example, monitoring trends or anomalies in the communication traffic on

the network can help pinpoint the performance bottlenecks of the network, facilitate the

designers and administrators make strategic decisions on the system design and resource

management, ensure the network’s proper operation, and even detect on-going network

attacks [40, 71, 77].

The nature of different applications and data associated with these applications

mandate different treatments for different applications. In this study, we investigate the

following specific issues involved with various applications in LSDNs, with the first two

in the category of resource discovery and the latter two in the category of knowledge

discovery:

• Design of infrastructures to facilitate various types of queries on data objects iden-

tified with arbitrary number of attributes.
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• Design of algorithms to process various types of queries on data objects with arbi-

trary number of attributes.

• Design of efficient mechanisms to monitor interesting/abnormal events in LSDNs,

which facilitate network attack detection and system performance tuning.

• Design of efficient mechanisms to perform various data mining tasks, which re-

veal the intrinsic features of data objects to facilitate smart query answering and

customer/market analysis.

1.3 Design Challenges

The unique characteristics of LSDNs, such as large scale, lack of centralized ad-

ministration, and high degree of dynamics, make the design of the techniques to address

the aforementioned issues extremely challenging:

• Scalability: The techniques should be easily scalable in terms of both the size of

host nodes and the volume of information shared in the system.

• Efficiency: The techniques should be efficient in terms of delay and communica-

tion cost.

• Adaptivity: It is the norm instead of exception that LSDNs are very dynamic in

terms of the host nodes participating in the system, the information shared in the

system, and the data requested by the users. Therefore, the techniques should be

adaptive to all these changes without incurring high overheads.
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• Fairness: The processing load should be fairly distributed amongst the partici-

pating host nodes to guarantee the normal performance of the network system and

also promote the health of the network.

1.4 Dissertation Overview

This dissertation work consists of five major components: semantic small world

(SSW) for content-based search, distributed peer tree (DPTree) for multi-dimensional

complex queries, in-network filtering (netFilter) for identifying frequent items, wavenet

for monitoring significant changes on data distribution, and peer density based clustering

(PENS) for decentralized clustering. SSW and DPTree are designed for resource discov-

ery; netFilter, wavenet and PENS are designed for knowledge discovery. In the following,

we briefly summarize these studies.

• Semantic Small World. The massive amount of information shared in P2P

systems mandates efficient content based search for resources, e.g., documents,

which are often identified and queried using a large number of attributes and thus

can be treated as data points in a high dimensional space. This study presents the

design of an overlay network, namely semantic small world (SSW), that facilitates

efficient content based search in P2P systems. SSW achieves the efficiency based on

the following four ideas: 1) semantic clustering; 2) dimension reduction; 3) small

world network; 4) efficient search algorithms.

• Distributed Peer Tree. While semantic small world is specifically designed to

support content-based search (i.e., search on high dimensional data objects), it
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is not optimal to support data objects with a small or moderate number of at-

tributes. We propose a framework, called distributed peer tree (DPTree), which,

based on balanced tree indexes, efficiently supports various types of queries on

multi-dimensional data (in low to medium dimensions) in P2P systems with rea-

sonable maintenance overheads. In addition, DPTree adapts to data distribution

and access pattern by effectively balancing the access load among peers. DP-

Tree achieves the efficiency and effectiveness through the following designs: 1)

distributing the tree structure among peers in a way preserving the nice properties

of balanced tree structures yet avoiding single points of failure and performance

bottlenecks; 2) organizing peers into an overlay structure that enables efficient nav-

igation yet is easy to maintain; 3) an efficient navigation algorithm; 4) an innovative

wavelet-based load balancing mechanism.

• In-network Filtering. The need of identifying ’frequent items’ in LSDNs appears

in a variety of applications, ranging from cache management to network attack

detection. We define the problem of identifying frequent items (IFI) and propose an

efficient in-network processing technique, called netFilter, to address this important

fundamental problem.

• Wavenet. In this study, we investigate monitoring changes on the data distribution

in the network (MCDN), which is a prevailing task in network attack detection,

distributed query optimization, and various distributed data mining operations.

To address this problem, we propose wavenet. The basic idea is to compress the
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local item set of each host node into a compact yet accurate summary, called

localwavelet, for communication with the coordinator to facilitate MCDN.

• Peer Density-based Clustering. We propose a fully distributed clustering al-

gorithm, called peer density-based clustering (PENS), which overcomes various

challenges raised in performing clustering in peer-to-peer environments, includ-

ing cluster assembly and cluster membership storage. Additionally, an important

feature of our algorithm is incremental clustering, which is essential to efficiently

perform clustering on a dynamic data set (with constant insertion or deletion).

To the best of our knowledge, our studies on netFilter, wavenet and PENS are

among the first studies on knowledge discovery in LSDNs. There are some studies that

explore resource discovery in LSDNs, e.g., [27, 59, 122]. Some of these studies are

designed specifically to support a specific type of query, and thus are not adequate to

support other types of queries; others only focus on search performance and ignore other

important system issues in LSDNs, such as load balance, maintenance, and adaptivity to

dynamic changes. In contrast to these studies, our studies on resource discovery provide

a suit of solutions that efficiently support different types of queries while systematically

taking into considering the aforementioned system issues.

In the next chapter, we compare carefully with the related studies. In the follow-

ing, we first summarize the major contributions made by this dissertation.

1.5 Contributions

This dissertation work constitutes the following four major contributions.
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1. Providing a solid foundation for exploring various data management

tasks in LSDNs. We have designed a variety of data management infrastruc-

tures, including semantic small world (SSW) [84, 87, 88] and distributed peer tree

(DPTree) [85, 86]. These infrastructures are designed through a systematic ap-

proach, and the best tradeoff among various system metrics, including scalability,

ease of maintenance, adaptivity to dynamic changes, and load balancing, is consid-

ered. These infrastructures provide a solid foundation for exploring different data

management tasks in LSDNs.

2. Paving the way to investigate different complex queries in LSDNs. We

have designed a suite of algorithms to support efficient processing of complex

queries in LSDNs [81]. These algorithms intelligently retrieve the relevant informa-

tion requested by the users from a plethora of information hosted in LSDNs. They

are efficient in terms of both the retrieval speed and the incurred communication

traffic. The design of these algorithms paves the way to process other complex

queries in LSDNs.

3. Providing profound insights on exploiting the vast amount of data for

different applications. We have investigated monitoring interesting/abnormal

events in LSDNs for network attack detection and system performance tuning.

We have designed distributed mechanisms, i.e., in-network filtering (netFilter) [80]

and wavenet [89], that efficiently identify frequent items and changes on the data

distribution, respectively, in LSDNs. The design of these mechanisms for network

monitoring provides profound insights on exploiting the vast amount of data for
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different applications, e.g., system performance tuning, network attack detection,

market analysis, etc.

4. Opening the new research direction on distributed data mining in LS-

DNs. We have designed a fully distributed clustering algorithm (peer density-

based clustering (PENS) [79]) that efficiently clusters dynamic data objects dis-

tributed in P2P systems. This study opens the door to an important new research

direction on distributed data mining in LSDNs.

1.6 Roadmap

The rest of this dissertation is organized as follows. We first review the related

studies in Chapter 2. The five major studies composing this dissertation work, i.e.,

SSW, DPTree, netFilter, wavenet, and PENS, are presented in Chapter 3 to Chapter 7,

respectively. We summarize this study, discuss some open issues and outline the future

works in Chapter 8.
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Chapter 2

Related Works

Since many techniques proposed in the literature within the context of LSDNs

reminisce the relevant techniques proposed in centralized systems, we first briefly sum-

marize the relevant techniques proposed to address resource discovery and knowledge

discovery in centralized systems. We then review some relevant studies on distributed

resource discovery and knowledge discovery.

2.1 Resource Discovery and Knowledge Discovery in Centralized Sys-

tems

We first summarize the studies in resource discovery, followed by the centralized

clustering techniques.

2.1.1 Resource Discovery in Centralized Systems

A surge of studies have been done to index large data sets to facilitate efficient

access of these data sets (please see [47] for a in-depth survey). The representative index

structures proposed in the literatures are B+tree [22], Quad-tree [44], k-d-tree [23], R-

tree [54]. Many variants of these index structures, e.g., [24, 25, 67, 90, 126, 130], have

been proposed to index high dimensional data objects.

Among these studies, B-tree is a balanced tree structure indexing data objects

with a single attribute, i.e., one-dimensional data objects. Quad-tree, grid file, k-d-tree,
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Fig. 2.1. An illustrative example of k-d-tree.

and R-tree are designed for data objects with multiple attributes, i.e., multi-dimensional

data objects. We can broadly classify these multi-dimensional index structures into two

classes: space partition based indexes (Quad-tree, grid file, k-d-tree) and object grouping

based indexes (R-tree). Space partition based indexes recursively partition the whole

data space (defined by the domain range of data attributes) into smaller sub-regions.

Object grouping based indexes recursively group data objects nearby into hierarchical

structures. Figure 2.1 illustrates an example for k-d-tree, a representative space par-

tition based index. Figure 2.1(a–c) represent the two subregions, four subregions, and

eight subregions after the first partition, second partition and final (seventh) partition,

respectively. Figure 2.2 illustrates an example for R-tree, a representative object group-

ing based index. The left side depicts the object grouping and the right side depicts the

hierarchical structure.

These two classes of indexes mainly differ in the following three aspects:

• Space partition based indexes index the whole data space, including the dead space,

i.e., the space that is not populated by data objects. In contrast, object grouping
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Fig. 2.2. An illustrative example of R-tree.

based indexes mainly index the space populated by data objects. This difference

becomes more obvious when the data objects are not uniformly distributed in the

data space.

• Space partition based indexes are very sensitive to the changes on the distribution

of data objects in the space. The reason is that once a partition is made, it is very

costly to change the partition, especially if the partition is made early on. Object

grouping based indexes do not have this restriction and they can adaptively change

the object grouping in accordance with the change on the data distribution.

• Object grouping based indexes may have overlapping among groups, which de-

grades their performance, especially when the dimensionality is high.
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2.1.2 Clustering in Centralized Systems

Clustering, which groups a set of data objects into clusters of similar data objects,

can be applied in many different problem domains, such as spatial data analysis, scien-

tific pattern discovery, document categorization, taxonomy generation, customer/market

analysis, etc. Many different clustering algorithms for centralized systems have been pro-

posed. These algorithms can be classified into five classes: partition-based clustering,

hierarchical clustering, grid-based clustering, density-based clustering, and model-based

clustering. Partition-based clustering algorithms partition n data objects into k parti-

tions which optimize some objective function, e.g., K-mean [93]. Hierarchical clustering

algorithms create a hierarchical decomposition of the data set, which can be represented

by a tree structure called dendrogram, e.g., [39, 52, 134]. Grid-based clustering algorithms

divide the data space into rectangular grid cells and then conduct some statistic analysis

on these grid cells, e.g., [11, 116, 124]. Density-based clustering algorithms cluster data

objects in densely populated regions by expanding a cluster towards the neighborhood

with high density recursively, e.g., [11, 13, 42]. Model-based clustering algorithms fit

the data objects to some mathematical models, e.g., [29]. These techniques require all

the data to reside in a single site. However transferring all the data from widely spread

data sources to a centralized server for clustering is not desirable in P2P systems due

to the lack of a centralized server, excessive communication overhead, privacy concern,

etc. In addition, these clustering techniques were designed to minimize the computation

cost and/or disk access cost. However, minimization of the communication cost is the

primary goal for the design of clustering techniques in P2P systems.
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2.2 Distributed Resource Discovery

Resource Discovery in LSDNs goes through several stages: design of search tech-

niques in unstructured overlays, network topology optimization, and design of structured

overlays. In the following, I summarize the representative studies in each stage.

2.2.1 Search in Unstructured Overlays

In a unstructured P2P overlay, like Gnutella [2], peers store data objects locally

and form a random topology. Primary search techniques proposed for unstructured P2P

overlays are flooding and random walk [9, 92]. While the search costs in unstructured

P2P overlays may not be low in terms of the total number of messages and/or the

number of hops traversed per search, the advantages are in the low maintenance cost,

(no additional information maintained at each node), making them relatively easy to

handle membership changes1 and data content changes. In addition, unstructured P2P

overlays pose no restrictions on the types of queries that can be supported effectively.

Two main strategies have been explored for searching in unstructured P2P over-

lays:

• Blind search: This strategy lets messages poll nodes, without having any idea

of where the data may be held, till the required items are found. Gnutella and

random walk use such a strategy. In Gnutella, a search message is forwarded by a

peer to all its neighbors until the message reaches a certain preset distance. The

down side of this strategy is the possible network overload due to a large number

1We call peer join/leave/failure collectively as membership changes.
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of generated search messages. To address the issue of excessive traffic caused by

the flooding search, random walk chooses to forward a search message from a peer

to one or more randomly selected neighbors. However, this approach incurs a long

latency to satisfy a request.

• Directed search: This strategy maintains additional information in the peer

nodes (which blind search does not require) in order to reduce network traffic.

Consequently, messages are directed specifically along paths that are expected to

be more productive. The additional information is typically maintained as indexes

over the data that are contained either within hierarchical clusters [3] or by nearby

neighbors [35, 76, 128]. In addition to the high storage cost incurred by storing

the index and high maintenance overhead incurred by index update, this indexing

approach requires determining what attributes to index a priori, thus constraining

the search that can be supported. Our previous study in [82] applies signature

techniques to provide flexible search ability (i.e., supporting arbitrary queries) and

better search message traffic behavior at a lower storage cost and maintenance

overhead than index-based mechanisms. In [100], the authors propose to replicate

the summary of local data stored at each peer in the entire network to facilitate

query processing. While this proposal is expected to work well in a relatively

small scale and static P2P system, the overhead of disseminating the summary

information to a large scale dynamic network is expected to be too high.
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2.2.2 Topology Optimization

Orthogonal to the above studies on search in a given network topology, some

studies propose to optimize the network topology by organizing peers sharing similar

documents or issuing similar queries together in the network [21, 57, 102, 103]. In [21], a

centralized server clusters documents and then organizes peers sharing similar documents

into peer clusters. In [102], the super-peer in a cluster decides which peer can join its

cluster. [57] also mentions the idea of clustering peers with similar interest together

without discussing how to define the interest similarity among peers and how to form

clusters. [103] relies on periodic message exchanges among peers to keep track of other

peers with similar documents, which incurs high message overhead.

A couple of studies, e.g., [63, 133], improve the search performance of unstructured

overlays by organizing the peers into a small world like network. Due to the localized

optimization of the network topology in [133], queries still need to be propagated to a

large portion of the network, incurring high search cost. Reference [133] caches search

results at peers following the principle of small world network. The effectiveness of this

proposal highly depends on the query access pattern.

2.2.3 Design of Structured Overlays

With improved search techniques and optimized network topology, the search per-

formance in P2P systems is improved. Nevertheless, the communication overhead and

search latency incurred by majority of the aforementioned techniques are still very high,

i.e., they are almost linear to the network size. Thus, a surge of studies propose to sys-

tematically organize the peers and data shared among the peers into structured overlays.
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The basic idea of structured overlays is to assign identifiers to peers and data objects.

A peer stores the location information (index) of the data objects whose identifiers are

close to its identifier. Peers themselves organize into an overlay structure in accordance

with the order defined by their identifiers. Different proposals differ in how they assign

identifiers to data objects and peers, and what overlay structures the peers organize into.

These differences in turn determine the functionality of the proposed overlays, such as

which types of queries are supported by the overlays, what is the number of attributes

per data object that the overlays can support, whether the overlays are adaptive to dy-

namic changes on data distribution, and whether the access load on peers are balanced.

Table 2.1 highlights the major differences among some representative overlay structures.

In the following, I briefly review these representative overlay structures roughly following

the order in the table, together with some other similar overlay structures.

Table 2.1. Comparison of representative overlay structures

Overlays Dimensions Queries Maintenance Adaptivity Access load
supported cost balancing

CAN low to medium equality low to high no no
Chord 1 equality low yes no
Skipgraph 1 equality, range, KNN low yes no
Mercury low equality, range high yes yes
Brushwood low equality, range, KNN low no no
BATON* low equality, range, KNN low yes skewed
pSearch high equality, range high no no
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Distributed hash tables (DHTs), e.g., CAN [106], Chord [117], Tapestry [135],

Pastry [110], Symphony [97], and P-Grid [8], organize peers and data objects in accor-

dance with randomly hashed keys and can efficiently support simple key based equality

(exact match) queries. However, they can not support complex queries, such as range

query or K nearest neighbor queries. Since these overlays adopt random hashing to assign

data objects to peers, they distribute the storage load evenly among peers. Nevertheless,

they assume that all data objects are accessed uniformly, and thus they are sensitive to

nonuniform access pattern.

In order to support complex queries in LSDNs, studies following DHTs organize

peers and data objects in accordance with the attribute values instead of randomly

hashed values as in DHTS. Different from DHTs, storage load balance does not come for

free for this set of overlays since it is rarely the norm that data objects are uniformly

distributed in the data space. However, majority of these studies, except [27], does not

address the issue of load balancing. In the following, I briefly review this set of studies.

Skipgraph [14] and skipnet [55] organize peers into a distributed skip list. They

support complex queries in one-dimensional space. However, they are not designed to

support multi-dimensional data objects.

Quite a few studies investigate how to support multi-dimensional range queries

in LSDNs. These works can be largely classified into two classes according to their

underlying data index structures: space partitioning based approach, e.g., [28, 49, 132],

and object grouping based approach, e.g., [34, 59, 60]. The basic idea of space partitioning

based approach is to recursively partition the data space into subregions. Each peer is

responsible for a subregion and stores/maintains the location information of all the data
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objects in the subregion. Object grouping based approach groups data objects nearby

recursively into a hierarchical structure. Peers take the responsibility of different nodes

in the hierarchy. The index structures in both of these two approaches are similar to

their counterparts developed in the database community. The space partition based

approach mainly follows the design principle of k-d-tree [23], and object groups based

approach mainly follows the design principle of R-tree [54]. Although the underlining

index structures in these overlays are similar to centralized index structures, the design

of these overlays are nontrivial given the decentralized nature of P2P systems.

Space partition based overlays inherit the following drawbacks of space parti-

tion based indexes. First, they have to index the whole data space including the dead

space, increasing the index maintenance overhead as well as query cost. Second, these

techniques do not adapt to the dynamic changes on data distribution. Although these

works also construct tree structures, these tree structures are static and can become

unbalanced, affecting the performance of these proposals in different aspects.

Among the object grouping based approach, VBI [60] and BATON* [59] simply

assign each tree node to a peer and then establish a chord-like routing structure on each

level of the tree. They create skewed traffic distribution. While the peers responsible

for the lowest level of the tree perform majority of the routing, the peers responsible for

the higher levels of the tree are hardly used. Fat-Btree [129] is a distributed balanced

tree designed for parallel database system. It can only supports one-dimensional data

objects. In addition to the aforementioned limitations, all these works couple the tree

data structure with the overlay, making the maintenance and load balancing complicated

and costly.
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Besides the above works on multi-dimensional range queries in P2P systems, Mer-

cury [27] addresses multi-dimensional range query by constructing multiple index struc-

tures with one for each attribute. In addition, it tackles the issue of load balancing by

proposing a sampling based mechanism, which will be compared with in Section 4.3.3.

In Mercury, each data object needs to be inserted to multiple index structures. It incurs

high index maintenance overheads, especially when the number of attributes is large. In

addition, since different attributes are indexed separately, it is not clear how Mercury

can be extended to support queries that require the interplay among different attributes,

e.g., KNN query.

Some works propose techniques to support content-based search in P2P systems

by leveraging DHTs, e.g., [108, 122]. They share the similar design principle as Mercury.

The basic idea proposed in [108] is to publish each keyword of a document on top of

DHTs. Since the number of keywords associated with each document is large (in the

order of hundreds or even thousands), publishing each of these individual keywords of a

document on top of DHTs incurs excessive overhead. In addition, answering the searches

involving multiple keywords requires join among the peers that index these keywords,

which is an very expensive operation in P2P systems. Although [108] proposes various

techniques to address the aforementioned issue associated with search, it does not ad-

dress the excessive overhead incurred by publishing the keywords to the system. pSearch

[122] first obtains the latent semantic index [26], a type of high dimensional semantic

vector for text document, groups it into multiple sub-vectors, and then indexes each of

these sub-vectors through CAN overlay network. Similarly, it incurs high index pub-

lishing overheads and search costs since each index publishing/search involves multiple



23

operations with one corresponding to each sub-vector. In addition, since pSearch does

not capture all data dimensions, it needs to rely on complex heuristics to find similar

enough data objects.

Reference [19] proposes a technique based on locality preserving hashing, which

mandates complex/costly index construction and only provides approximate query an-

swers. Reference [91] proposes a networked R-tree structure in super-peer networks.

This study is different from our work since we focus on query processing in pure peer-to-

peer systems without assuming the existence of super-peers. Reference [123] proposes an

algorithm for 1NN queries on two-dimensional data (spatial data) based on Quad-tree

structure. Quad-tree can only support two-dimensional data and constructing similar

structures as Quad-tree for high dimensional data in P2P systems is quite costly. Refer-

ence [17] conducts similarity queries based on an accurate Voronoi diagram, which is too

costly to construct and maintain. In addition, several works investigate how to process

range queries on top of an existing overlay structure, e.g., [12, 48, 50, 53, 112].

In summary, the aforementioned overlays are deficient in one or more of the follow-

ing aspects: 1) They can not support high dimensional data object (such as documents)

efficiently; 2) They are constrained to support simple queries; 3) They are static struc-

tures and sensitive to changes on data distribution; 4) They assume that data objects

are accessed uniformly and ignore the nonuniform access pattern.

2.3 Distributed Knowledge Discovery

Although quite a few studies focus on information retrieval and query processing

in LSDNs, knowledge discovery in LSDNs is still in its infancy. While majority of the
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studies in this area targets on extracting simple aggregate values from the system, only

a few studies start to investigate extracting complex statistics from the system. In the

following, I briefly review these studies starting from the ones collecting simple aggregate

values to the ones extracting complex statistics.

Some works investigate collecting the approximate count for an item in P2P sys-

tems (e.g., [20, 131]) and in sensor networks (e.g., [101]). These works stem from prob-

abilistic counting [45]. [68] proposes a gossip mechanism to obtain the aggregates in

P2P systems. [66] improves upon the proposal in [68] with better time and message

complexity.

Reference [43] proposes techniques to address iceberg query, which is relevant to

identifying frequent items. However, the technique is designed for centralized systems

where all items reside at a single site. In addition, the proposed techniques are designed

to minimize the number of disk accesses. Here, our primary focus is to minimize the com-

munication overhead. [40, 71] propose techniques to identify large flow or frequent byte

sequences in the network. Similarly these works assume that all the data are transferred

to a centralized coordinator or multicasted to a small number of sites for processing.

In our work, the data are inherently distributed among peers. Thus, transferring them

to a central site or multicasting them to some sites is infeasible due to the excessive

communication overhead.

[16] proposes a technique to perform top-k retrieval, i.e., retrieving the k items

with the largest values, in P2P systems. This work is different from our study of netFilter

in the following two aspects. First, top-k retrieval only needs to report k items, while in

identifying frequent items, the number of items that need to be reported might be very
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large. Second, in [16], the authors assume that each item only appears in one peer. On

the contrary, we do not make such an assumption. Instead, we need to address which

items to collect the global values for and how to collect the global value for an item from

the system. Therefore, the problem of identifying frequent items that we are addressing

is much more complex than the problem address in [16].

[69, 96] investigate obtaining an approximate set of frequent items with ǫ error

tolerance. The item sets returned in these studies have two types of errors: 1) false

positives; and 2) errors on the reported global values of items. The communication cost

incurred in these studies is proportional to a
ǫ (where a is either a constant or proportional

to log(n)), which could be very high when ǫ is small. Different from these studies, we

investigate obtaining a precise set of frequent items without the aforementioned errors

in the study of netFilter. Obtaining a precise set of frequent items is necessary in certain

applications. For instance, false positives are not desirable in network attack detection.

As another example, in cache management, the precise global values of the frequent

items (e.g., keywords or documents) are required to facilitate cache replacement. The

proposed techniques in [69, 96] are not applicable to address the problem that we are

addressing here.

The studies in [32, 115] investigate detecting significant changes on individual

items. Our focus in the study of wavenet is detecting changes on the data distribution,

which is different from detecting changes on individual items. Heavy changes on individ-

ual items may not imply changes on the data distribution. Similarly, certain changes on

the data distribution do not imply heavy changes on individual items, i.e., they may be

caused by small changes on a large number of individual items. [70] proposes a technique
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to detect changes in one data stream. This technique is not applicable in our case since

we need to monitor change on the data that are inherently distributed among a large

number of host nodes.

The work in [120] proposes to summarize the data at a host node based on kernel

density estimation. This work assumes that data are continuous, and thus kernel density

estimation can be applied to approximate the underlying density of the data. Here

we do not make such an assumption, and the data that we are considering here are

discrete in nature (such as the source-destination IP address pairs). In addition, kernel

density estimation itself can not compress the data. Instead, it needs to rely on some

other mechanisms, such as random sampling, to compress the data. However, random

sampling is not sufficient to address MCDN.

A few recent works investigate monitoring certain values/items in the networks.

For instance, [15] monitors the k items with the largest values. [30, 61, 104] answer simple

continuous queries. [33] monitors duplicate-resilient aggregates (count, sum, quartile)

in the networks, which is also based on probabilistic counting [45]. [37] evaluates set

expressions, and [31] tracks approximate quartiles. The problem of MCDN, which we

consider in the study of wavenet, is dramatically different from the problems addressed

in these previous studies. The nature of MCDN requires a complete picture of every

distinct item in the whole system, which is not addressed in these studies.

Some studies have focused on parallel clustering and distributed clustering. Ref-

erences [38, 46] propose parallel K-mean clustering algorithms, which first distribute

the data to multiple processors and then let these processors execute iterative K-mean

algorithm in parallel. A processor broadcasts its currently obtained k centroids to all
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other processors. Once a processor receives centroids from all other processors, it forms

global centroids before starting the next iteration of K-mean algorithm. Reference [18]

proposes a distributed version of K-mean algorithm in sensor networks. The idea is very

similar to the above works. The difference is that the algorithm is unsynchronized, i.e.,

different sites are not required to execute the same iteration of the algorithm at the same

time. References [64, 113] propose distributed hierarchical clustering algorithms. Each

site first performs clustering locally, then transfers some local statistics to a central site,

which performs global clustering based on the local statistics. Reference [127] proposes

a parallel density-based clustering algorithm. Similar to the parallel K-mean algorithms

[38, 46], the data are first grouped into partitions and distributed to different processors.

Each processor first conducts clustering on its local partition, and then sends certain

data objects (called merging candidates) to a central site for global clustering. Refer-

ence [62] proposes a distributed density-based clustering algorithm. The basic idea of

[62] is similar to [127]. The difference is that the data are inherently distributed among

different sites, and various representations are proposed to summarize local statistics

to be sent to the central site. In summary, the above algorithms either rely on a cen-

tral site or multiple rounds of message flooding to form a global clustering model. Our

study is different from these works fundamentally since we focus on large scaled and

fully distributed environments where a central site is not available and flooding is not

desirable.
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Chapter 3

Content Based Search

In this chapter, we first present in Section 3.1 the design of semantic small world

(SSW), which facilitates efficient content based search in P2P systems. We then present

the research issues associated with processing complex queries in the framework of SSW

and provide the detailed algorithms for complex queries in Section 3.2.

3.1 Design of Semantic Small World

SSW are based on the following four ideas: 1) semantic clustering: peers with

similar semantics organize into peer clusters; 2) dimension reduction: to address the high

maintenance overhead associated with capturing the high-dimensional data semantics in

the overlay, peer clusters are adaptively mapped to a one-dimensional naming space; 3)

small world network: peer clusters form into a one-dimensional small world network,

which is search efficient with low maintenance overhead; 4) efficient search algorithms:

a search is processed efficiently through the careful design of search algorithms.

3.1.1 Introduction

Given the vast repositories of information, it is undesirable to require users to

remember the key or identifier associated with a document in order to search for such

a document. Instead, it is more favorable to allow users to issue searches based on the

content of documents (just as in the Internet today). This mandates the employment
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of content/semantic-based searches1. The primary goal of this study is to design a P2P

overlay network that supports efficient semantic based search.

Various digital objects, such as documents and multimedia, can be represented

and stored as data objects in P2P systems. The semantics or features of these data

objects can be identified by a k-element vector, namely, Semantic Vector (SV) (or called

feature vector in the literature). Semantic vectors can be derived from the content or

metadata of the objects. Each element in the vector represents a particular feature or

attribute associated with the data object with weight representing the importance of

this feature element in representing the semantics of the data object. The SV of a data

object can be mapped to a point in a k-dimensional space. Thus, each data object

can be seen as a point in a multi-dimensional semantic space. As a result, queries on

data objects in this semantic space can be specified in terms of these attributes. The

number of attributes (elements) capturing the semantics of data objects is normally

very large, and thus the dimensionality of the semantic space (k) is high. We assume

that semantic vectors are unit vectors2. Euclidean distance is used to represent the

semantic distance between two SVs. In this study, we use document sharing as one

representative application. Nevertheless, the issues and solutions are applicable to other

applications as well. Latent semantic index [26], the semantic vector capturing the

semantics of documents, is derived from the content of the documents. Each element in

latent semantic index indicates a latent concept, and the value of an element indicates the

1We do not exploit the differences between semantic and content based searches. These two
terms are used interchangeably in the paper.

2We can always normalize the vectors that are not unit vectors to unit vectors.
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relevance of the document to the corresponding concept. The dimensionality of latent

semantic vector is around 50-300.

There are several challenges faced by realizing our goal to design a P2P overlay

network that supports efficient semantic based search.

• Based on the accumulated knowledge of clustered indexes in database research

community, it is safe to assume that clustering data objects with similar semantics

close to each other and indexing them in certain attribute order can facilitate

efficient search of these data objects based on indexed attributes. Thus, to support

efficient semantic based search, the peer hosts and data objects should be organized

in accordance with the semantic space that they are located in.

• For many real life applications, the number of attributes used to identify data

objects and to precisely specify queries is large. The high dimensionality associ-

ated with the large number of attributes raises very challenging research issues,

which are not addressed in existing studies. A well designed P2P overlay network

needs to be able to facilitate efficient navigation and search in a high dimensional

space without incurring high maintenance overhead, which requires the design be

radically different from what have been proposed so far in the literature.

• The P2P overlay network of our goal mandates all the good properties of a robust

network such as scalability, load balance, and tolerance to peer failures.

• Searches should be efficiently supported in the overlay.
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In the following, we presents the design of a P2P overlay network, SSW, which

overcomes the above challenges to facilitate semantic based search. The primary contri-

butions of this study are five-fold.

1. We adopt an effective semantic clustering strategy that places peers based on the

semantics of their data.

2. We show a way to build a small world overlay network for semantic based P2P

search, which is scalable to large network sizes yet adapts to dynamic membership

and content changes.

3. To address the high maintenance overhead associated with the high dimensionality

of semantic space, we propose a dimension reduction technique, called adaptive

space linearization (ASL), for constructing a one-dimensional SSW (called SSW-

1D).

4. We introduce the concept of local partition tree and global partition tree to facilitate

search in SSW.

5. We conduct extensive experiments using both synthetic data set and real data

set to evaluate the performance of SSW on various aspects, including scalability,

maintenance, adaptivity to data distribution, resilience to peer failures, and load

balancing.

The rest of this section is structured as follows. Background on small world

network and pSearch are provided in Section 3.1.2. In Section 3.1.3, we provide an

overview on the design of SSW. The details on dimension reduction and search are given
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in Section 3.1.4 and 3.1.5, respectively. The methodology and results of performance

evaluation are presented in Section 3.1.6 and 3.1.7, respectively. Finally, we summarize

this study and point out the relevant issues that can be explored further in Section 3.1.8.

3.1.2 Background

3.1.2.1 Small World Network

The small world phenomenon was first observed in 1967 by Stanley Milgram

through an empirical experiment, which suggested that any two individuals in a social

network are likely to be connected through a short sequence of intermediate acquain-

tances [99]. Later research studies show that many natural and technological networks,

such as neural network, film collaboration network, and power grid, etc. also display

similar characteristics [125].

Small world networks can be characterized by average path length between two

nodes in the network and cluster coefficient defined as the probability that two neighbors

of a node are neighbors themselves. A network is said to be small world if it has small

average path length (i.e., similar to the average path length in random networks) and

large cluster coefficient. (i.e., much greater than that of random networks). Studies

([73, 74]) on a spectrum of networks with small world characteristics show that searches

can be efficiently conducted when the network has the following properties: 1) each

node in the network knows its local neighbors, called short range contacts; 2) each node

knows a small number of randomly chosen distant nodes, called long range contacts,

with probability proportional to C
d where d is the distance. and C is the normalization

constant that brings the total probability to 1. A search can be performed in O(log2N)
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steps on such networks, where N is the number of nodes in a network [74]. The constant

number of contacts (implying low maintenance cost) and small average path length serve

as the motivation for constructing a small world overlay network in our approach.

3.1.2.2 pSearch and Rolling Index.

pSearch [122] is the work most relevant to our study based on the authors’ best

knowledge, and thus we compare with it when necessary in this paper. While pSearch is

intended for searching text documents only and can not be simply extended to support

other types of digital data objects, our proposal is rather generic and can support searches

for a variety of digital data objects in P2P systems. pSearch applies a dimension reduc-

tion technique, rolling index, on top of CAN to realize a semantic-based search engine.

Rolling index partitions the lower dimensions of the semantic vectors into p subvectors

where each subvector consists of m dimensions with m as the dimensionality of CAN

overlay. The partial semantic space corresponding to each subvector is then mapped

into the key space of CAN. To process a semantic based search, p separate searches

are performed on the CAN key space based on some heuristics. The most similar data

object(s) in the result of these p searches is returned as the answer. Rolling index can

be applied on top of other overlay networks, such as CHORD, or small world network

(as we demonstrate later).

Figure 3.1 shows an example of pSearch mapping a data object to a 2-dimensional

CAN. The example shows that the first six elements of the semantic vector (totally 300

elements) are grouped into three 2-dimensional subvectors and mapped to three partial

semantic spaces realized in one CAN.
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Fig. 3.1. An illustrative example of pSearch.

Although simple, rolling index incurs high index publishing overheads and search

costs since each index publishing/search involves p operations with one corresponding to

each subvector. In contrast, the dimension reduction technique we propose, ASL, requires

only a single operation for index publishing and search. In addition, ASL considers all

semantic information during a search, instead of only m dimensions as in rolling index,

thereby no complex heuristics are required to direct the search (which are required by

pSearch).

3.1.3 Semantic Small World

In this section, we present the overview on the design of semantic small world

(SSW) and provide the technical details on constructing a k-dimensional SSW.
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3.1.3.1 Overview

SSW plays two important roles: 1) an overlay network that provides connectivity

among peers; and 2) a distributed index that facilitates efficient search for data objects.

In SSW, the peers and data objects are organized in accordance with the k-dimensional

semantic space populated by the k-dimensional SVs capturing the semantics of data

objects. As such, in addition to navigation, a peer in the overlay network is responsible

for management of data objects (or the location information of data objects stored at

other peers - referred to as foreign indexes) corresponding to a semantic subspace. Foreign

indexes, similar to the leaf node pointers of typical tree-based index structures, provide

location information regarding to where data objects are physically stored3. To enhance

the robustness of SSW, instead of assigning each individual peer to a semantic subspace,

several peers form into a peer cluster to share the responsibility of managing a semantic

subspace. These peer clusters self-organize into a small world network.

Corresponding to a k-dimensional semantic space, a k-dimensional SSW can be

formed as follows. Each peer in this k-dimensional SSW maintains s short range con-

tacts and l long range contacts. The short range contacts are selected to ensure the

connectivity among peers so that a search message issued from any peer can reach any

other peer in SSW. For a k-dimensional semantic space, the short range contacts of a

peer P1 can be intuitively set to the peers in the neighboring clusters next to P1 in both

directions of the k dimensions (s = 2k). Note that it is possible to use a s smaller than

3Due to the potential high cost of redistributing a large number of data objects within the
overlay network, we choose to have a newly joined peer to publish the location information of its
locally stored data objects to the other peers managing the subspaces corresponding to semantics
of those data objects.



36

2k as long as the short range contacts can ensure the connectivity among peers. On the

other hand, the long range contacts aim at providing short cuts to reach other peers

quickly. Via short range contacts and long range contacts, navigation in the network can

be performed efficiently.

There are several critical issues that need to be addressed in the design of SSW:

1) semantic clustering - how to organize peers with similar semantics into peer clusters;

2) dimension reduction - how to handle the maintenance issue of the overlay network

given the high dimensionality of the semantic space; 3) search - how to conduct searches

efficiently in SSW. In the following, we briefly discuss our strategy for semantic clus-

tering while introducing the tasks of constructing a k-dimensional SSW. We leave the

discussions on dimension reduction and search to the following two sections.

3.1.3.2 Constructing a k-Dimensional Semantic Small World

Constructing a k-dimensional SSW depicted above involves two major tasks: 1)

organizing peers with similar semantics into peer clusters; 2) constructing an overlay

network across the peer clusters to form a semantic small world network.

Semantic Clustering. In order for peers with similar semantics to form into peer

clusters, we need to address the following two sub-issues: 1) peer placement - where in

the semantic space a peer should be located; 2) cluster formation - what is the strategy

for forming clusters.

Peer Placement. We assume that the new peer obtains the SVs of its local data

objects by local computation. Then, it executes a clustering algorithm (e.g., k-means) on

its local data objects to clusters them into data clusters consisting of data objects with
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similar semantics. A peer chooses the centroid of its largest data cluster as its position in

the data space. This position is called semantic position of this peer, determining which

semantic subspace (and which peer cluster) that this peer is to be placed in. While we

assume a single join point here, multiple join points can be used if the peer node has

sufficient resources.

Using centroid of the largest data cluster in a peer node to decide the peer’s

position in the semantic space has several positive effects. For example, if a node has

relatively homogeneous data set (which is likely to be the case in real life), the semantic

subspace where a peer resides in is also where most of its data objects fall into, thereby

reducing the cost to publish foreign indexes. Moreover, the queries issued by the peers in

the nearby subspace usually exhibit similar locality, i.e., a peer is likely to query for data

objects with similar semantic meaning as its own data objects. Our construction of SSW

exploits these characteristics naturally and still works better than other state-of-the-art

P2P search techniques even without these localities (demonstrated later in the paper).

Cluster Formation. A cluster of peers share the responsibility of managing a data

subspace to make the system adaptive to dynamic membership changes and achieve fair

load distribution. A new peer joins a peer cluster based on its semantic position obtained

as above. If the number of peers in a peer cluster exceeds a predefined threshold value

M , the peer cluster and the corresponding semantic subspace is partitioned into two in

a way adaptive to data distribution based on our space partition strategy as discussed

next.

Our space partition strategy is aiming at load balancing (based on the data distri-

bution within a subspace rather than the covered area of the subspace). To proceed, two
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peers in the peer cluster that are semantically farthermost from each other are selected

as the seeds for the two sub peer clusters. Then, peers in the original peer cluster are

alternatively assigned to the two sub peer clusters based on the shortest distance to the

seeds. Finally, the corresponding subspace is partitioned at the middle point of the di-

mension that has the largest span between the centroids of the SVs for the data objects

in the two sub peer clusters (low order dimensions are used to break ties). This is similar

to how R-tree nodes are split [54]. Based on this strategy, we obtain two subspaces that

have relatively equal load (in terms of the number of foreign indexes) even though the

physical size of the two subspaces may not be equal. Existing overlay networks, such

as CAN and CHORD, simply partition a space into two equal sized subspaces without

considering the load distribution in the two subspaces.

Overlay Network Construction. To construct the overlay, each peer maintains a set

of short range contacts, each of which points to a peer in a neighboring peer cluster, and

a certain number of long range contacts. A long range contact is obtained as the peer

responsible for a point randomly drawn from the semantic space following a distribution,

1
dk where k is the dimensionality of the semantic space and d is the semantic distance.

These extra long range contacts reduce the network diameter and transform the network

into a small world with poly-logarithmic search cost (Theorem 3.1). In addition, there

are no rigid rules on which specific distant clusters should be pointed to by long range

contacts. This flexibility of long range contacts selection can be utilized easily to make

SSW adapt to locality of interest (to be detailed in Section 3.1.5).
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Theorem 3.1. Given a k-dimensional semantic small world network of N peers, with

maximum cluster size M and number of long range contacts l, the average search path

length for navigation across clusters is O(
log2((2N

M )1/k)

l ).

Proof: Before proceeding to prove the theorem, we derive the normalization constant

C which brings the sum of the probabilities for all candidate long range contacts of a

peer to 1. In order to derive C, we first derive the sum of appearance frequencies for all

candidate long range contacts of a peer, F . After deriving F , C is simply 1
F .

A peer P1 chooses another peer at distance x as one of its long range contacts

using the pdf: fx = 1
xk for x ∈ [r, 1] where r, the minimum distance of a long range

contact, is the average diameter of cluster subspace (will be derived later). All of the

peers at distance x to Peer P1 form the surface of a volume with P1 as the center and

x as the radius, whose area is xk−1. Therefore, the sum of the appearance frequency

for all candidate long range contacts at distance x is Fx = xk−1 · fx = 1
x . We can

derive the sum of appearance frequency for all candidate long range contacts thereby as

F =
∫ 1
r

Fxdx = ln1
r . Thus, C = 1

F = 1
ln(1/r)

.

After deriving C, we proceed to prove the theorem. Similar to the proof process

employed in [74], we separate search process into phases 1, ..., log(1/r). Let d be the

distance from a message’s current node to the destination and di = 1
2i . Search is at

phase i if di+1 ≤ d < di. Phase i ends when the message is forwarded to a peer less than

di+1 distance away from the destination. The set of peers less than di+1 distance away

from the destination is denoted as Ai+1, whose volume is dk
i+1

. The largest distance

from a peer at phase i to a peer in set Ai+1 is di +di+1 (denoted as d̂i+1). Since a peer
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has l long range contacts, the probability that a peer at phase i has contacts to set Ai+1

is at least l · dk
i+1

· f
d̂i+1

= l · C · (1
3)k = l

3kln(1/r)
. Therefore, search message requires

3kln(1/r)
l steps to reach next phase on average. Since there are total log(1/r) phases,

the total search path length is O(
3klog2(1/r)

l ).

Now we need to derive r. In the system, the average size of a cluster is M/2,

so there are totally N
M/2

peer clusters and each cluster takes charge of M
2N portion of

the semantic space on average. Therefore, the diameter of each partition, r, is approx-

imately ( M
2N )1/k. We can then obtain the path length for search across clusters as

O(
log2(2N

M )1/k

l ). ¤

Figure 3.2 shows an example of SSW (k = 2). As shown in the figure, the search

space is partitioned into 11 clusters after a series of peer joins and leaves. Figure 3.2(a)

shows the overlay structure. Peer 1 in cluster E maintains three short range contacts

to neighboring peer clusters A, B and G and one long range contact to a distant peer

cluster C. The contacts of other peers are not shown here for clarity of presentation.

Figure 3.2(b) illustrates the concept of foreign indexes. The dark circles denote the

semantic positions of peers in the semantic space. The small rectangles represent the data

objects stored in Peer 1. Most of them (the white rectangles) are located in the subspace

of Peer 1, but some of them (the dark rectangles) are mapped to other subspaces. Thus,

the location information of those data objects are stored as foreign indexes at the peers

in charge of those subspaces.
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Fig. 3.2. An illustrative example for SSW.

3.1.4 Dimension Reduction

The k-dimensional SSW obtained by simply assigning short range contacts in

all dimensions of the corresponding semantic space (as described in above section) is

feasible when k (the dimensionality) is small. When k is large, the maintenance of such

an overlay becomes costly and non-trivial due to the decentralized and highly dynamic

nature of P2P systems. Unfortunately, as pointed out earlier in this section, the number

of attributes capturing the semantics of data objects is normally very large, and thus

the dimensionality of the semantic space (k) is high. For instance, the latent semantic

vector capturing the semantics of documents is around 50-300 [26].

One idea to address this issue is to construct an overlay network of low dimension-

ality to support the function of semantic based search in the high dimensional semantic
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space. This idea can be realized by linearizing the peer clusters from the high dimen-

sional semantic space to a one-dimensional naming space, i.e., assigning a ClusterID to

each peer cluster, and then constructing a one-dimensional SSW (SSW-1D) over the

linearized naming space. SSW-1D is constructed as a double linked list consisting of

peer clusters connected via two short range contacts of each peer. In addition to this

linear network structure that provides basic connectivity, long range contacts provide

short cuts to other peer clusters, which facilitate efficient navigation. While the original

semantic space has been partitioned and then linearized, the peer clusters in SSW-1D

are still corresponding to their original semantic subspace of high dimensionality.

In order to facilitate efficient navigation in SSW-1D based on the high dimen-

sional semantic information (i.e., SVs) corresponding to the original semantic space, the

following two issues should be addressed carefully:

• Naming Encoding. The mapping from the high dimensional semantic space to a

one dimensional naming space should preserve data locality, i.e., clusters located

nearby in the semantic space should be assigned ClusterIDs with similar values.

• Naming Embedding. The aforementioned mapping should be recorded or embedded

in the overlay network so that an arbitrary peer can determine the ID of the peer

cluster responsible for a given data object (this is necessary to process a search,

which will become clear in the following section).

The well known space filling curves such as Hilbert curve, Z-curve, etc., can only

be employed to map a regularly coordinated high-dimensional space to a low-dimensional
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space. In our case, the high-dimensional semantic space is adaptively (irregularly) par-

titioned according to data distribution, and thus these techniques are not applicable

here.

In this study, we propose a technique, called adaptive space linearization (ASL),

which linearizes the peer clusters in the high dimensional semantic space into a one-

dimensional naming space during the process of cluster split in SSW construction. In

the following, we explain how ASL addresses the aforementioned two issues, i.e., naming

encoding and naming embedding.

3.1.4.1 Naming Encoding

We observe that the partition of the data space can be represented by a ’virtual’

binary tree and encoding this binary tree properly can lead to a location-preserving

naming encoding scheme. Based on this observation, we propose the following naming

encoding scheme. We use a bit string with fixed length to represent ClusterIDs. We

call the virtual binary tree depicting the partition of the data space as global partition

tree (GPT). Note that GPT is not maintained anywhere in the network. We simply use

it for the explanation of the partitioned space and the naming encoding scheme. The

root node of the GPT represents the initial data space. Each partition event generates

two subtrees where the left (right) subtree corresponds to the subspace with smaller

(larger) coordinate along the partition dimension. The subspace corresponding to a leaf

node in the GPT is called leaf subspace, which peers are residing in (and responsible for

managing) . We associate each bit in the ClusterID (starting from the most significant

one) with a level in the GPT (starting from the root level). Therefore, level i at the
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GPT corresponds to the ith most significant bit in ClusterID. These bits are set to 0 by

the left subtrees and ”1” by the right subtrees. Any tree node obtains a tree label by

concatenating the bits along the path from the root to itself and padding the remaining

bits in its ClusterID with 0 (note that the combination of the depth and the tree label

uniquely identifies a node in the GPT). The tree label of a leaf node is the ClusterID of

the peer cluster in charge of the corresponding leaf subspace.

Figure 3.3(a) shows the same snapshot of the system as Figure 3.2 where the

whole semantic space is partitioned into 11 clusters with the ClusterIDs indicated in the

figure. Figure 3.3(c) depicts the corresponding GPT (with tree labels). We illustrate

the process in a 2-dimensional space with a naming space of 4-bit long. In this example,

the semantic space is first partitioned along the vertical line as indicated by ”p = 1” in

the figure. Peers at the left side and right side of this line obtain ID ”0000” and ”1000”,

respectively. The left side is then partitioned along the horizontal line as indicated by ”p

= 2”. At this point, peers at the lower left side and top left side obtain ID ”0000” and

”0100”, respectively. The data space is eventually partitioned as shown in the figure. We

use the solid line to illustrate the order of the assigned ClusterIDs. The dashed portion

of the line, naturally created since SSW-1D is a double linked list, indicates that a search

can be performed bi-directionally.

3.1.4.2 Naming Embedding

We now proceed to the second issue - how the mapping from the high dimensional

semantic space to the one dimensional naming space is embedded in the overlay network

so that a peer can determine the ClusterID of the peer cluster responsible for a given
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data object. A simple scheme is to replicate the complete partition history, i.e., the

entire GPT tree structure, at each peer. However, this scheme is not scalable since any

subspace partition needs to be propagated to the whole network.

Here we propose to only store the history of the partitions (in terms of the parti-

tion dimension and partition point) that a peer has been involved with at this peer. Note

that this partial partition history corresponds to the path in the GPT starting from the

root to the leaf node corresponding to this peer’s subspace. Thus, we call this partial

partition history as local partition tree (LPT). In the LPT, each node (except the leaf

node) has two children representing the two subspaces generated in a space partitioning

event. Between the two subspaces, the one that the peer does not reside in may undergo

further partitioning that is not known to the peer, and thus it is called old neighbor

subspace. The readers should not confuse the old neighbor subspaces with short range

contacts or long range contacts. While a peer has maintained the history of the data

space partition events generating these subspaces in its LPT, it doesn’t necessarily have

contacts in each of these old neighbor subspaces.

Figure 3.3(d) illustrates the LPT for a peer residing in Cluster 10 (marked by dark

rectangle). Cluster 10 has been involved in four partitioning events, generating four old

neighbor subspaces (marked by light rectangles). In this figure, we also show how the

subspace corresponding to a leaf node in the LPT is partitioned further. From this figure

we can see the two old neighbor subspaces (i.e., the tree node with label 0000 and 1100)

are partitioned further and consist of a collection of smaller subspaces, respectively.

Figure 3.3(b) illustrates SSW-1D built upon the ClusterIDs. A peer in Cluster 4

maintains short range contacts to the neighboring clusters 2 and 5. It also maintains a
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long range contact to a distant cluster 8. A peer in Cluster 8, 10 and 12 maintains a

long range contact to Cluster 13, 6 and 14, respectively. The contacts of other peers are

not shown here for readability.

3.1.5 Search

In this section, we explain the search process in SSW-1D. For simplicity, we refer

SSW-1D as SSW in the rest of this paper where the context is clear. We present the

algorithms for semantic bases searches, i.e., approximate point query (denoted as point∗

query), which is specified by a query semantic vector or query point q. Point∗ query

returns the data objects matching q if there is such a data object in the system (similar

to a regular point query); otherwise, it returns a data object similar to q (different from

a regular point query). Note that a point query can be viewed as a special case of range

query with the query range as 0.

To process point∗ queries, we need to address the following issue:

• Search space resolution (SSR). To process a query, a peer first needs to determine

which portions of the overlay (peers, data subspaces) host the requested data (or

the index information for the data). Since the overlay (index) structure of SSW is

constructed over the linearized naming space, and each peer only has partial knowl-

edge of the mapping from the high dimensional data space to the one dimensional

overlay, SSR is a non-trivial issue.

The solution for SSR is presented in Section 3.1.5.1, followed by the algorithms for point∗

query in Section 3.1.5.2.
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3.1.5.1 Search Space Resolution

The issue of SSR is not faced by point∗ query alone. Instead, it is an issue faced

by other queries, such as range query and KNN query (to be addressed in details in

next section). For presentation brevity, we address the issue of SSR in the context of

range query, which is specified by a query point q and a query range r. As mentioned

previously, a point query is a special case of range query with the query range r as 0.

Since SSW is constructed over the one dimensional naming space captured by

ClusterIDs, SSR basically is to figure out the ClusterIDs of the peer clusters intersecting

with the search space (or query region) associated with a given query. We propose a

localized algorithm for SSR based on the concept of LPT (local partition tree) as follows.

A peer examines its LPT starting from the root node and decides whether a subtree in

the LPT should be pruned or not by examining whether the corresponding subspace

intersects with the search space or not. To determine whether a subspace intersects with

the search space, the peer first computes the minimum distance, mindist, from the query

point to the subspace. If the computed mindist is greater than r (the range of the search

space), the subspace does not intersect with the search space, and thus the corresponding

subtree is pruned. Otherwise, the corresponding subtree is examined further. Both

subtrees may be examined if both corresponding subspaces intersect with the query

region. This process continues till the leaf nodes in the LPT, called as terminal nodes,

are reached. We assign a pseudo-cluster-name (PCN) to the corresponding subspace of a

terminal node. PCN is a tuple of 〈a, h〉, denoted as ah, where a and h are set to the tree

label and depth of the corresponding terminal node in the LPT. Here a and h correspond
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to the value and the number of bits resolved in the PCN respectively. If a PCN’s value is

the same as the ClusterID of current peer, this PCN is completely resolved. Otherwise,

the PCN may be refined further by invoking SSR at the peers managing the old neighbor

subspace corresponding to the terminal node. Algorithm 1 shows the pseudo code for

SSR at a peer.

Algorithm 1 Algorithm for SSR.

Peer i issue ssr(x, q, r, a, h): i.ssr(x, q, r, a, h) (x, set to the root node initially, is the
current tree node to be examined in i’s LPT. q and r are the center and range of
the search space. a and h, set to 0 initially, indicate the value and the number of
bits resolved in the PCN.)

1: if x is the leaf node in i.LPT then
2: Return ah.
3: else
4: h = h + 1;
5: if mindist(q, x.left) ≤ r then

6: Set the ith most significant bit of a to 0.
7: i.ssr(x.left, q, r, a, h).
8: end if
9: if mindist(q, x.right) ≤ r then

10: Set the ith most significant bit of a to 1.
11: i.ssr(x.right, q, r, a, h).
12: end if
13: end if

Figure 3.4(a) illustrates an example for SSR. The large circle (q2) intersecting with

Clusters 8, 11, 12 and 14 depicts the search space (also marked on the GPT in Figure

3.4(b)). A peer in Cluster 10 resolves the search space and obtains the corresponding

PCNs as 83, 114 and 122. The search space corresponding to PCN 122 is later resolved

as 124 and 143 by a peer residing in the old neighbor subspace corresponding to the tree

node with label 1100 in Cluster 10’s LPT.
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3.1.5.2 Query Algorithm

The algorithm to process an approximate point query consists of two stages:

navigation-across-clusters, which navigates to the destination peer cluster covering the

query point, and flooding-search-within-cluster, which floods the query within the des-

tination peer cluster for query results. When a message is received, a peer first checks

whether q falls within the range of its peer cluster. If that is not the case, SSR is in-

voked to obtain the PCN (pseudo-cluster-name) for q based on the partition history

(LPT) stored at this peer. The query message is then forwarded to the contact with the

shortest distance to the PCN in the one-dimensional naming space. The above process

is repeated until the cluster whose semantic subspace covering q is reached. At this

point, flooding-search-within-cluster is invoked by flooding the message to other peers

in the same peer cluster. Then the data object with the highest similarity to the query

is returned as the result.

Here, we show an example to illustrate point∗ query processing in SSW-1D. Let’s

go back to Figure 3.4(a). Assume Peer 1 in Cluster 4 issues a point∗ query q1 [0.9,0.3]

indicated by the small grey circle in Cluster 11. Peer 1 first checks its own cluster range.

Since [0.9,0.3] is not within the subspace of its peer cluster, Peer 1 invokes SSR and

estimates the PCN for the query as 81. Peer 1 then forwards the message to Cluster

8, which invokes SSR and refines the PCN as 103. The message is then forwarded to

Cluster 10, which refines the PCN further as 114. The query is finally forwarded to a

peer in Cluster 11, which finds q1 is within its own cluster range and thus floods the

message within its peer cluster to obtain the query results.
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Despite the need for SSR, navigation in SSW-1D is efficient. We group the routing

hop(s) to resolve one bit of PCN as a PCN resolving phase. A query may need to go

through multiple PCN resolving phases, where each phase brings the query message

half-way closer to the target. The following theorem obtains the search path length for

SSW-1D (different from Theorem 1 where a peer has short range contacts along all the

dimensions, in SSW-1D, a peer has only 2 short range contacts in a k-dimensional space

(k >> 1) and thus it only has a partial knowledge of its neighborhood.).

Theorem 3.2. For a k dimensional space, given a SSW-1D of N peers, with maximum

cluster size M and number of long range contacts l, the average search path length for

navigation across clusters is O(
log3(2N/M)

l ).

Proof: The average number of peer clusters in the system is 2N
M , which implies total

log 2N
M bits in PCN need to be resolved, requiring log 2N

M PCN resolving phases. Starting

from the most significant bit, each phase resolves one bit in PCN, thereby reducing the

distance to the target cluster by half. S denotes the initial distance to the target cluster,

i.e., S = 2N
M . According to Theorem 3.1 (dimensionality k is 1 here), the path lengths

for these log 2N
M phases are log2S

l ,
log2(S/2)

l ,
log2(S/4)

l , ...,
log2(S/2logS−1)

l , respectively.

The search path length in SSW-1D is the summation of all these path lengths incurred

by different phases, which is O( log3S
l ). Hence, the above theorem is proved. ¤

During the query process, SSW adapts to locality of users interests as follows.

Each peer maintains a query-hit list, which consists of the peers who have query hits

(provide query results) in the past X queries issued by this peer. For every X queries, a

node replaces the long range contact having the lowest hit rate with the entry having the
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highest hit rate in the query-hit list with probability of
di

di+dj
, where di and dj represent

the naming distance of the old long range contact and the candidate long range contact

to current peer, respectively. We prove this update strategy maintains the properties of

small world networks, i.e., the distribution of long range contacts is still proportional to

1
d where d is the distance of a long range contact.

Theorem 3.3. By replacing a long range contact at distance di by another peer at dis-

tance dj with probability
di

di+dj
, the distribution of long range contacts is proportional to

1
d .

Proof: Basically if we can prove at steady state the probability that a peer at distance

d becomes a long range contact, denoted by pin, equals to the probability that a long

range contact at distance d is replaced by other peers, denoted by pout, we prove the

above theorem.

pi denotes the probability that Peer i is the long range contact of current peer,

which equals to C
di

where C is the normalization constant that brings the total probability

to 1. pi→j donates the probability that a long range contact i is replaced by another peer

j, which equals to
di

di+dj
. We can then obtain pout =

∑N
j=1

pi·pi→j =
∑N

j=1
C
di
· di
di+dj

=

∑N
j=1

C
di+dj

, and pin =
∑N

j=1
pj · pj→i =

∑N
j=1

C
dj

· dj
di+dj

=
∑N

j=1
C

di+dj
. Since

pin = pout, this proves the above theorem. ¤

3.1.6 Simulation Setup

A random mixture of operations including peer join, peer leave and search (based

on certain ratios) are injected into the network. During each run of the simulation, we
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issue 10·N random queries into the system. The proportion of peer join to peer leave

operations is kept the same to maintain the network at approximately the same size.

The simulation parameters, their values and the defaults (unless otherwise stated) are

given in Table 3.1. Most of these parameters are self-explanatory. More details for some

of the system parameters, synthetic data set, real data set, and query workload are given

below.

Table 3.1. Parameters used in the simulations of SSW
Descriptions Values, default

N Number of peers in the network 256 - 16K, 1K
l Number of long range contacts 4
M Size of peer clusters 1 - 1024, 8
n Number of data objects per peer 1 - 100, 100
αd1 Skewness of Dataseed-Zipf 0 - 1.0, 0
αd2 Skewness of Data-Zipf 0 - 1.0, 0
γ Percentage of peer join and peer leave operations 0% - 50%, 20%
αq1 Skewness of Queryseed-Zipf 0 - 1.0, 0

αq2 Skewness of Query-Zipf 0 - 1.0, 0

W SV dimension weight assignment uniform, linear, zipf
k Dimensionality of semantic space 10 - 100, 100
R Maximum query radius 0 - 1, 0.5

Synthetic Data Set. The data set is defined by the dimensionality of SV (and the

semantic space), the weight of each dimension in SV, the number of data objects per

peer (n), and the data distribution in the semantic space. The default setting for the

dimensionality of SV (k) is 100. We use three different weight assignments for SV,
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namely, uniform, linear, and Zipf dimension weight assignments. In the uniform dimen-

sion weight assignment, each dimension has the same weight. In the linear dimension

weight assignment, Dimension i has weight k+1−i
k (1 ≤ i ≤ 100). Zipf-distribution is

captured by the distribution function 1
iα

where α is the skewness parameter. In our Zipf

dimension weight assignment, α is set to 1, i.e., Dimension i has weight 1
i . If unspecified,

linear dimension weight assignment is the default setting.

Data distribution in the semantic space is determined by two factors: 1) seman-

tic distribution of data objects among different peers; and 2) semantic distribution of

data objects at a single peer. The former controls the data hot spots in the system

and the latter controls the semantic similarity between data objects at a single peer,

namely semantic closeness. To model both factors, we associate a Zipf-distribution

each, Dataseed-Zipf for the former and Data-Zipf for the latter, with their skewness pa-

rameters as αd1 and αd2, respectively. We first draw a seed for each peer following the

Zipf distribution controlled by αd1. This serves as the centroid around which the actual

data objects for that peer are composed following αd2.

Real Data Set. We derive the latent semantic indexes for 527000 documents in TREC

version 4 and version 5 [4]. We distribute these documents to peers in the following two

ways: 1) random data distribution, where documents are randomly distributed among

peers, and 2) clustered data distribution, where documents are first assigned into N

clusters using k mean algorithm and each cluster is then randomly assigned to a peer.

Workload Parameters. A point∗ query is specified by the query point. Similar to

data parameters, we consider two factors in generating query points: distribution of

query points emanating across the peers in the system and the skewness of the query
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points emanating from a single peer. The former controls query hot spots (i.e. more

users are interested in a few data items) in the system and the latter controls the locality

of interest for a single peer, namely query locality (i.e. a user is more interested in one

part of the semantic space). We use two Zipf distributions with parameters αq1 (for

Queryseed-Zipf) and αq2 (for Query-Zipf) to control the skewness, i.e., αq2 captures the

skewness of the queries around the centroid generated by αq1.

While the main focus of this paper is to improve search performance with min-

imum overhead, we also try to explore the strengths and weaknesses of SSW in other

aspects, such as fault tolerance and load balance. In this paper, we use the following

metrics for our evaluations.

• Search path length is the average number of logical hops traversed by search

messages to reach the destination.

• Search cost is the average number of messages incurred per search.

• Maintenance cost is the number of messages incurred per membership change,

consisting of overlay maintenance cost and foreign index publishing cost.

Since the size of different messages (join, query, index publishing, cluster split,

cluster merge) is more or less the same (dominated by the size of one SV (400

bytes)), we focus on the number of messages in the paper for clarity.

• Search failure ratio is the percentage of unsuccessful searches that fail to locate

existing data objects in the system.

• Index load is the number of foreign index entries maintained at a peer.
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• Routing load is the number of search messages that a peer processed.

• Result quality is to measure the quality of the returned data object for a point∗

query. To calculate the result quality, we first calculate the normalized dissimilar-

ity (Euclidean distance)4 between the query and the result returned by SSW (or

pSearch/SWRI), denoted as dreal, and the normalized dissimilarity between the

query and the data object most similar to the query in the system, denoted as

dideal. Then we use 1−(dreal−dideal) to represent the result quality. When the

difference between dideal and dreal is very small, the result quality is high.

3.1.7 Simulation Results

We have conducted extensive experiments under both synthetic data set and

real data set to demonstrate SSW’s strength on various aspects. In this section, we first

demonstrate the scalability of SSW in terms of the size of the network and the number of

data objects in the system. This is followed by an examination of the effect of peer cluster

sizes on SSW. The benefits of constructing overlay based on semantics and updating long

range contacts is subsequently illustrated with different workload behaviors. We then

show the strength of SSW in tolerating peer failures and balancing the load. Lastly, we

present the result quality of point∗ query. We present the results under different data

sets when they display different trends. Otherwise, we present the results under one

specific data set for presentation brevity and the interest of readers.

4To perform the normalization, we divide the Euclidean distance between two vectors by
√

k,
which is the maximum Euclidean distance between two vectors in the semantic space.
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3.1.7.1 Scalability

We vary the number of peers from 28 to 214 to evaluate the search efficiency and

maintenance cost of SSW. According to our preliminary simulation results ([87]), we find

SSW with 4 long range contacts has reasonable trade-off between search efficiency and

maintenance overhead for most of the γ settings, and we use this value in the experiments.

Since pSearch does not use any clustering, we disable the clustering feature of SSW (i.e.,

cluster size M is set to 1) in this set of experiments. We have demonstrated that SSW

can perform even better with appropriate cluster sizes (as detailed in section 3.1.7.2).

Figure 3.5(a) shows the average path length under uniformly distributed synthetic

data set (αd1 = αd2 = 0). The results under other data sets are almost the same and are

omitted. Since the size of peer clusters is set to 1 in this experiment, there is no flooding

within a cluster and the average search path length for SSW represents the search cost

as well. The search path length for SSW increases slowly with the size of network,

confirming search path length bound in Theorem 3.2. In addition, the constant hidden

in the big-O notation is smaller than 1 as shown in the figure. The plot of pSearch’s

path length has a slope close to SSW (with 4 long range contacts) but has a much higher

offset. In fact, the search path length of SSW is about 40% shorter than that of pSearch

at network size 16K. The search path length of SWRI is between pSearch and SSW. This

confirms the effectiveness of ASL vs. rolling index in terms of search path length.

Overlay maintenance cost is proportional to the number of states maintained

at each peer, which are 20, 24 (20 short range contacts and 4 long range contacts),

6 (2 short range contacts and 4 long range contacts) for pSearch, SWRI and SSW
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Fig. 3.5. Comparing the scalability of SSW and other schemes.
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respectively. Figure 3.5(b) shows the overlay maintenance cost for the same experiments

as Figure 3.5(a). These two figures confirm our expectation that compared to pSearch,

SSW can achieve much better search performance with smaller overlay maintenance

overhead.

The other maintenance cost to consider is the overhead of publishing foreign index

upon peer joins (apart from the cost shown in Figure 3.5(b)). This cost is proportional to

the number of data objects that need to be published, and the corresponding relationship

is shown in Figure 3.5(c). Due to the fact that pSearch/SWRI have to publish a data

object multiple times, the index publishing costs for pSearch/SWRI are much higher

than that for SSW. In addition, the index publishing cost for SWRI is lower than that

for pSearch. Note that these results for SSW are conservative since αd2 = 0 (uniform

data distribution) and the overhead is likely to be lower with any skewness (as will be

shown later).

This set of experiments confirms the scalability of SSW. It also confirms our

expectations that ASL is a better dimension reduction method than rolling index in

terms of various aspects, including search cost and index publishing cost (later, we will

show ASL is better than rolling index in terms of the result quality for point∗ query

as well). In the remaining experiments, we only compare with pSearch for presentation

clarity.

3.1.7.2 Peer Clustering Effects

Until now the size of the peer cluster (M) has been set at 1. When M is larger,

cluster splits or merges occur less frequently, resulting in lower overlay maintenance
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costs. Further, the total number of clusters in the system decreases with larger cluster

sizes, thereby reducing searches across clusters. The down-side of large sized clusters is

the higher search cost within a cluster (due to flooding).

The effect of the cluster size on the maintenance cost, overlay navigation path

length/cost (across clusters), and flooding search path length/cost (within clusters) are

given in Figure 3.6. The cluster size is varied between 1 and 1024 (the whole network

is one big cluster). In these graphs, the bars for pSearch (the last bar) is also given for

easier comparison. As expected, the maintenance cost decreases when the cluster size

increases (drops by 75% when the size increases from 1 to 4). The path length, though

decreases slightly (because of the steeper drop in path length across clusters), is not

as sensitive to the cluster size compared to the overall search cost (note that the third

graph has y-axis in log scale). This is because the effect of the flooding within the cluster

dominates for larger clusters. Within a spectrum of cluster sizes between 2 and 16, SSW

does better than the size of 1 (whose results were presented in the previous section)

in terms of all maintenance cost, path length and search cost. We have also conducted

simulations by considering different mixes of the join/leave and search operations. Based

on the results, we set the cluster size to 8 for the rest of the simulations.

3.1.7.3 Adaptivity to Data Distribution and Query Locality

In SSW, a peer selects the semantic centroid of its largest local data cluster as

the join point (semantic position) when it joins the network. The rationale is that when

data is more skewed around the centroid, fewer foreign indexes for data objects need to

be published outside the cluster, thereby reducing the foreign index publishing cost. To
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better understand the effect of semantic closeness on the foreign index publishing cost,

we vary αd2, the skewness for Data-Zipf, from 0 to 1. In addition, we also vary αd1,

the skewness for Dataseed-Zipf, from 0 to 1 to observe the effect of data hot spots. The

results are shown in Figure 3.7(a). As pointed out, a higher skewness lowers the foreign

index publishing cost of SSW significantly. pSearch’s foreign index publishing costs are

in the range of 3500 and only decrease slightly under skewed data distribution. We omit

the plot for pSearch from this figure to avoid distorting the graph.

Figure 3.7(b) compares the foreign index publishing cost under real data set with

random data distribution and clustered data distribution. Similar to the trends observed

under synthetic data sets, if data objects are rather clustered instead of randomly dis-

tributed, SSW reduces the foreign index publishing cost significantly. pSearch’s foreign

index publishing cost is also reduced under clustered data distribution. However, the

reduction is not as significant as in SSW.

In SSW, long range contacts can be updated based on query history to exploit

query locality. To study this improvement, we vary αq2, the skewness for Query-Zipf,

from 0 to 1. We also vary αq1, the skewness for Queryseed-Zipf, to observe the effect of

query hot spots. Figure 3.8 compares the search path length of SSW (a) without updates

and (b) with updates of long range contacts (based on what described in Section 3.1.5).

Without any updates, query locality has little impacts on the results. With long range

contact updates, however, query locality significantly enhances the search performance.

For instance, we see nearly a 78% reduction in path length when αq2 increases from 0

to 1.0 with αq1 set to 1.0. pSearch’s result (plot is not shown here) is similar to the one

without update except that pSearch’s path length is much higher (in the range of 40).
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3.1.7.4 Tolerance to Peer Failures

Peer failure is a common event in P2P systems. Thus, a robust system needs

to be resilient to these failures. To evaluate the tolerance of SSW to peer failures, a

specified percentage of peers are made to fail after the network is built up. We then

measure the ratio of searches that fail to find data objects existing in the network (we

do not consider failures due to the data residing on the failed peers).
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Fig. 3.9. Effect of peer failure ratio on the failure of search operations of SSW (γ = 0%).

Figure 3.9 shows the fraction of searches that fail as a function of the ratio of

induced peer failures (from 0% to 50%). Since the fault tolerance of SSW is largely

dependent on the cluster size, we also consider different values for M (the cluster size)

in these experiments. Even though each peer in pSearch maintains a large number of
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states (20), the search failure ratio grows rapidly with the ratio of peer failures. On the

other hand, at cluster size of 1, SSW with much smaller number of states maintained per

peer (2 short range contacts and 4 long range contacts) has similar search failure rate as

pSearch. Increasing the cluster size to 4 substantially improves SSW’s fault tolerance.

Beyond sizes of 4, the search failure ratio, even with as high as 30% peer failure, is very

close to 0. These results reiterate the benefits of forming peer clusters.

3.1.7.5 Load Balancing

We evaluate the load balance of SSW from two aspects: index load and routing

load. For the index load, we evaluate the distribution of the foreign index maintained at

each peer under different data distribution patterns. Since the load is evenly balanced

under the uniform distribution for both pSearch and SSW, we present only the index

load distribution for the skewed distribution in Figure 3.10(a). As we expected, pSearch

has a much more uneven index load distribution compared to SSW (more rectangles with

a higher load than triangles). In fact, Peer 87 in charge of a hot data region in pSearch

stores about 28% of the index load of the whole system. In contrast, SSW displays a

relatively even distribution of index load even under this skewed data set. This confirms

our intuition that placing peers in the semantic space in accordance with their local data

objects can effectively partition the search space according to data distribution.

Similarly, we have varied the query distribution in order to study the routing load

distribution across the nodes, again with uniform and skewed distributions (this time

with queries). We present the results for the skewed query distribution (αq1 and αq2

set to 1) in Figure 3.10(b). We find that the routing load is more evenly distributed in
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SSW compared to pSearch. This is due to the introduction of randomness through the

long range contacts and the good balance within a peer cluster itself.

3.1.7.6 Result Quality

While the results on the search path length and search cost of point∗ query have

been presented earlier, here we present the result quality of point∗ query under different

data sets. Since the result quality highly depends on the SV dimension weight assign-

ments, we vary SV dimension weight assignments and the results are presented in Figure

3.11(a). SSW partitions the data space in a way adaptive to data distribution in the

semantic space, while pSearch partitions the data space uniformly (into two equally-

sized subspaces). We expect that our partition scheme adapts to different SV dimension

weight assignments automatically while pSearch does not. This is confirmed by Figure

3.11(a). Different SV dimension weight assignments have little effect on the result qual-

ity of SSW (and search path length, search cost, and maintenance cost as well) . On the

other hand, pSearch is very sensitive to different dimension weight assignments. In all

three settings, the result quality of SSW is higher than pSearch.

Figure 3.11(b) shows the result quality of point∗ query under real data set with

random data distribution and clustered data distribution. From this figure, we can see

that the result quality obtained under real data set is similar to that under synthetic

data set with Zipf dimension weight assignment. This is not surprising since the vector

elements in the document SVs have weights following Zipf-distribution.

In addition, we vary the dimension of semantic space (SVs) from 10 to 100 and

evaluate its effect. The search path length is more or less the same under different
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dimensions (the results are omitted). This is not out of expectation since the underlying

routing structure of SSW-1D is based on the linearized naming space, which is not tied

to the data dimensionality. On the other hand, there are some changes on the result

quality. Figure 3.12 shows the result quality of point∗ query under uniformly distributed

synthetic data set (the trends observed under other data sets are similar and omitted).

From this figure, we can see when the dimension of data objects increases, the result

quality using SSW decreases by a very small amount. On the other hand, the result

quality using pSearch is more sensitive to the dimensionality of data objects. This is

expected since only partial subvectors are considered in pSearch, which degrades its

result quality when the dimension is high.
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3.1.8 Summary

The voluminous information shared in peer-to-peer (P2P) systems mandates effi-

cient semantic based search for data objects, which has not been adequately addressed

in previous works. In this study, we present the design of a new P2P overlay network,

semantic small world (SSW), that supports efficient semantic based search. SSW in-

tegrates four ideas, i.e., semantic clustering, dimension reduction, small world network,

and efficient search algorithm, into an overlay structure with following desirable features.

It facilitates efficient search without incurring high maintenance overhead. By placing

and clustering peers in the semantic space based on the semantics of their data objects,

SSW adapts to distribution of data automatically, gains high resilience to peer failures

and balances index and routing load nicely. All of the above advantages of SSW are

verified through extensive experiments.

There are some future works that can be explored in SSW. First, we can take

advantage of the heterogeneity existing among peers to adjust the number of join points

and contacts dynamically. Second, while SSW is designed in the context of P2P systems,

whether similar structures can be deployed in the context of other LSDNs, such as ad

hoc network, and sensor networks, is an potential issue to look into.

3.2 Processing Complex Queries

In this section, we present our study in range query and k nearest neighbors

query (KNN) on high dimensional data objects in P2P systems. We study this problem

in the framework of Semantic Small World (SSW), which is an efficient peer-to-peer
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overlay developed for high dimensional data. Efficient query algorithms and solutions

that address various technical challenges, such as multiple-destination query propagation,

and KNN search space refinement, are proposed. An extensive simulation using both

synthetic and real data sets demonstrates that our proposal efficiently supports range

query and KNN query on high dimensional data in P2P systems.

3.2.1 Introduction

In Chapter 2.2, we review the relevant studies in query processing in P2P systems.

These work mainly focus on low-dimensional data. In this study, we develop algorithms

in support of range and KNN queries on high-dimensional data in dynamic P2P systems.

Specifically, we develop our query processing algorithms based on semantic small world

(SSW) (as presented in the previous section), a distributed index overlay designed for

high dimensional data.

In SSW, a data object is treated as a point in a high-dimensional data space. This

data space is dynamically partitioned into data subspaces, which are taken charge of by

different peers. To deal with high dimensionality and dynamic membership changes, the

data subspaces are linearized into a ring on which small world overlay is constructed.

Note that in contrast to CAN [106], where each peer maintains pointers (routing infor-

mation) for neighbors in all data dimensions, a peer in SSW only maintains pointers for

a small number of peers which are nearby in the linearized space. While linearization is a

rather common practice to address high dimensionality in general, we expect that SSW

represents a generic class of P2P overlays supporting high dimensional data. Therefore,

the challenges identified in this study are expected to be commonly faced by any other
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P2P systems (e.g., [49]) that adopt space linearization to support high dimensional data,

and the proposed solutions are expected to be generic enough to be applicable on these

systems.

Several challenges are identified through our design of range and KNN query

processing algorithms on high dimensional data. First of all, by the nature of high di-

mensional data and range/KNN queries, it is easy to observe that the searched data

may be located in multiple peer nodes (possibly spread out in different data subspaces).

Thus, one essential issues is multi-destination query propagation - efficiently routing and

propagating a query to peer nodes which may have qualified data. The lack of com-

plete neighborhood information in all data dimensions makes this very difficult to solve.

We propose two efficient routing techniques, namely single-path propagation (SPP) and

multiple-path propagation (MPP) to address this issue. Additionally, due to the non-

deterministic search space of KNN queries, our KNN algorithm is based on an idea of

incremental search space refinement, which assumes a large enough data space as initial

search space and gradually prunes the search space as more data and/or index infor-

mation are obtained. As the data dimensionality increases, the data space becomes

very sparse and the distance to the nearest neighbors becomes large. Therefore, how to

reduce KNN search space during query propagation and processing to avoid excessive

examination of a large search space is critical for efficient processing of KNN query on

high dimensional data. Three different KNN search space refinement strategies, namely,

minimum ID distance (MinIDD), minimum mindist (MinMD), and minimum centroid

distance (MinCD) are proposed. Our KNN algorithm is designed such that it can be
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easily adapted to approximate KNN queries based on relaxed constraints on result qual-

ity.

While the proposed techniques are developed for query processing, they can be

applied in a broad context. The proposed multi-destination query propagating meth-

ods can be applied for overlay multicast. The proposed KNN search space refinement

methods and approximation techniques can be applied to address the issues related to

query on high dimensional data (i.e., the well-recognized curse of dimensionality in the

literature) in general.

To the best of our knowledge, this is the first study that provides an in-depth

treatment of processing complex queries on high dimensional data in P2P systems. The

contributions of this study are three-fold:

• Efficient algorithms for processing range and KNN queries on high dimensional

data in a P2P system are proposed.

• A number of critical research issues raised due to high dimensionality in P2P sys-

tems, i.e., multi-destination query propagation and KNN search space refinement,

are investigated. Solutions to address those issues are developed.

• An extensive performance evaluation using both synthetic and real data sets is

conducted to validate our proposal. The result provides a number of insightful

observations and shows that our algorithms efficiently support range and KNN

queries on high dimensional data in P2P systems.
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The rest of this section is organized as follows. The background is introduced in

next section. The algorithms to process range query and KNN query as well as the solu-

tions to relevant issues (i.e., multi-destination query propagation and KNN search space

refinement) are given in Section 3.2.3 and Section 3.2.4, respectively. The experiment

set up and results for the performance evaluation are detailed in Section 3.2.5 and 3.2.6.

Finally, we summarize this study and point out the relevant issues that can be explored

further in Section 3.2.7.

3.2.2 Research Formulation

Assume that there are N peer nodes in the system, where each peer node i has

a dataset Ui (i = 1, 2, ..., N) consisting of ni data objects with k search attributes

(i.e., dimensions). The union of the dataset Ui is U and the domain of U is D ∈ Rk,

where R is the set of real numbers in the range of {0, 1}5. Each data object x ∈ D is

represented by a vector x = {x1, x2, ..., xk}. Without loss of generality, we again assume

the distance (dissimilarity) between two data objects, d(x, y) where x, y ∈ D, is their

Euclidean distance, i.e.,
√

∑k
j=1

(xj − yj)
2.

In this study, we focus on two representative multi-dimensional queries, i.e., range

query and K nearest neighbors (KNN) query:

• Range query: given a query point q ∈ D and real value r ≥ 0, return the set of

data objects Q = {o ∈ U |d(o, q) ≤ r}.

5We can always normalize the attributes with domain not in the range of {0, 1}.
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• KNN query: given a query point q ∈ D and an integer k ≥ 1, return the set of

data objects Q with |Q| = k and Q = {o ∈ U |d(o, q) ≤ d(m, q)} where m ∈ (U−Q).

The goal of this study is to develop efficient algorithms in support of range and

KNN queries on high dimensional data in P2P systems. Thus, we use message over-

head and query latency to measure the performance of both range query and KNN

query. In addition, we use result quality to measure the quality of the results returned

by approximate KNN query. These three metrics are described in the following:

• Message overhead: the amortized number of messages incurred per query.

• Query latency: the time elapsed (measured in terms of number of hops, i.e.,

propagation steps, traversed) from the moment a query is issued till the query

result is obtained.

• Result quality:
|Returned Result

⋂

Ideal Result|
|Ideal Result| , where Returned Result and

Ideal Result denote the returned result set and the ideal result set6.

3.2.3 Range Query Processing

The query region of a range query may intersect with multiple subspaces, called

as candidate subspaces, managed by different peer clusters (called as candidate clusters,

accordingly). In other words, multiple peer nodes need to be searched in order to obtain

the final answer set. An idea to answer range query is to greedily route a query, based

on the shortest distance to the specified query region, towards a peer node located

6While there are various metrics to measure result quality in the literature, we choose the
above metric since it is a practical metric to measure the result quality for approximate query in
high dimensional space [56]



78

in a candidate subspace intersecting with the query region. Once the query message

reaches such a subspace, in addition to being propagated to other peers located in the

same cluster/subspace, the query message is propagated further (as needed) to other

candidate subspaces.

In the following, we first describe a general algorithm for processing range queries

and then present two strategies to propagate a query to multiple candidate subspaces.

3.2.3.1 Range Query Algorithm

Based on the above idea, we develop an algorithm for processing range query.

Given that a peer issues or receives a range query, if its subspace intersects with the

specified query region, the peer propagates the query message to all other members

in its peer cluster. Meanwhile, by invoking SSR as described earlier, it determines

whether there exist other subspaces intersecting with the remaining part of the query

region and obtains their PCNs. Next, the peer forwards the query message greedily

towards the candidate subspace(s) using a multi-destination query propagation (MDQP)

algorithm (either sequentially using SPP or in parallel using MPP - to be discussed in

Section 3.2.3.2). Algorithm 2 shows the pseudo code for range query processing in SSW.

Algorithm 2 Algorithm for Range Query.

Peer i issues range(q, r): i.range(q, r)

1: if range(q, r) intersects with i.subspace then
2: Invoke search-within-cluster stage.
3: end if
4: Invoke SSR and obtain the PCN(s) for the candidate subspace(s).
5: Invoke MDQP and propagate range(q, r) to the candidate subspace(s).
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3.2.3.2 Multi-Destination Query Propagation

If a peer maintains neighborhood information of all data dimensions as in CAN,

MDQP can be solved easily by propagating the message to the neighbors recursively.

However, as mentioned previously in Section 3.2.1, to address the high dimensionality and

dynamic membership changes, in SSW’s design, a peer does not maintain the complete

neighborhood information of all data dimensions. Therefore, MDQP is a nontrivial

issue. In this section, we present two different MDQP techniques, namely single-path

propagation and multiple-path propagation, which propagate a query message to multiple

subspaces sequentially or in parallel.

Single-Path Propagation. The first technique, called single-path propagation (SPP),

is to propagate the query message from query issuer to the candidate subspaces sequen-

tially along a single path. The benefit of SPP is that the single-destination routing

protocol (as described in Section 3.1.5) can be directly applied here to solve the multi-

destination query propagation problem. However, one tricky issue is to decide in which

order the candidate subspaces should be visited to minimize the message overhead as

well as query latency. We observe that the routing path length between two subspaces

is statistically proportional to their distances (d) in the one-dimensional ID space (see

Theorem 3.2). To minimize the query latency, the optimal order to visit the candidate

subspaces is the increasing order of their distances to the query issuer in the ID space

(see Theorem 3.4), where the distance (called ID distance) basically is the difference

between the ClusterID of the query issuer and the PCN of a candidate subspace.
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Theorem 3.4. Given a one-dimensional SSW of N nodes and a set of m candidate

subspaces to be visited, with their ID distances to the query issuer q as d(q, 1), d(q, 2), ...,

d(q, m) (d(q, 1) < d(q, 2) < ... < d(q, m)), the optimal latency using SPP is achieved

when these m candidates are visited in the order of 1, 2, ..., m.

Proof: Before we prove the theorem, we first define some terms. Assume that the

search path length between Cluster i and j (i < j) is F (d(i, j)), where F (x) is positively

proportional to x. For presentation clarity, we denote the subspace where query issuer

resides as Candidate 0. We collectively call the routing hops to reach one of the m

candidates as a routing step, with Li denoting the search path length of the ith routing

step. Thus, propagating a message to all of m candidate subspaces incurs m routing

steps. If the m candidates are visited in the order of 1, 2, ..., m, Li = F (d(i − 1, i)) with

0 < i ≤ m. Therefore, the (optimal) total search path length, denoted as L, is obtained

as
∑m

i=1
Li.

We prove the above theorem by contradiction. Assume that when Candidate

(i + 1) is visited immediately before Candidate i with 0 < i < m, the incurred total

search path length, denotes as L′, is optimal. If Candidate (i + 1) is visited right before

Candidate i, L′
i
= F (d(i − 1, i + 1)), L′

i+2
= F (d(i, i + 2)) and L′

j
= Lj = F (d(j − 1, j)

with 0 < j ≤ m and j 6= i, j 6= (i + 2). Since d(i − 1, i + 1) is the sum of d(i − 1, i) and

d(i, i + 1), which is greater than d(i − 1, i). Thus, L′
i

> Li. Similarly, L′
i+2

> Li+2.

Therefore, L′ > L. ¤
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Multiple-Path Propagation. The query latency incurred by SPP may be high since

the candidate subspaces are visited sequentially. Thus, we propose an alternative tech-

nique, called multiple-path propagation (MPP), to propagate the query message in paral-

lel along multiple paths. An important issue in MPP is to avoid redundant query message

propagation and processing. Thus, a peer node, upon receiving a query message, needs

to know which portion of the query region has been processed or to be processed by other

peers. We observe that a PCN (e.g., ah) corresponds to a GPT subtree rooted at the

tree node with label as a and depth as h. This information can be utilized to propagate

the query message systematically from the virtual tree downwards along different paths.

In other words, each forked query message is attached with the PCN of a candidate

subspace. The receivers of the query message will only process the portion of the query

region that intersects with the subspaces indicated by the PCN. This process is repeated

recursively until there is no more subtrees to be examined.

MPP is expected to incur lower query latency than SPP at the expense of increased

message overhead. Nevertheless, MPP avoids redundant query message propagation.

Hence, the increase of message overhead is expected to be low. The number of query

messages and query latency in SPP and MPP is bounded by O(xlog2N) where x is the

number of data subspaces intersecting with the query region.

Figure 3.14 illustrates the difference between SPP and MPP on processing the

range query depicted by the grey circle in Figure 3.13(a), issued by Peer 1 in Cluster

4. For readability, we repeat the GPT and structure of SSW-1D presented in previous

chapter. In SPP, Peer 1 first obtains the PCN of the only candidate cluster/subspace

(i.e., 81) by invoking SSR. As a result, the query is forwarded to Cluster 8 (please refer to
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Fig. 3.13. An illustrative example of SSW-1D.
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Figure 3.13(b) for the long range contacts maintained at some peers). The peer receiving

the message in Cluster 8 further obtains the PCNs for the query range via SSR as 103

and 122. Since the former is closer, the query message is forwarded to Cluster 10. This

process continues and the message is subsequently forwarded to Cluster 11, 12 and 14.

On the other hand, if based on MPP, Cluster 8 routes the query message along two

paths in accordance with the obtained PCNs 103 and 122, respectively. The message

corresponding to 103 reaches Cluster 10 and then is further forwarded to Cluster 11,

while the message corresponding to 122 reaches Cluster 13 first and then is forwarded to

Cluster 12 and 14 simultaneously. While SPP incurs a slightly lower number of messages

(5 in SPP vs. 6 in MPP), MPP incurs lower query latency (3 hops in MPP vs. 5 hops

in SPP).

4{8 }     223 2 31 12{14 }     11{12 }     8{10 , 12 }     10{11 , 12 }     14{}     4

(a) single-path propagation (SPP)

1 8{10 , 12 }     3 2

10{11 }     

13{12 , 14 }     

4

4 3

11{}     

14{}     

12{}     
4{8 }     

(b) Multi-path propagation (MPP)

Fig. 3.14. An illustrative example of multi-destination query propagation using SPP
and MPP.



84

3.2.4 KNN Query Processing

To process a KNN query, the query message is first sent to a peer node (called

coordinator) located in the cluster covering the query point and then propagated to

all the peers within the cluster. Thus, the K data objects (within the cluster) located

nearest to the query point can be obtained7. However, these K data objects may not

be the correct (final) answer since some data objects located in neighbor clusters could

actually be closer to the query point than those K data objects found so far. Thus,

the distance of the current Kth nearest data object to the query point is used as the

radius to obtain a multi-dimensional query region (sphere), which serves as the initial

KNN search space. In order to avoid excessive examination of a large search space, the

candidate clusters intersecting with the KNN search space are examined one by one and

the KNN search space is refined (shrinks) incrementally whenever closer data objects are

found. This process continues until the K nearest data objects are obtained.

In the following, we first describe a general algorithm for processing KNN queries

and then discuss different strategies for determining the order to visit candidate clusters

and incrementally refining the search space accordingly. Finally, we discuss how to

employ our algorithm on approximate KNN query processing.

7Without loss of generality, we assume there are more than K data objects located in a cluster.
If the cluster has less than K data objects, other nearby clusters can be visited to obtain K data
objects.
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3.2.4.1 Incremental KNN Query Algorithm

After receiving a query message, the coordinator first obtains K nearest data

objects within its own cluster. The initial KNN search space is then obtained as a multi-

dimensional query region (sphere) centered at the query point with the distance of the

current Kth nearest data object to the query point as the radius. By invoking SSR,

the PCNs of candidate clusters that intersect with the KNN search space are obtained.

Based on different strategies (to be discussed in Section 3.2.4.2), we determine the next

candidate cluster to search and proceed sequentially. In the new cluster, a new (and

refined) set of K nearest data objects will be obtained and used to estimate a refined

KNN search space. SSR is then invoked to obtain a new and refined list of candidate

clusters. As such, the KNN search space continuously shrinks (whenever data objects

nearer to the query point are found) and eventually converges. The query processing

stops when there is no more unexamined clusters intersecting with the converged KNN

search space. Algorithm 3 shows the pseudo code for KNN query processing in SSW.

3.2.4.2 KNN Search Space Refinement

Intuitively, the order to visit different candidate subspaces plays an important

role in refining the KNN search space. Thus, we propose a number of strategies for the

KNN algorithm to incrementally refine the search space.

Pessimistic Refinement: A pessimistic strategy assumes that all clusters/subspaces

intersecting with the potential KNN search space are likely to contain the requested data

objects. Thus, intuitively, a peer can randomly pick a candidate subspace to examine at

one time, and refine the answer set and KNN search space accordingly. However, this
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Algorithm 3 Algorithm for KNN Query.

Peer i issues knn(q, K): i.knn(q,K,A) (A records the K nearest neighbors encountered
so far in the increasing order of their distances to q.)

1: if q ∈ i.subspace then
2: Invoke knn range(q, K, A, r, c, Q).
3: else
4: Invoke SSR and obtain PCN for q as ah.
5: forward knn(q,K,A) towards ah.
6: end if

Peer i issue knn range(q, K, A, r, c, Q): i.knn range(q,K,A, r, c,Q) (r is the distance

from the current Kth nearest neighbor to q. c, set to 0 initially, records the number of
candidate subspaces examined so far. Q is a priority queue recording the candidate
subspaces to be examined.)

1: Process the query locally and initialize or update A.

2: r
′

= d(A[K], q).

3: if r
′

< r then

4: r = r
′

5: Remove from Q these entries that do not intersect with the new query range(q, r).
6: end if
7: Invoke SSR and enqueue the obtained PCNs.
8: c = c+1.
9: if Q = Ø then

10: stop.
11: end if
12: x = dequeue(Q).
13: Forward the query towards x.
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may incur high message overhead as well as long query latency. Based on the same design

principle for SPP of range algorithm, we propose one method to visit these subspaces by

a more intelligent order in pessimistic strategy.

Minimum ID Distance (MinIDD). The candidate subspaces are visited sequentially ac-

cording to their ID distances to the query point, i.e., the subspace with minimum ID

distance to query point is visited first. Thus we call this method as Minimum ID Dis-

tance (MinIDD). During the process, whenever closer data objects are found, the KNN

search space shrinks, and the candidate subspaces that do not intersect with the new

KNN search space are removed from the candidate subspace set.

Optimistic Refinement: Pessimistic strategy is simple. However, the search space

is expected to converge slowly using pessimistic strategy. Thus, an alternative strategy

is to have an optimistic assumption that some candidate subspaces are ”better” than

others and contain closer data objects, and thus should be visited first such that the KNN

search space will converge soon. Based on this assumption, we propose two optimistic

methods for KNN search space refinements.

Minimum Mindist (MinMD). Generally speaking, the subspaces closer to the query point

are likely to have more data objects close to the query point. Based on this observation,

we propose to visit candidate subspaces according to their minimum distance (mindist,

computed on the fly using a peer’s LPT) to the query point, i.e., the subspace which has

minimum mindist to the query point is visited first.

Minimum Centroid Distance (MinCD). If the data objects are randomly distributed

within a data subspace, mindist is expected to be a good heuristic for estimating the

likelihood of a subspace containing nearest data objects. However, MinMD may not work
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well if the data is not uniformly distributed in the data space. In some pathological

cases, a subspace with the smallest mindist to the query point might have all data

objects residing in the corner furthest away from the query point, resulting in a very

poor estimation.

To avoid the above problem associated with MinMD, some knowledge about dis-

tribution of data objects in candidate subspaces may help. Thus, we propose to use the

centroid of data objects in a subspace to summarize the data distribution in a subspace.

This information is very compact and thus can be exchanged among peers without incur-

ring much overhead. As a result, the next candidate subspace to be visited is determined

based on the distance from the centroids of candidate subspaces to the query point. We

name this strategy as Minimum Centroid Distance (MinCD).

To facilitate MinCD, we make the following extension on SSW in this paper. Each

subspace caches state information of C subspaces (encountered during query processing)

with closest centroids to its own centroid, including the feature vectors of their centroids,

partition ranges, and the identifiers of some peers in these subspaces. The cached state

information is updated during query processing when some new subspaces with closer

centroids are found (due to peer join) or some subspaces maintained in the centroid cache

become unreachable (due to peer leave).

Figure 3.15 shows an example for MinMD and MinCD where query region inter-

sects with Cluster A, B, C and D and the query point resides in Cluster A. Majority of

data objects (depicted by black dots) in Cluster D resides in the lower right corner far

away from the query point, while majority of data objects in Cluster B and C resides

in the corner close to the query point. In this case, the mindist of cluster D is smaller
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Fig. 3.15. An illustrative example of MinMD and MinCD.

than the mindist of Cluster B and C. However its centroid distance to the query point

is much larger than the centroid distance of Cluster B and C. Thus, MinCD is a better

heuristic than MinMD for refining search space under this situation.

Discussion. Among the three proposed methods, we expect that the KNN search space

converges faster by using an optimistic strategy such as MinMD or MinCD. Between

them, MinCD is expected to incur a smaller number of query messages than MinMD at

the expense of caching some extra state information. On the other hand, although the

KNN search space may shrink more rapidly using an optimistic strategy than using pes-

simistic strategy, the message overhead incurred by optimistic strategy is not necessarily

lower than that incurred by pessimistic strategy (because the visiting ordering based on

mindist or centroid distance is not exactly aligned to the order in the ID space and thus

could result in some back and forth traversals).
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3.2.4.3 Approximate KNN Query

Approximation, by trading off a slightly lower result quality, is frequently used to

address the high cost of KNN query processing. These techniques more or less rely on

certain types of global information, such as clusterings among data objects [78], random

samples [56], sample dimensions [51], or error bound [7]. The large scale and dynamics

of P2P systems make these query algorithms and approximation techniques unsuitable.

While the higher levels of the tree-structured indexes can easily become the performance

bottlenecks and single points of failure, obtaining and maintaining the global information

for the above approximation techniques in P2P systems is very expensive.

Our KNN query algorithms can be naturally adopted to facilitate approximate

query processing. The basic idea is to examine only the first t, a threshold value prede-

fined either by the system or by the users, candidate subspaces in accordance with the

three strategies proposed for search space refinement.

3.2.5 Simulation Setup

The simulation is set up similarly as in the performance evaluation for SSW

(Chapter 3.1.6). We also adopt the data sets used in the evaluation for SSW. In the

following, we explain the system parameter settings and query workload.

System Parameters: The number of long range contacts and the size of peer clusters

are set to 4 and 8, respectively (similar to the settings used in Chapter 3.1.6). The

number of cached centroids (C) for MinCD is set to 10. We also vary C in one set of the

experiments to evaluate its impact on the performance of MinCD.
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Workload Parameters: A range query is specified by two parameters, query radius

and query point, and a KNN query is specified by two parameters as well, the value of K

and query point. The query radius for range query are randomly drawn from the range

[0, m] where m, whose default value is set to 0.5, indicates the maximum query radius.

The K value for KNN query is set to 10. The query points for both range query and

KNN query are randomly drawn from the data space.

3.2.6 Simulation Results

We have conducted an extensive simulation to evaluate the performance of our

proposed algorithms for range query and KNN query8.

In this section, we first present the simulation results for range query, followed by

the simulation results for KNN query. We conduct all sets of simulations under different

data sets as explained above, and the general trends observed under different data sets

are consistent. In the following, we present the results under different data sets when

necessary. Otherwise, for the interest of readers and presentation clarity, we only present

simulation results under one data set.

3.2.6.1 Range Query

In the following, we present the effect of query radius and data dimensionality on

the performance of range query.

Effect of Query Radius. We vary the maximum query radius m from 0 to 1 and

evaluate the performance of range query under different data sets. Figure 3.16 shows

8To the best of our knowledge, there is no comparable existing work in the literature as
discussed in 2. Thus, we compare the performance of different strategies proposed in this paper.
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Fig. 3.16. Maximum query radius vs. message overhead (range query).
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message overheads under (a) uniformly distributed synthetic data (the skewness param-

eters set to 0), (b) skewly distributed synthetic data (the skewness parameters set to

1), (c) uniformly distributed real data and (d) skewly distributed real data. From this

figure, we can see that the message overhead under MPP is slightly higher than the one

under SPP when the query radius is large.

Figure 3.17 shows the query latency incurred by SPP and MPP. From this figure,

we can see that when the query radius is small, the difference in the query latency

incurred by SPP and MPP is very small. However, when the query radius increases, the

query latency incurred by MPP is much smaller than the query latency incurred by SPP.

This confirms our expectation (discussed in Section 3.2.3.2) that lower query latency is

incurred when query message is propagated to multiple destinations in parallel.

Combining these two sets of results, we can conclude that under small query

radius, SPP and MPP have similar performance in terms of both message overhead and

query latency, while under large query radius MPP incurs a slightly higher message

overhead but much lower query latency compared to SPP. In addition, we observe that

the simulation results under the four different data sets are very similar to each other.

Effect of Data Dimensionality. We vary the dimensions of data objects and observe

its effect on message overhead and query latency for range query. Figure 3.18 shows the

results for SPP and MPP under uniformly distributed synthetic data (the results under

other data set are similar) and it demonstrates that the message overheads and query

latency are more or less the same when the dimension is varied from 10 to 100. This is

not out of expectation since the underlying routing structure is based on a linearized ID

space, which is not tied to the data dimensionality. The figure also shows that with a
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small amount of extra message overhead, the MPP significantly outperforms the SPP in

query latency.

3.2.6.2 KNN Query

In this section, we first present the incremental changes of result quality and mes-

sage overhead during the query process using the three KNN search space refinement

methods. We then examine the message overheads incurred by the three methods to

reach the same level of result quality. Lastly, we present the effect of dimensionality.

Since the candidate subspaces are visited sequentially in our proposed KNN query algo-

rithm, the query latency is proportional to message overheads. Thus, in the following,

we only present the plots on message overheads and result quality.

Incremental Changes of Result Quality and Message Overhead. We first exam-

ine the performance of our proposals during query processing (i,e., when more and more

subspaces are visited). This experiment also evaluates the performance of our proposed

methods under various threshold values of t for approximate KNN queries.

Figure 3.19 shows the progress of result quality. We only show the result for

the first 50 examined subspaces for readability. From this figure, we have the following

three observations. First of all, the result quality under optimistic refinement methods

(MinMD and MinCD) climbs faster than under pessimistic refinement method (MinIDD).

This confirms our expectation since MinMD and MinCD choose to first visit the ”promis-

ing” subspaces which are likely to contain qualified data objects (thus result in quick

increase of result quality), while MinIDD does not make this optimization. Secondly,

under skewly distributed data set ((b) and (d)), the result quality using MinCD climbs
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Fig. 3.19. Number of examined subspaces vs. result quality (KNN query).
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faster than the one using MinMD, while under uniformly distributed data set ((a) and

(c)), the result quality using MinMD climbs faster than the one using MinCD. This

again confirms our discussion in Section 3.2.4.2. Under skewly distributed data set, the

distance between the query point and the subspace centroid is a better heuristic than

mindist for estimating the likelihood of a subspace containing data objects closer to the

query point. Lastly, under all four data sets, the result quality for the optimistic re-

finement methods (MinMD and MinCD) initially increases quickly with the number of

examined subspaces, followed by a much slower increase. This suggests that the proposed

refinement methods can be utilized for approximate KNN query effectively.

Figure 3.20 shows the message overhead during query processing. We have two

observations from this figure. First of all, when only a few subspaces are examined,

the number of messages incurred by MinCD is a little bit higher than the ones incurred

by MinMD or MinIDD. When more subspaces are examined, the number of messages

incurred by MinCD increases much slower than the ones incurred by MinMD or MinIDD,

thus quickly falls below the plots for MinMD or MinIDD. The reason is exactly as

explained in Section 3.2.4.2. Compared to MinMD or MinIDD, MinCD maintains some

extra state information, i.e, the cached centroids. On one hand, these extra states incur

maintenance overheads. On the other hand, they provide direct contacts to the relevant

subspaces, thus propagating to these subspaces is quite lightweighted. When only a

few subspaces are visited, the maintenance overheads for MinCD dominate the message

overheads. However, when more subspaces are visited, the routing benefit weighs more

and puts MinCD on the winning side of message overheads. Our second observation
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is that to visit the same number of candidate subspaces, MinMD always incurs higher

message overheads than MinIDD. This confirms Theorem 3.4.
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Fig. 3.21. The number of messages incurred to reach 90%, 95% and 100% result quality
under skewly distributed synthetic data (KNN query).

Message Overheads vs. Result Quality. Having observed the incremental changes

of result quality and message overheads using the three refinement methods during query

processing, we now examine the actual number of messages incurred by the three methods

to reach certain level of result quality. Figure 3.21 shows the number of messages incurred

per query to reach 90%, 95% and 100% result quality under skewly distributed synthetic

data (the results under other data set are similar). From this figure, we can see that in

most cases, MinCD incurs the lowest message overhead. We also observe that MinMD

incurs lower number of messages than MinIDD to reach result quality 90% and 95%.

However, to reach 100% result quality, the message overhead incurred by MinMD is
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a little bit higher than MinIDD. This is not surprising since MinIDD optimizes the

propagation (i.e., routing) of query messages to a group of destinations. Though MinIDD

might need to examine more subspaces to reach the same level of result quality as MinMD

or MinCD, the number of messages incurred by MinIDD is not necessarily higher.

In summary, comparing the three KNN search space refinement methods, MinCD

has the best performance in most tested cases. Between MinMD and MinIDD, MinMD

is better for approximate KNN query (with a result quality smaller than 100%) while

MinIDD is better for exact KNN query (i.e., result quality equals 100%).

Effect of Number of Cached Centroids on MinCD. Up to now, the number of

cached centroids, C, for MinCD method is fixed at 10. In this set of experiments, we vary

C from 5 to the maximum value 1000 (the network size). Figure 3.22 shows the result

quality and number of messages with different sizes of centroid caches under skewly

distributed synthetic data. We also re-display the plots for MinMD and MinIDD for

comparison in this figure. From Figure 3.22(a), we observe that the climbing speed of

result quality doesn’t decrease much when C varies from 1000 to 10. Yet we observe a

significant difference when C decreases from 10 to 5. At this point, the result quality

for MinCD is close to the one for MinMD. From Figure 3.22(b), we see that the number

of messages incurred by MinCD decreases when C decreases. This is obvious since less

messages are incurred for maintaining less number of centroid information.

Effect of Data Dimensionality. In previous experiments, we fix the dimensionality

of data objects as 10. In this set of experiment, we vary the number of dimensions

from 10 to 100 and evaluate the effect on the three methods. We observe that the

number of messages incurred to visit the same number of subspaces does not change
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significantly with the increase of dimensionality. This is expected since the underlying

1-dimensional routing structure is not tied to the data dimensionality. The plots on

number of messages are not shown here due to space constraint. Figure 3.23(a–c) shows

the result quality under skewly distributed synthetic data (the results under other data

set are similar) when the first 10, 50, and 100 subspaces are examined (i.e., t = 10, 50,

100), respectively. From this figure, we can see with the increase of dimensionality, the

result quality decreases. However, the decrease is not dramatic, especially for MinCD.

For instance, the result quality using MinCD decreases around 5%, 3% and 2% when t

= 10, 50, and 100, respectively. This indicates our KNN (and approximate KNN) query

algorithm works well under high dimensionality.

3.2.7 Summary

While more and more applications are starting to leverage P2P technology for

sharing and exchanging resources among numerous users, efficient algorithms in support

of complex queries are needed. In this study, we investigate range and KNN queries on

high dimensional data in P2P systems.

The high dimensionality of data objects raises many challenging issues in range

and KNN query processing, such as multi-destination query propagation and KNN search

space refinement. We propose two routing methods, namely, SPP (single-path propaga-

tion) and MPP (multiple-path propagation), for multi-destination query propagation. To

tackle the challenge of KNN search space refinement, we develop three schemes, namely

MinIDD (minimum ID distance), MinMD (minimum mindist) and MinCD (minimum

centroid distance), to incrementally refine the KNN search space. These schemes can be
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easily adopted for approximate KNN queries. We conduct an extensive simulation using

both synthetic and real data set to evaluate our proposal. The simulation results show

that our proposal efficiently supports range and KNN query on high dimensional data

in P2P systems.

We are exploring other types of complex queries, such as Top-K query and joins,

in P2P systems. In addition, we plan to extend the proposed ideas to other overlay

structures.
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Chapter 4

Managing Multi-Dimensional Data Objects

While SSW efficiently supports high dimensional data objects, the design principle

of SSW is based on space partition based indexes. As discussed in Chapter 2.1.1, space

partition based indexes is better suited for high dimensional data objects. Nevertheless,

when the dimensionality is not high (in the range of tens), object grouping based indexes

are better compared to space partitioned based indexes.

In this study, we propose a framework, called distributed peer tree (DPTree),

which, based on object grouped based indexes (balanced tree indexes), efficiently sup-

ports various types of queries on multi-dimensional data in P2P systems with reasonable

maintenance overheads. In addition, DPTree adapts to data distribution and access

pattern by effectively balancing the access load among peers. DPTree achieves the effi-

ciency and effectiveness through the following designs: 1) distributing the tree structure

among peers in a way preserving the nice properties of balanced tree structures yet

avoiding single points of failure and performance bottlenecks; 2) organizing peers into

an overlay structure that enables efficient navigation yet is easy to maintain; 3) an ef-

ficient navigation algorithm; 4) an innovative wavelet-based load balancing mechanism.

Through extensive performance evaluation, we verify the superiority of DPTree over ex-

isting works on various aspects, including load balancing, routing, query processing, and

maintenance.
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4.1 Introduction

Many applications deployed or to be deployed on P2P systems involve data ob-

jects with a small to moderate number of attributes, which can be viewed as points in a

multi-dimensional space. For instance, mapping or location service involve data objects

with two attributes (longitude and latitude). Grid information service involves data

objects with multiple attributes including types of operating systems, CPU speed, net-

work address, storage capacity, and etc. Similarly, relational data objects have multiple

attributes, such as product ID, quantity, price, and manufacturer.

In this study, we propose an indexing framework, called distributed peer tree

(DPTree), which efficiently supports various types of queries on multi-dimensional data

in P2P systems at reasonable maintenance overheads. In addition, DPTree automatically

adapts to data distribution and access pattern. DPTree is inspired by balanced tree

indexes (R-tree [54] and a series of variants), which have been intensively studied and

become well-accepted multi-dimensional index structures in database community over

the years. They possess some nice features including the ability to efficiently support

a rich set of queries and adaptivity to data distribution. However, it is challenging to

support balanced tree indexes in P2P systems. Simply mapping each tree node to a

peer would result in performance bottlenecks and single points of failure at the peers

taking charge of the tree nodes at higher level. In addition, coupling a tree node with a

peer (and coupling the tree data structure with the overlay structure) would make the

maintenance complex and costly. DPTree overcomes this challenge by decoupling a tree
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node from a peer (and decoupling the tree data structure from the overlay structure) and

assigning (replicating) tree nodes to peers in accordance with their access frequencies.

While the above basic idea of DPTree is straightforward, the following issues need

to be addressed carefully.

• Tree distribution: how tree nodes are assigned (replicated) among peers in accor-

dance with their access frequencies. This is crucial to the search performance and

maintenance overheads.

• Overlay structure: how peers form into an overlay that facilitates efficient naviga-

tion on the tree yet is easy to maintain.

• Navigation: how a query request is propagated to the destination. With each peer

only having a partial view of the tree structure, navigation in DPTree is nontrivial.

• Access load balancing : how the access load is fairly distributed among peers. Ma-

jority of existing works attempt to achieve fair distribution of storage load in the

system through random hashing. However, in order to efficiently support complex

queries, data objects in DPTree are organized in accordance with their attribute

values rather than randomly hashed values. In addition, accesses to different data

objects are not uniformly distributed, and fair distribution of storage load does

not imply fair distribution of access load. Therefore, we need to design an explicit

access load balancing mechanism in DPTree.

To address these issues, we propose a suite of efficient solutions, which constitute

the following four major contributions of this study.
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1. We propose tree branch oriented distribution, which distributes (and replicates)

tree branches, i.e., the tree nodes along the path from the root to leaf nodes, as

atomic units to different peers. This scheme correlates the number of replicas for a

tree node to its access frequency, and thus it does not incur single points of failure

and performance bottlenecks.

2. We propose a tree-aware overlay, which maps peers to an ID space in accordance

with their assigned tree nodes, and then organizes peers into an overlay that is

insensitive to peer distribution in the ID space based on the design principle of

skip graph [14]. This overlay structure enables efficient tree navigation yet is easy

to maintain.

3. We propose aggressive navigation algorithm, through which peers aggressively for-

ward messages to the destinations in logN steps on DPTree with high probability

even though each peer only has a partial view of the tree structure (N is the

network size).

4. We propose wavelet-based load balancing mechanism, which leverages wavelet to

monitor the load distribution in the system and adjust the load among peers in a

light-weighted yet effective fashion.

As a proof of concept, we show how different types of queries, i.e., point query,

range query and KNN query, can be easily and efficiently supported in DPTree. Through

extensive performance evaluation, we demonstrate the superiority of DPTree over exist-

ing works on various aspects, including load balancing, routing, query processing, and

maintenance.
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The rest of this chapter is organized as follows. We provide the background and

system model in next section. The design details of DPTree are given in Section 4.3, and

the algorithms to process different queries are described in Section 4.4. The performance

evaluation is presented in Section 4.5. Finally, we summarize this study and point out

the relevant issues that can be explored further in Section 4.6.

4.2 Preliminaries

4.2.1 Background

We briefly introduce balanced tree indexes, skip graph, and wavelet, which are

necessary to understand DPTree.

4.2.1.1 Balanced Tree Index

Balanced tree indexes are hierarchical structures that recursively decompose a

set of data objects into f (called fanout) subgroups (tree nodes). The decomposition

stops when the number of data objects in a subgroup falls below a threshold value c

(called leaf node capacity). The top level (coarsest) subgroup is the root node and the

finest subgroups are the leaf nodes (other subgroups are called non-leaf nodes). A leaf

node stores the coverage (enclosing region) of its corresponding subgroup and the storage

addresses of the data objects in the subgroup. A non-leaf node stores the coverage of

itself and its immediate children.

We use R-tree [54], a well-known balanced tree index, as an illustrative example.

The coverage of a tree node in the R-tree is represented by the smallest rectangle en-

closing all the data objects in the subgroup, called minimum bounding rectangle (MBR).
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Figure 4.1 shows an example. The left side depicts the MBRs and the right side depicts

the tree structure. Other balanced tree indexes have similar structures with different

representation for the coverage of tree nodes.
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Fig. 4.1. An illustrative example of R-tree.

To process a query in these index structures, the coverage of a tree node is exam-

ined against the query starting from the root node. If the coverage of a tree node does

not enclose the query, the subtree rooted at this tree node does not need to be examined,

i.e, the subtree can be pruned. Otherwise, the children’s coverage is examined, and the

query is continued at the child (or children) whose coverage encloses the query. The

process continues till every part of the tree is either pruned or examined.

Balanced tree indexes have the following nice features. 1) Different from hashing

techniques, they preserve locality among data objects, which is essential for efficient

processing of complex queries. 2) They are fully dynamic and automatically adapt to

data distribution. 3) As pointed out in Section 2.1.1, they do not need to index dead
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space (the data space that is not populated by data objects), which is required in other

overlays (e.g., CAN). 4) Mature algorithms for various types of queries based on these

index structures have been developed over the years.

4.2.1.2 Skip Graph

Different from other overlays that establish overlay links based on the distance in

an ID space, skip graph (or skipnet) establishes overlay links based on peer distance (the

number of peers between two peers) [14, 55]. Therefore, skip graph is insensitive to the

distribution of peers in the ID space.

In skip graph, peers first form into a doubly-linked ring. In addition, a peer main-

tains (logN -1) pairs of skip pointers (neighbors), each pair of which skip over 2i peers

clockwise and counterclockwise with high probability (1 ≤ i ≤ logN -1). Conceptually,

skip graph is a hierarchical ring with logN levels. The level-0 ring consists of all peers.

It is split into two child rings (the ring before splitting is called parent ring accordingly),

which are then recursively split until the number of peers in the ring is not greater than

2. A peer joins one ring at each level.

We first explain how to form a ”perfect” skip graph, where a peer’s neighbor

at level-i of the overlay is at exactly 2i peer distance away. Starting from level-0, the

peers in a parent ring are alternatively assigned to one of the two child rings. Figure

4.2 illustrates an example of a four-level skip graph formed by 16 peers. Peer 1, 3, 5, 7,

9, 11, 13, and 15 form one child ring at level-1 and the rest of the peers form the other

child ring at level-1. Each peer has four pairs of neighbors with one pair at each level.
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Fig. 4.2. An illustrative example of skip graph.

The above overlay construction is too rigid to accommodate dynamic peer join,

leave or failure. Therefore, some randomness is introduced to make the overlay flexible

by allowing a peer to randomly join one of the two child rings. With high probability, a

peer’s neighbor at level-i is at 2i peer distance.

Routing is performed level-by-level starting from the top level. At a specific level,

a message is always forwarded to the neighbor that is closest to the destination without

overshooting it. If no such neighbor can be found, routing descends one level and the

above process repeats. It is proven that routing can be resolved in logN steps with high

probability in skip graph [14].

4.2.1.3 Wavelet

Wavelet is a tool used extensively in signal processing (for details, please see [118]).

It provides views of data at different resolutions, called as levels of decomposition. In the

following, we introduce the basic concept of Harr Wavelet, which is simple and fast to
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compute. Harr Wavelet consists of average coefficient (or average) and detail coefficients

(or differences) of a signal. The average coefficients and detail coefficients at a level of

decomposition are obtained by pairwise averaging and differing of the averages on the

previous level of decomposition. There are total ⌈logn⌉ levels of decomposition in the

wavelet transform for a signal sequence with n items. Suppose we have a set of items

with their values as {a1, a2, ..., an}. Denoting the jth average and difference at level i of

decomposition as si,j and di,j , respectively,

si,j =
si−1,2j + si−1,2j+1

2 · mj

and

di,j =
si−1,2j+1 − si−1,2j

2 · mj

where mj is the normalization factor for level j of decomposition. In Harr wavelet,

mj =
√

2⌈logn⌉−j . The wavelet transform is defined as the average coefficient at the

top level of decomposition, followed by the detail coefficients at increasing resolution

(decreasing levels of decomposition). Each of the individual coefficient is called wavelet

coefficient. In the remaining discussion, we refer wavelet transform as wavelet when the

context is clear.

We use a simple sequence consisting of {4, 2, 2, 2, 15, 11, 1, 11} to illustrate

how Harr Wavelet is formed. The averages and differences at level-1 decomposition

are obtained as {3, 2, 13, 6} and {-1, 0, -2, 5}, respectively. We then repeat this

process on the averages ({3, 2, 13, 6}) to get the averages and differences at level-2

decomposition as {2.5, 9.5} and {-0.5, -3.5}, respectively. The average and difference
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at level-3 decomposition are obtained similarly as {6} and {3.5}, respectively. Thus the

wavelet transform for the original 8-value signal is {6, 3.5, -0.5, -3.5, -1, 0, -2, 5}.

The wavelet can be represented by a binary tree structure, called as error tree

in the literature. In the error tree, the average at the top level of decomposition is the

root of the tree. The detail coefficient at the top level of decomposition is the only child

of the root. Each of the node representing a detail coefficient (di,j) has two children

representing the detail coefficients at the next lower level of decomposition (di−1,2j

and di−1,2j+1). Figure 4.3 illustrates the error tree for the above 8-value signal. For

illustration, we put the original values as the leaf nodes of the tree (depicted by dotted

line). In addition, we depict the average coefficients for the levels other than the top

level as lightly shaded numbers (they are not included in the wavelet transform/error

tree).
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Fig. 4.3. An illustrative example of wavelet error tree.
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The original signal can be reconstructed exactly from the wavelet coefficients by

taking the reverse step of decomposition. One desirable feature of wavelet transform is

that many detail coefficients turn out to be very small and setting them to 0 introduces

only small errors in the signal reconstruction. Therefore, the original signal can be

approximated by a small number of the most significant wavelet coefficients.

4.2.2 System Model

Without loss of generality, we consider balanced binary tree (fanout f = 2), i.e., a

binary tree where the height of the left subtree and right subtree of any tree node differs

by at most 1. Note that our proposal is not limited to fanout of 2 though. The P2P

system consists of N peers with homogeneous resources1. We call the peer owning a data

object as this data object’s owner peer, and the peer storing the index of a data object as

this data object’s index peer. The index of a data object is a tuple 〈value vector, location〉

where the value vector is a vector of values for a data object on different attributes, and

the location is the identifier (IP address) of the owner peer for such a data object.

4.3 Distributed Peer Tree (DPTree)

We first present the tree branch oriented distribution and the high level features of

DPTree in Section 4.3.1. We then discuss the overlay structure and navigation algorithm

in Section 4.3.2. The access load balancing mechanism is presented in Section 4.3.3.

1In the case when peers have heterogeneous resources, we can use proper weighting functions
as suggested in [105].
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Lastly, we explain how to maintain the overlay structure and tree structure upon peer

join/leave/failure and data insertion/deletion in Section 4.3.4.

4.3.1 Overview of DPTree

Before presenting the details of tree branch oriented distribution, we explain the

design rationale for this scheme.

First, as mentioned earlier, coupling each tree node with a peer would incur

performance bottlenecks and single points of failure at the peers responsible for the

higher levels of the tree. Thus, it is better to decouple the concept of a tree node from

a peer. This not only avoids the aforementioned problems, but also renders the system

the flexility to develop/optimize individual mechanisms for tree maintenance, overlay

maintenance, and load balancing according to the patterns of data update, peer update

and load distribution, respectively.

Second, we observe that access on a tree normally proceeds from the root down to

a leaf node of interest by traversing all non-leaf nodes along the path. This observation

implies that the tree nodes on a tree branch (consisting of the tree nodes along the path

from the root to a leaf node) are accessed together. Thus, it is beneficial to distribute

the tree nodes on a tree branch to the same (or same set of) peer(s).

Based on these observations, we propose tree branch oriented distribution, which

distributes (and replicates) tree branches as atomic units to different peers. Each peer

manages one or more tree branches (leading to one or more leaf nodes), which form the

local tree of this peer. A peer stores the index of the data objects enclosed in the assigned

leaf nodes. Thus, this peer is the index peer of these data objects. In addition, for each
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non-leaf node in the local tree, a peer stores the coverage and height of its two immediate

child nodes, used for tree navigation and tree balance invariance checking, respectively.

Note that the two immediate children of a non-leaf node in the local tree may or may not

be present in the local tree, called local child node and remote child node, respectively.
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Fig. 4.4. An illustrative example of DPTree.

Figure 4.4 illustrates an example for DPTree. The leaf nodes are grouped into

16 partitions (depicted by the grey rectangles), which are allocated to 16 peers. For the

clarity of presentation, we number the tree nodes as Node 1 to Node 53 and the partitions

as P1 to P16. Each peer manages the assigned leaf nodes as well as the non-leaf nodes

on the tree branches leading to the assigned leaf nodes. For readability, we only show

the local trees of Peer 1, 11 and 16 depicted by the dotted polygons in the figure. For
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instance, the local tree of peer 16 consists of the assigned leaf nodes 19-22 and the non-

leaf nodes on the tree branches leading to these leaf nodes, i.e., Nodes 37–38, 46, 50, 52,

53. Nodes 45, 49 and 51 are the remote child nodes of Nodes 50, 52, and 53 in the local

tree of Peer 16, respectively.

DPTree essentially is a fully distributed multi-dimensional balanced tree index. It

inherits the nice properties of centralized balanced tree structures, i.e., locality preserv-

ing, adaptivity to dynamic data distribution, avoiding indexing dead space, and ability

to support various types of queries. In addition, DPTree has its own unique feature,

i.e., fair load distribution both vertically and horizontally. Vertically, the tree nodes at

the higher levels of the tree have more replicas compared to the tree nodes at the lower

levels of the tree. This design avoids the single points of failure and performance bot-

tlenecks, which would normally be associated with the higher levels of a tree structure.

Horizontally, the density of peers managing different portion of the tree (the number

of tree branches assigned to different peers) reflects the access frequency of different

data objects (through load balancing to be discussed later), i.e., more peers manage the

frequently accessed portion of the tree.

4.3.2 Overlay Structure and Navigation Algorithm

4.3.2.1 Tree-Aware Overlay

One possible solution to construct the overlay is to couple the tree data structure

with the overlay structure. That is, each peer maintains a pointer pointing to the other

side of the subtree for each level of its local tree (i.e., pointing to each of the remote

child nodes). However different peers might maintain different number of tree branches,
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resulting in different peers having different number of routing pointers. This would lead

to uneven distribution of routing load among peers.

We propose to organize peers into a tree-aware overlay, which is decoupled from

but aware of the tree data structure. In tree-aware overlay, peers first obtain a total

order through tree-aware peer naming scheme and then form an overlay over the ordered

space based on the design principle of skip graph (Section 4.2.1.2). Tree-aware overlay

enables efficient navigation on the tree yet is easy to maintain.

Tree-Aware Peer Naming. Tree-aware peer naming scheme assigns each peer

a unique identifier, i.e., peerID. These peerIDs provide a total order of peers, which

reflects the locality among assigned tree nodes. The naming scheme works as follows.

Each edge in the tree is labelled as 0 or 1. A tree node obtains a treenodeID, which is

the concatenation of the labels along the edges on the path from the root to this tree

node. The treenodeID of a leaf node is called leafID specifically. While a peer might

manage a couple of tree branches (and leaf nodes), it obtains its peerID as the smallest

leafID among all the leafIDs of the leaf nodes that it manages. The lexicographic order

among peerIDs defines the total order of the corresponding peers. Note that this naming

scheme is similar to the one used in SSW (Section 3.1.4.1). The main difference is that

here we use peerIDs with variable length while in Section 3.1.4.1, we use IDs with fixed

length.

Let’s go back to Figure 4.4, which also illustrates the naming scheme. The left

edge and right edge of each node are labelled with 0 and 1, respectively. The peerIDs
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are depicted at the bottom of the figure2. For instance, Peer 11 manages two leaf nodes

29-30, which have leafID as 0110 and 0111, respectively. Thus, Peer 11 obtains its peerID

as 0110. The left-to-right order depicted in the figure represents the total order of the

16 peers.

Skip Graph Based Overlay. Above naming scheme maps peers to an ID

space. The distribution of peers in the ID space might not be uniform as a result of

load balancing. Therefore, we need to construct an overlay that is insensitive to the

skewed distribution of peers in the ID space. We observe that skip graph satisfies this

requirement. Thus, we organize peers into a skip graph in the ID space. In addition,

a peer periodically exchanges heartbeat messages with its neighbors to maintain the

consistency of the overlay structure (to be detailed in Section 4.3.4).

4.3.2.2 Aggressive Navigation

Navigation addresses how to navigate to the index peer managing the index of a

requested data object3. Since each peer has only a partial view of the tree structure,

navigation in DPTree is nontrivial. We first need to determine which part of the overlay

(tree) might cover the requested data object or destination, i.e., search space resolution,

and then get to that part of the overlay, i.e., routing.

Search Space Resolution. Since tree-aware overlay is constructed over the ID

space, search space resolution is to estimate the leafID(s) of the leaf node(s) covering

2treenodeID, leafID or peerID bear no relationship with the numbers used to label each tree
node (1–53) and partition (P1–P16). The latter is for the purpose of illustration only.

3Once the index peer is found, the owner peer can be obtained easily from the index peer.
Thus we focus on navigating to the index peer in this paper.
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the destination, denoted as destID. This is achieved by examining a peer’s local tree

as follows. A peer examines the tree node in its local tree with the treenodeID as the

currently obtained destID (initially set to wildcard ∗). If there is no such tree node in

its local tree, this peer can not refine the destID further. Otherwise, the child node that

covers the destination is entered and examined further. This process continues till either

a leaf node or a remote child node of the local tree is reached. In the former case, the

current peer is the destination and the navigation terminates. In the latter case, destID

is refined as A∗, which indicates A, the treenodeID of this remote child node, is a prefix

of the destID.

Routing. The destID (with wildcard ∗) obtained through search space resolution

as described above actually represents a range of IDs in the ID space. Therefore, the

routing algorithm for skip graph as mentioned in Section 4.2.1.2 can not be simply

applied here. Instead, we first need to decide which one of the IDs in the range specified

by the destID should be used for routing. After careful examination, we observe that the

ID furthest away from current peer’s peerID should be used for routing. The rationale

behind this aggressive navigation algorithm is that even though we might overshoot

the destination by routing towards the furthest possible destID, the furthest possible

distance to the destination is halved at each step. With the initial furthest possible

distance to the destination as N , the navigation to the destination is finished in logN

steps with high probability (Theorem 4.1). Algorithm 4 illustrates the pseudo-codes for

the navigation.
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Algorithm 4 Algorithm for Aggressive Navigation in DPTree.

Navigation at Peer i : i.navigate(q, destID, j) (destID indicates the estimated leafID
for q. j, initialized to the top level of the overlay, indicates at which level of the
overlay the routing should proceed.)

1: if q ∈ i.index then
2: Stop.
3: else
4: Refine destID for q by invoking search space resolution.
5: x = the furthest ID from Peer i specified by destID.
6: m = level-j neighbor of i that is closest to x without overshooting x.
7: if m= NULL then
8: j = j-1.
9: GOTO 6.

10: end if
11: Forward navigate(q, destID, j) to m.
12: end if

Theorem 4.1. Given N peers in DPTree, a peer can navigate to any part of the overlay

in O(logN) hops (steps) with high probability by using the proposed aggressive navigation

algorithm.

Proof: We prove this theorem by induction. For presentation clarity, we assume that N

is power of 2. In the case that N is not power of 2, we can replace N by N ′ = 2⌈logN⌉ in

the following proof. Given the peer distance to the destination at the beginning of the

ith step as xi ≤ N
2i−1 , we prove the peer distance is halved after this routing step, i.e.,

x′
i
≤ N

2i . Once this is proven, we can easily derive after logN steps, the peer distance

to the destination is reduced to 1. The message can then be trivially forwarded to the

destination with one additional step.

Assume the highest level of the overlay is h (h = logN with high probability).

Recall that each peer has logN pairs of neighbors with the pair of level-j neighbors at

peer distance (denoted as dj) as 2j with high probability (0 ≤ j ≤ logN -1).
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We start from the base case with i = 1. It is obvious that x1 ≤ N
21−1 = N .

Assume that we are at the beginning of the ith step and the peer distance to the

destination is xi ≤ N
2i−1 . We have two possible scenarios: 1) xi > N

2i ; 2) xi ≤ N
2i . For

the first scenario, one of the current peer’s neighbors at level-(h-i) must be closer to the

furthest possible destID without overshooting it. Therefore, this neighbor is chosen to

forward the request. As a result, the peer distance to the destination (x′
i
) is then reduced

to xi − dh−i = xi − N
2i ≤ N

2i . For the second scenario, the request may or may not be

forwarded at this routing step. If the request is forwarded, x′
i

is reduced to dh−i − xi

(≤ N
2i ). Otherwise, x′

i
equals to xi (≤ N

2i ). ¤
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Fig. 4.5. An illustrative example for navigation in DPTree.

Figure 4.5 illustrates an example for navigation in DPTree. Assume Peer 1 wants

to navigate to leaf node 13 (please refer to Figure 4.2 for the overlay structure). Peer 1
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invokes search space resolution and obtains the destID as 1∗. Since the peerID of Peer 1

is 00000, the furthest possible destID is 111...111. Peer 1 examines its neighbors at the

top level and routes the message to Peer 9. When Peer 9 receives the message, it invokes

search space resolution and still obtains the destID as 1∗. Similarly, Peer 9 examines

its neighbors at level 3. Since the only neighbor at this level (Peer 1) is further away

from the destID, routing descends one level to level 2. At this level, Peer 9 forwards the

message to Peer 13, which is closer to 111...111 without overshooting it. When Peer 13

receives the message, it invokes search space resolution and refines the destID as 100∗.

The furthest destID from Peer 13 is 1000...000. Peer 13 examines its neighbors at level-2

and does not forward the message at this level since neither neighbor qualifies. Routing

descends to level-1. Similarly, neither neighbor at level-1 qualifies and routing descends

one more level to level-0, where the message is forwarded to the destination Peer 12.

4.3.3 Wavelet-assisted Load balancing

In the following, we first describe an intuitive solution for load balancing and point

out the limitations, which motivate wavelet-assisted load balancing. We refer access load

as load if the context is clear.

One solution for load balancing as suggested by majority of existing works is to

let an overloaded peer choose the least loaded peer (e.g., [27, 48]) or a random peer

(e.g., [65, 105]) in the system as the target peer to shed part of its load to. The target

peer merges its load to its neighbors, leaves its original place, and rejoins the overlay

as the neighbor of the overloaded peer to take part of its load. We call this solution as
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leave-rejoin (LR) mechanism and the two variants as LeastLR (the target peer is the

least loaded peer) and RandomLR (the target peer is a randomly selected peer).

LR mechanisms have a couple of drawbacks. First, the peers in the neighborhood

of the target peer might not be lightly loaded. Merging the load from the target peer to

its neighbors might cause the neighbors become heavily loaded, resulting in cascading

load balancing operations. Second, the leave-rejoin process causes changes on the overlay

links, and thus requires update on the overlay, which might be costly. As suggested later,

in some cases when the target peer and the overloaded peer are nearby in the overlay,

it might be a better option to move the data rather than the peer by letting the extra

load ripple through the neighbors to reach the target peer without affecting the overlay

structure. Finally, LeastLR mandates complicated and costly mechanisms to maintain

the load information on the peers.

We observe that if a peer somehow has an approximate global view (with sufficient

accuracy) of the load distribution in the system, all of the weaknesses mentioned above

can be avoided. To obtain such a global view, we need to summarize and disseminate the

load distribution of the system in a compact yet sufficiently accurate format. Inspired by

wavelet, a well-studied compression tool in signal procession, we propose wavelet-assisted

load balancing, which leverages wavelet to facilitate load monitoring and load adjusting

in P2P systems in a light-weighted yet effective fashion.

To perform load monitoring, peers exchange load information with their neighbors

at each level of the overlay through heartbeat messages and form the approximate wavelet

of the load distribution in the system, called loadwavelet. Load adjusting is performed

in the following three steps. 1) Overloading detection: guided by loadwavelet, peers can
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easily determine whether they are overloaded. 2) Target peer selection: an overloaded

peer leverages the multi-resolution view of loadwavelet to find a target peer, i.e., the peer

that is lightly loaded and whose neighborhood is lightly loaded as well. 3) Load shedding:

load shedding consists of two steps: moving the load of the target peer to its neighbors,

and moving half of the load from the overloaded peer to the target peer. To perform the

first step, we propose rippled target load moving (RTLM); to perform the second step,

we propose elastic load shedding (ELS), where peers4 switch between two different load

shedding mechanisms, i.e., rippled load shedding and direct load shedding, depending on

which one is more cost-effective by taking into consideration the cost incurred by index

movement as well as overlay maintenance. Figure 4.6 illustrates the high level flow of

wavelet-assisted load balancing.

  

loadwavelet formation target peer selection

load shedding

overloading detection

load monitoring load adjusting

Fig. 4.6. Wavelet-assisted load balancing.

4We set the leaf node capacity c to be the payload size of a packet. The rationale is to let a
leaf node also serve as the finest unit of load transferred between two peers during load balancing.
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Compared to the aforementioned existing works, our load balancing mechanism

has the following three advantages.

1. It uses a light-weighted mechanism to maintain a sufficiently accurate summary of

the load distribution in the system.

2. It avoids cascading load balancing through the following two designs. First, it

takes into consideration the load on a peer as well as the load on the peers in

its neighborhood when choosing a target peer. Second, RTLM moves the load on

the target peer to multiple neighbors when necessary to avoid overloading a single

neighbor.

3. It takes into account the cost incurred by both index movement and overlay main-

tenance, and switches between two different load shedding mechanisms depending

on the cost. In contrast, prior works only consider the cost of index movement and

conduct load shedding using a variant of direct load shedding.

We now explain the details of load monitoring and load shedding.

4.3.3.1 Load Monitoring

We first assume that we have a perfect skip graph (where a peer’s neighbor at

level i is at exactly 2i peer distance) and unbounded communication resource to form

an exact (complete) loadwavelet. Later on, we discuss how to relax these assumptions.

A peer first exchanges its current load with its level-0 neighbor clockwise on the

overlay and forms the wavelet for the ”signal” consisting of two values, i.e., its current
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load and its neighbor’s current load. This peer then exchanges this wavelet with its level-

1 neighbor clockwise on the overlay and forms the wavelet for the signal consisting of four

values, i.e., the load on this peer and the following three consecutive peers. Following this

process, through message exchange with a level-i neighbor on the overlay, the wavelet

covering 2i+1 consecutive peers is obtained. This process continues till the top level of

the overlay is reached. At this point, we obtain the loadwavelet of all the peers in the

system.
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Fig. 4.7. An illustrative example of loadwavelet formation.

We use Figure 4.7 to illustrate an example of loadwavelet formation in a system

consisting of 16 peers (please refer to Figure 4.2 for the overlay structure). For illustra-

tion, we represent peers on each level of the overlay on a straight line. The numbers in
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the parentheses are the peers whose load values are included in the loadwavelet formed

at the previous level of the overlay. After message exchange with the neighbor at the

top level (level-3), each peer obtains the loadwavelet of the system.

Now we discuss how to relax the assumption of unbounded communication re-

source. The length of the complete wavelet formed at higher levels of the overlay is large

(e.g., the length of the loadwavelet formed at level-i of the overlay is 2i+1), and exchang-

ing such complete wavelets is costly. As mentioned in Section 4.2.1.3, one of the desirable

features of wavelet is that the most significant wavelet coefficients can approximate a

signal within sufficient accuracy. Here, we take advantage of this feature of wavelet by

selecting the m most significant wavelet coefficients to approximate the loadwavelet. m

is a tunable parameter balancing the precision and the construction cost of the wavelet

(which will be evaluated in details later).

Up to now, we assume that a peer’s level-i neighbor is at exactly 2i peer distance.

In reality, a peer’s level-i neighbor is at 2i peer distance with high probability instead

of exactly. Therefore, during the above wavelet formation, the load values for certain

peers might be counted more than once or not be counted (when a level-i neighbor is

at peer distance less than 2i or greater than 2i, respectively). Since the percentage of

redundant load values or missing load values is expected to be very small, this doesn’t

affect the accuracy of loadwavelet significantly as confirmed through evaluation later in

Section 4.5.
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4.3.3.2 Load Adjusting

As mentioned earlier, load adjusting consists of three tasks, i.e., overloading de-

tection, target peer selection, and load shedding. We denote the load on Peer i as li and

the average load of the system as l̄.

Overloading Detection. A peer obtains the average load of the system easily

from the loadwavelet, i.e, the first wavelet coefficient. If the current peer’s load is more

than δ times of the average load, it is marked as an overloaded peer. δ is a tunable

system parameter determining the tradeoff between the cost of load balancing and how

well the system is balanced. A smaller value creates a more balanced system at higher

cost.

Target Peer Selection. In addition to providing a compact summary of the load

distribution, loadwavelet also provides multi-resolution views of the load distribution in

the system. We exploit this multi-resolution feature to choose the lightly-loaded peer

residing in a lightly-loaded neighborhood as the target peer. For presentation clarity,

we use the wavelet error tree (described in Section 4.2.1.3) to explain how target peer

selection is performed. A peer examines the error tree starting from the root node. If

the detail coefficient is greater than 0, the average load on the left half of the overlay

is smaller. Thus, we drill down one level on the error tree and enter the left child. On

the other hand, if the detail coefficient is smaller than 0, the right child is entered. In

the case when the detail coefficient is 0, we examine both children’s detail coefficients

and enter the child node with larger absolute value (implying one quarter of the overlay
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has the lightest load among the four quarters). This process continues till we reach the

bottom level of the error tree where the target peer is obtained.

Using Figure 4.8 as an example for the load distribution in a system with 8 peers,

target peer selection proceeds as follows. We first examine d3,0. Since d3,0 is a positive

value, we enter the left child and examine d2,0. d2,0 is -0.5. Thus, we enter the right

child d1,1. The value of d1,1 is 0 and we randomly select one of the two leaf child nodes

as the target peer. In this case, we select the third peer (with load 2) as the target peer.

As a comparison, LeastLR chooses the seventh peer (with load 1) as the target peer.

Notice that both neighbors of the seventh peer have high load (as 11).

DPTree
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Fig. 4.8. An illustrative example of target peer selection.

Load Shedding. Load shedding consists of two steps: moving the load of the

target peer to its neighbor(s) through RTLM, and shedding half of the load from the



133

overloaded peer to the target peer through ELS by switching between rippled load shed-

ding and direct load shedding, depending on the cost incurred by both index movement

and overlay maintenance. In the following, we first describe the ideas of RTLM and

ELS. We then explain how to estimate the cost of rippled load shedding and direct load

shedding.

The intuition of RTLM is to ripple the load on the target peer to multiple consec-

utive neighbor peers on the overlay structure to avoid overloading a single neighbor peer

of the target peer. More specifically, the target peer first moves its load (by moving the

corresponding leaf nodes) to one of its two immediate neighbors that has smaller load.

If after this load moving, this neighbor is not overloaded (the current load li of this peer

is less than δ · l̄), RTLM terminates. Otherwise, the extra load (li − δ · l̄) is moved from

this neighbor to this neighbor’s neighbor. The above process terminates until the last

reached neighbor is not overloaded (after some load is moved to this neighbor).

We now explain the details of rippled load shedding and direct load shedding

in ELS. In rippled load shedding, the load ripples through the neighbors to reach the

target peer. The overloaded peer sheds half of its load to its immediate neighbor (by

moving the corresponding leaf nodes), which then sheds the same amount of load to

the neighbor’s neighbor. This process continues till the target peer is reached. During

rippled load shedding, although moving the leaf tree nodes between neighbors causes

changes on the peerIDs of the peers involved, the order among peerIDs is not changed

and thus the overlay links are not changed. Therefore, the advantage of rippled load

shedding is that it incurs only index movement cost but no overlay maintenance cost.
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Rippled load shedding works well when the overloaded peer and target peer are nearby

in the ID space.

Direct load shedding is similar to the load shedding scheme adopted in LR mech-

anisms. It requires the target peer merge its load with its neighbors, leave its original

place, and rejoin the overlay as a neighbor of the overloaded peer to take over half of its

load. In addition to incurring index movement cost, the leave and rejoin of the target

peer affects the overlay links, incurring overlay maintenance cost.

We now explain how a peer estimates the cost of both rippled load shedding and

direct load shedding. Before we give out the cost estimation, we first introduce some

notations used in the following. i, j denote the peerID of the overloaded peer and the

target peer, respectively. Ci(x) denotes the cost incurred at Peer i by shedding x load.

Since both rippled load shedding and direct load shedding involve RTLM, we ignore the

cost incurred by RTLM during the cost estimation for simplicity (this does not affect

the final result since we only need to know whether rippled load shedding or direct load

shedding has smaller estimated cost). The cost for rippled load shedding (denoted by

Cr) is estimated as:

Cr =

j−1
∑

k=i

Ck(li/2)

where Ck(li/2) is the cost incurred by rippling half of the load from Peer i through the

neighbors. The cost for direct load shedding (denoted by Cd) is estimated as:

Cd = 5logN + Ci(li/2)
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where logN messages are incurred for the overloaded peer to inform the target peer,

another 4logN messages are incurred to update the overlay links (2logN messages for

the target peer to establish new neighbors, and 2logN messages for the target peer to

inform its old neighbors to update their neighbors). Either rippled load shedding or

direct load shedding is chosen depending on which one has smaller cost as estimated

above.

Note that in the process of load balancing, the distribution of tree nodes among

peers is changed. In addition, some part of the overlay structure is changed if direct

load shedding is adopted. However, the tree structure itself is unchanged. This confirms

the benefits of separating the tree structure from the overlay structure. In addition, our

proposed load shedding mechanisms are generic enough to be applicable in other load

balancing mechanisms. For instance, they can be applied on LR mechanisms to improve

their performance as demonstrated later in Section 4.5.

4.3.4 Maintenance in DPTree

We adopt the soft state mechanism to maintain the consistency of the overlay

structure and tree data structure. The basic idea of soft state mechanism is to associate

a state with a timer, and refreshes (or deletes) the state if a refreshment message is (or

is not) received before the associated timer expires. Based on this idea, a peer associates

a timer with each of its neighbors and each of its indexed data objects. A peer sends

heartbeat messages to its neighbors periodically. If a peer does not receive a heartbeat

message from a neighbor before the associated timer expires, it infers this neighbor leaves

or fails (and invokes overlay update to be detailed shortly). Similarly, a peer republishes
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(refreshes) its data objects to the system periodically. If the index peer of a data object

does not receive a refreshment message before the associated timer expires, it infers this

data object disappears from the system (and invokes data deletion). This mechanism

ensures the consistency of both overlay structure and tree data structure in a simple yet

light-weighted fashion.

In the following, we provide the detailed operations performed upon peer join,

peer leave, peer failure, data insertion, and data deletion.

4.3.4.1 Peer Join/Leave/Failure

Peer Join. A peer first decides the place to join in the overlay. Then the

peer joins the overlay level-by-level by establishing neighbors at each level. Finally, it

publishes the data brought with it to the system.

A peer can decide the place to join in the overlay either randomly or in accordance

with certain heuristics. Without loss of generality, we let a peer randomly choose the

place to join in the overlay. A peer then joins the overlay level-by-level starting from

level-0 by establishing two neighbors at each level. This process incurs 2logN messages

in total. To join level-0 in the overlay, a peer establishes two neighbors with its neighbor

peers at level-0. In addition, it informs these two neighbors to update their neighbor

pointers at level-0 (pointing to the newly joined peer). Then this peer joins the higher

level of the overlay (level-i with 1 ≤ i ≤ logN -1) as follows. It first randomly chooses

a ring (R) to join between the two level-i child rings of its level-(i-1) ring. Then it

walks on its level-(i-1) ring clockwise and counterclockwise till reaching the first peers in

either direction that also join level-i ring R as its two neighbors at level-i. In addition,
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the newly joined peer informs its neighbors at level-i to update their neighbor pointers

(pointing to the newly joined peer). Finally, the newly joined peer publishes the index

information for the local data to the system (to be detailed shortly).

Peer Leave/Failure. Peers exchange heartbeat messages with its neighbors

periodically to see whether they are still alive. Once a peer detects that one of its

neighbors at level-i is not alive (due to lack of heartbeat messages as described above), it

starts to re-establish its neighbors level-by-level starting from level-i. This process incurs

at most 2logN messages in total. In addition, the tree branches previously assigned to

this peer is re-distributed to other alive peers through the index republishing process as

described above. To facilitate neighbor recovering, we assume that a peer maintains a

backup neighbor set on level-0, which consists of a couple of consecutive neighbor peers

of this peer’s neighbor on level-0 on the overlay. Since a peer can always recover its

neighbors at higher level on the overlay through neighbors at lower levels on the overlay,

we do not need to maintain backup sets for neighbors at levels other than level-0.

4.3.4.2 Data Insertion/Deletion

Data Insertion. Inserting a data object basically is to publish the index of this

data object. This involves two steps: locating the leaf node (and corresponding peer) to

insert the index, and inserting the index of the data object to the chosen leaf node. We

use Algorithm 5 to explain the basic operations in data insertion.

Locating the leaf node is performed similarly as tree navigation with the following

modifications. A peer checks its own local tree starting from the root node. If the root

node does not cover this new data object, the coverage of the root node is enlarged to
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Algorithm 5 Algorithm for inserting a data object into DPTree.

insert(t, o) (t, initialized to the root node, is the current tree node under consideration. o is the
data object to be inserted.)

1: if t is a remote child node then
2: Propagate the request to a peer that has t as the local child node.
3: else
4: if o /∈ t.coverage then
5: Enlarge t.coverage to accommodate o.
6: Propagate the coverage change to the affected peers.
7: end if
8: if t is not a leaf node then
9: if o ∈ t.left.coverage then

10: insert(t.left, o).
11: else if o ∈ t.right.coverage then
12: insert(t.right, o).
13: else
14: Calculate the size of the coverage enlargement to accommodate o for t.left and t.right.
15: if t.left requires smaller coverage enlargement to accommodate o then
16: insert(t.left, o)
17: else
18: insert(t.right, o).
19: end if
20: end if
21: else
22: if t is not full then
23: Insert o into the leaf node t.
24: else
25: Split t into two leaf nodes (t1 and t2) and insert o into t1 or t2.
26: t1.parent = t2.parent = t.
27: t.height = 1.
28: Propagate the height change to the affected peers and invoke height balancing when

necessary.
29: end if
30: end if
31: end if
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accommodate this data object. The two child nodes of the root node are then examined.

If the new data object is covered by one of the child nodes of a node in the local tree,

the corresponding child node is entered and examined further (as shown in Lines 9-12 of

Algorithm 5). On the other hand, when the new data object is not covered by neither of

the two child nodes of a tree node, one of the child nodes that requires smaller coverage

enlargement to accommodate the new data object is chosen to enlarge its coverage and

accommodate the new data object (as shown in Lines 13-19). The change on the coverage

of a tree node is propagated to the affected peers through coverage update (Lines 4-7,

to be detailed shortly). This process continues till the leaf node, where the index of the

new data object will be inserted, is reached.

Inserting the index to the chosen leaf node is performed as follows. If the leaf

node has some space to accommodate the new data object (the number of data objects

is less than the leaf node capacity c), the index of the new data object is inserted there

(as shown in Lines 22-23). Otherwise, the leaf node is split into two new leaf nodes

(Lines 25-28). The original leaf node now acts as the parent of these two new leaf nodes.

Therefore, it updates its height to 1 and propagates this change on the height to the

affected peers through height update when necessary (to be detailed shortly). In the

case that the tree becomes unbalanced in height, height balancing is invoked to restore

the height balance invariance. Height balancing basically involves rotations similar to

the ones for AVL tree balancing [75]. After performing the rotation, the coverage of

tree nodes involved in the rotation need to be updated and propagated to relevant peers

similarly as coverage update (to be detailed shortly).
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Data Deletion: When a peer infers a data object disappears from the system

(due to the lack of refreshment messages as described above), it deletes the index of

this data object as follows. It first reaches the leaf node covering the data object to

be deleted, and then deletes the data object from the leaf node. If the number of data

objects in this leaf node falls below c/2, this leaf node is merged with its sibling, and the

changes on the height and coverage of the parent node of this leaf node are propagated

to the affected peers when necessary. Here we delay the merging for some period of time

to allow some new data objects to be inserted into this leaf node so that we can avoid

frequent node splitting and node merging. Algorithm 6 illustrates the basic operations

in data deletion.

Algorithm 6 Algorithm for deleting a data object from DPTree.

delete(t, o) (o is the data object to be deleted. t is the leaf tree node storing
o.)

1: Delete o from leaf node t.
2: if t is less than half full then
3: Merge t with its sibling leaf node.
4: Propagate the height change and coverage change to the affected peers.
5: else
6: if t.coverage is shrunk then
7: Propagate the coverage change to the affected peers.
8: end if
9: end if

The changes on the coverage and height of a tree nodes upon data insertion/deletion

are propagated to the peers managing the tree nodes in the subtree rooted at the parent

node of the tree node performing the changes (since all these peers record the cover-

age/height information of this tree node). We observe that through the tree aware peer
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naming scheme (Section 4.3.2.1), all these affected peers are consecutively positioned

in the ID space. Therefore, this update incurs x messages and logx propagation hops

where x is the number of affected peers. In addition, the cost of propagating coverage

change and height change is expected to be low due to the following reasons. First, with

the increase of the tree levels, the coverage changes on the corresponding tree nodes are

expected to become less frequent. This is beneficial since the propagation of the coverage

changes on the tree nodes at the higher levels is more costly than that at the lower lev-

els. Second, the height change is expected to be very infrequent since leaf node splitting

and leaf node merging are infrequent events, which happen in every 1
c data insertions

or data deletions on average. Height balancing is even less frequent since not every leaf

node splitting/merging will violate the height balance invariance. These expectations

are confirmed by our extensive experimentations to be presented in Section 4.5.

Note that all these changes on the tree structure caused by data insertion/deletion

do not affect the overlay structure since the total order among peers does not change.

This confirms the advantage of decoupling the tree structure from the overlay structure

as discussed in Section 4.3.1.

4.4 Application of DPTree

In the following, we show how to support two most common types of complex

queries, i.e., range query and KNN query, in DPTree (to support point query, we can

directly apply the navigation algorithm presented in Section 4.3.2.2 with the query as

the destination).
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4.4.1 Range Query

A range query, specified by a query center q and a query radius r, returns all

the data objects that are at distance less than r to q as the query results. We extend

the navigation algorithm given earlier (Section 4.3.2.2) to process a range query. The

difference of a range query from a point query is that the destination is specified as a

query range instead of a query point. Therefore, during search space resolution, all the

tree nodes overlapping with the query range need to be entered and examined. If multiple

child nodes need to be examined, multiple threads of processing are invoked to examine

these nodes in parallel. The process terminates when either the subtree corresponding

to a specific destID is pruned or the peer managing corresponding leaf node is reached.

In the latter case, the qualifying data objects are returned to the query issuer as the

query result.

4.4.2 K Nearest Neighbor Query

A K nearest neighbor (KNN) query, specified by a reference data object (reference

point) q and a real value K, returns the K data objects that are closest to q in the data

set as the query result. A KNN query is processed in two steps, obtaining a good enough

candidate set, and refining the candidate set through range query. To obtain a good

enough candidate set, the peer managing the leaf node that covers the reference data

object or that is closest to the reference data object (in the case that none of the leaf

nodes covers the reference data object) is reached through the navigation algorithm. This

peer then obtains the K data objects (either owned or indexed by this peer) that are

closest to the reference data objects as the candidate set. It is possible that some data
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objects in other peers might be closer to the reference data object than the data objects

in the candidate set are. In order to obtain these closer data object, the second step

is invoked as follows. The current peer obtains a query range centered at the reference

data object with the distance to the Kth element in the candidate set as the radius.

Then similar procedure as range query is employed. Different from the range query

algorithm as described earlier where multiple streams of parallel processing are invoked

when multiple child nodes overlap with the query range, here we require sequential

processing is invoked to facilitate candidate set refining. Basically, we choose to examine

the child node that is closest to the reference data object first. As soon as a closer

data object is obtained, the candidate set and the query range are refined. This process

continues until the refined query range is completely examined. The K data objects in

the final candidate set are returned as the query result.

4.5 Performance Evaluation

We now proceed to the evaluation of DPTree. We import R-tree according to

the proposed DPTree framework. We evaluate DPTree from four aspects, i.e., load

balancing, routing, query processing, and maintenance.

4.5.1 Load Balancing

To evaluate the performance of our proposed load balancing mechanism, we mea-

sure the average number of messages incurred per peer to make the system δ-balanced,

defined as a system with ∀i ∈ {0, 1, 2, ..., N}, li ≤ δ · l̄ (li is the load of Peer i and l̄ is the
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average load of the system). For comparison, we implement LeastLR (proposed in Mer-

cury [27, 48]) and RandomLR (proposed in [65, 105]) as described in Section 4.3.3. In

LeastLR, the least loaded peer is chosen as the target peer. In RandomLR, a randomly

selected peer is chosen as the target peer. In both LeastLR and RandomLR, the load

of the target peer is simply moved to its two immediate neighbors, and the load on the

overloaded peer is adjusted through direct load shedding.

We evaluate the average number of messages incurred per peer by load balancing

under different network sizes, different initial access load distribution, and different sizes

of (approximate) wavelet (indicated by m as discussed in Section 4.3.3.1). The network

size varies from 256 to 8192 and the default setting is 1024. We use Zipf-distribution

controlled by a skewness parameter, called load distribution skewness, to model the initial

access load distribution in the system. When the skewness is large, the distribution is

skewed. When the skewness is 0, the distribution is uniform. The default setting for

the network size, load distribution skewness, and wavelet size is 1024, 1, and 5% · N ,

respectively. In addition, we also improve the original LR mechanisms by replacing the

load shedding mechanisms by our proposed techniques. We compare these variants with

the original LR mechanisms to demonstrate the improvement by incorporating our load

shedding techniques in LR mechanisms. For presentation brevity, we present the results

with δ set to 2 (the general trends observed under different setting for δ are similar).

4.5.1.1 Effect of Network Size

Figure 4.9(a) shows the result under different network sizes. The x-axis is on

logarithmic scale for readability. From this figure, we see the average number of messages
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incurred by load balancing increases almost linearly with the network size, which is

expected. In addition, the average number of messages incurred by wavelet-assisted load

balancing is smaller than those incurred by LR mechanisms.

4.5.1.2 Effect of Initial Load Distribution

Figure 4.9(b) shows the result under different initial load distribution (differ-

ent skewness values). The average number of messages increases with the skewness

value. This is expected since more skewed load distribution requires more load to be

redistributed among peers to make the system δ-balanced. The increase rate of the

cost incurred by wavelet-assisted load balancing is much smaller than those incurred

by LeastLR and RandomLR. This demonstrate the superiority of wavelet-assisted load

balancing under more skewed load distribution.

4.5.1.3 Effect of Wavelet Size

Figure 4.9(c) shows the result under different wavelet sizes, i.e., 10, 20, 51, 102,

204, 512, corresponding to 1%, 2%, 5%, 10%, 20% and 50% of the size of the original

wavelet transform (1024). From this figure, we see that when the wavelet size decreases,

the average number of messages increases. This is because more errors are introduced in

signal reconstruction by a more compact approximate wavelet, which causes the selec-

tion of the target peers deviate from the optimal ones, incurring some extra messages.

However, even when the size of the approximate wavelet is only 1% of the original

wavelet, the average number of messages incurred by wavelet-assisted load balancing is
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still smaller than those incurred by LeastLR and RandomLR, which are around 13 and

20, respectively.

This set of experiments demonstrates the superiority of wavelet-assisted load bal-

ancing. In addition, a compact approximate wavelet can be formed as the by-product

of heartbeat messages exchange between neighbors at almost no additional cost. In con-

trast, LeastLR requires non-trivial maintenance to keep track of the load distribution in

the system.

4.5.1.4 Enhancement on LR Mechanisms

We implement some variants of the LR mechanisms by replacing the original

load shedding mechanisms with our proposed techniques. Random-ELS or Least-ELS

are RandomLR or LeastLR with our ELS load shedding mechanism; Random-RTLM

or Least-RTLM are RandomLR or LeastLR with our RTLM mechanism; Random-

RTLM/ELS or Least-RTLM/ELS are RandomLR or LeastLR with our RTLM and ELS

mechanisms.

Figure 4.10 shows the performance of these variants. For comparison, we also

include the plot of DPTree. The general trend that we observed from this set of exper-

iments is that Random-RTLM/ELS performs better than Random-RTLM or Random-

ELS, which in turn perform better than the original RandomLR mechanism. Similarly,

Least-RTLM/ELS performs better than Least-RTLM or Least-ELS, which in turn per-

form better than the original LeastLR mechanism. The performance difference among

these variants is more significant in RandomLR.
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4.5.2 Routing

To demonstrate the efficiency of our proposed overlay structure and aggressive

navigation algorithm, we distribute peers in an ID space with domain as {0, 230}. We

conduct experiments to measure the average routing path length under different net-

work size and different distributions of peers in the ID space. We use Zipf-distribution

controlled by a skewness parameter, called peer distribution skewness, to model the peer

distribution in the ID space. If unspecified otherwise, the default setting for the skewness

is set to 0. For comparison on routing performance, we implemented modified Chord

where each peer has logN pairs of finger table entries with a pair pointing to peers at

distance 2i clockwise and counterclockwise (0 ≤ i ≤ logN − 1) in the ID space. Each

peer issues 100 random routing requests and the results presented below are averaged

over these requests.

4.5.2.1 Effect of Network Size

Figure 4.11(a) shows the average path length when the network size varies from

256 to 8192. Note that the x-axis is on logarithmic scale for readability. From this figure,

we see that the average path length using DPTree is around logN , confirming Theorem

4.1 in Section 4.3.2.2. The routing path length using Chord is slightly lower compared

to DPTree. The slight better performance of Chord over DPTree under uniform peer

distribution is due to the fact that DPTree requires that routing be performed level-by-

level while Chord does not have this restriction. However, Chord performs much worse

under skewed peer distribution as shown shortly.
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4.5.2.2 Effect of Peer Distribution

Figure 4.11(b) shows the average path length when the peer distribution skew-

ness varies from 0 to 1.5 with network size as 1024. From this figure, we can see that

the average path length in DPTree is not affected by the peer distribution. However,

the average path length of Chord is very sensitive to the peer distribution. When the

skewness is small (0 to 0.9), i.e., the peer distribution is less skewed, the performance

of Chord is similar to DPTree. When the skewness increases, the path length of Chord

increases sharply to 1/4 of the network size (similar results are observed under other

network sizes). This result confirms our design rationale of the overlay structure and

aggressive navigation algorithm as described in Section 4.3.2.

4.5.3 Query Performance

We implement the algorithms to process three different queries, i.e., point query,

range query and KNN query, in DPTree. For comparison, we modify CAN overlay

(by placing data objects in accordance with their attribute values instead of randomly

hashed values) and implement the query algorithms (similar to that described in Section

4.4) on top of CAN. We choose CAN overlay for comparison in this set of experiments

due to the following two reasons. First, majority of prior works on queries for multi-

dimensional data objects are based on CAN or some variants of CAN. Second, although

some proposals (e.g., [27]) might be superior to CAN in terms of supporting one specific

type of query, they can not support all types of queries that we are considering here.

We evaluate the query performance under different data sets, query workloads,

and network sizes. Without loss of generality, the dimensionality of data objects is set
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to 2. The data sets are generated as follows. A certain number of seed points are first

randomly generated in the 2-dimensional data space. Then from each of these seed

points, we generate some random data points with distance to the seed point following

Zipf distribution controlled by data distribution skewness. By varying the skewness value,

we obtain a spectrum of synthetic data sets ranging from uniformly distributed data set

to highly skewed data set. The total number of data points is 100·N .

The query workload is generated as follows. We randomly select a point as the

query point for point query or reference data object for range query and KNN query.

For range queries, we vary the query radius from 0.01 to 0.1. For KNN queries, we

vary the value of K from 1 to 10. We inject 1000 random queries into the system and

the results presented below are the average results over these queries. Since the general

trends observed under different network sizes are similar, we only show the results under

network size as 1024.

4.5.3.1 Point Query

Figure 4.12(a) shows the result of point query with data distribution skewness

varying from 0 to 1. The number of messages incurred by DPTree is always smaller

than that of CAN. This confirms the efficiency of the tree-aware overlay and aggressive

navigation algorithm, and the benefits of avoiding indexing dead space in DPTree as

discussed in Section 4.2.1.1. In addition, the number of messages incurred by DPTree

is insensitive to data distribution skewness. This confirms the adaptivity of DPTree to

data distribution. It seems that the number of messages incurred by CAN also does not

change significantly under different skewness values. However, this comes with the price
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of uneven load distribution among peers due to the naive data space partition scheme

adopted in CAN. In contrast, DPTree always achieves fair load distribution through

the initial load-aware data placement using tree branch oriented distribution and the

subsequent wavelet-based load balancing.

4.5.3.2 Range Query

Figure 4.12(b) shows the result of range query with query range varying from 0.01

to 0.1. For readability, we only present the result with data distribution skewness set

to 0 and 1, respectively. As expected, the number of messages increases with the query

range. In addition, the number of messages incurred by DPTree is always smaller than

that incurred by CAN. This again confirms the efficiency of our tree-aware overlay and

navigation algorithm, and the benefits of avoiding indexing dead space in DPTree.

4.5.3.3 KNN Query

Figure 4.12(c) shows the results of KNN query with the K value varying from 1 to

10. Similarly, we only present the result with data distribution skewness set to 0 and 1,

respectively. From this figure, we see that the number of messages incurred by DPTree

increases very slowly with the K value under both uniform data set and skewed data set,

and the number of messages incurred by DPTree is always smaller than that of CAN.

Furthermore, the number of messages incurred by DPTree under skewed data set is only

slightly larger than that under uniform data set. In addition to validating the efficiency

of our tree-aware overlay and navigation algorithm, this further confirms DPTree is

adaptive to data distribution, which benefits KNN query processing. In contrast, the
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number of messages incurred by CAN under skewed data set increases rapidly with K

values. This shows the lack of the ability to adapt to data distribution seriously degrades

the performance of CAN under skewed data set.

4.5.4 Maintenance Overheads

We evaluate two types of maintenance overheads (in terms of number of mes-

sages), i.e., overlay maintenance overheads incurred by peer join/leave/failure, and tree

maintenance overheads incurred by data insertion/deletion. To evaluate the overlay

maintenance overheads, we inject some random peer join/leave/failure events. The pro-

portion of peer join and leave/failure is kept the same to make the size of the system

constant. To evaluate the tree maintenance overheads, we first randomly insert half of

the synthesized data objects (i.e., 50 · N), which are described earlier in Section 4.5.3,

into the system. We then start to run the simulation by randomly injecting 25 · N data

insertion operations and 25 · N data deletion operations into the system. At the end

of the simulation, 50% of the data objects in the system is new compared to the data

objects in the system at the beginning of the simulation.

4.5.4.1 Overlay Maintenance Overheads

Figure 4.13(a) shows the average number of messages incurred by a peer join/leave/failure

event under different network sizes. From this figure, we can see that the average num-

ber of messages incurred upon peer join/leave/failure is rather low, i.e., around 2 · logN .

This confirms our discussions in Section 4.3.4.1.
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4.5.4.2 Tree Maintenance Overheads

Figure 4.13(b) shows the average number of messages incurred by data inser-

tion/deletion under uniform data distribution (the results obtained under skewed data

distribution are very close to what are presented here. Thus, for presentation brevity

and readers’ interest, we only show the results under uniformly distributed data ob-

jects). This figure demonstrates that the number of messages incurred per data inser-

tion/deletion is low, confirming our expectations as discussed in Section 4.3.4.2.

The set of experiments confirms that DPTree incurs rather low maintenance over-

heads upon peer join/leave/failure and data insertion/deletion, and thus it is adaptive

to dynamic environments.

4.6 Summary

One of the fundamental challenges faced by peer-to-peer (P2P) systems is to

efficiently support complex queries on multi-dimensional data objects. Although some

works have studied this issue, they suffer from some fundamental limitations. We propose

a framework, called distributed peer tree (DPTree), to efficiently support various types

of queries on multi-dimensional data in P2P systems based on balanced tree indexes.

DPTree combines a number of innovative ideas to achieve the efficiency: tree branch

oriented distribution, tree-aware overlay, aggressive navigation, and wavelet-assisted load

balancing. Through extensive performance evaluation, we demonstrate the superiority of

DPTree over existing works on various aspects, including load balancing, routing, query

processing, and maintenance.
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DPTree provides a sound foundation where various data management tasks can

be explored. We plan to exploit DPTree to investigate other types of complex queries

and various data mining tasks in P2P systems.
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Chapter 5

Identifying Frequent Items

As peer-to-peer (P2P) systems receive growing acceptance, the need of identify-

ing ’frequent items’ from the system usage data in such systems appears in a variety

of applications, ranging from cache management to network attack detection. In this

study, we define the problem of identifying frequent items (IFI) and propose an efficient

in-network processing technique, called netFilter (in-network filtering) to address this

important fundamental problem. netFilter consists of two phases: 1) candidate filtering:

data items are grouped by filters into item groups and the aggregates of item groups

are obtained to prune majority of infrequent items; and 2) candidate verification: the

aggregates for the remaining candidate items are obtained to determine whether they

are truly frequent items. We address various issues faced in realizing netFilter, including

aggregate computation, candidate set optimization, and candidate set materialization.

In addition, we analyze the performance of netFilter, derive the optimal setting mathe-

matically, and discuss how to achieve the optimal setting in practice. Finally, we validate

the effectiveness of netFilter through extensive simulations.

5.1 Introduction

Since there is no centralized administration in most P2P systems, various valuable

system information and statistics from the usage data are distributed amongst peers,
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making the operations or applications which need a global view of such information

particularly challenging to implement. For example, a music marketing firm may want to

find out which MP3 files have been downloaded more than 10,000 times in the past week.

These kinds of statistics collected from the system can help designers and administrators

to better understand/manage their systems and even detect on-going network attacks

[40, 71]. In addition, they can help understand user behavior, which may be used for

fine tuning the system performance. Since many applications require the statistics for

frequently accessed files (e.g., MP3), frequently happened events (e.g., network attacks),

frequently issued queries (e.g., keywords), and etc, which are typically represented as data

items, in this paper we focus on developing efficient techniques for identifying frequent

items in P2P systems.

Here we first define the problem of identifying frequent item (IFI) in P2P systems.

Assume that a P2P system has N peers and the data set of interest A has n distinct

data items (e.g., recording number of downloads of n pop songs). Peer i (1≤i≤N) has a

local item set Ai ⊆ A. Each item (x) in Ai has a local value, denoted by vi
x
, indicating

the value associated with Item x at Peer i. Given a threshold value t, IFI identifies the

frequent items whose global values, i.e., sum of the local values at all the peers in the

system, is greater than t. Denoting the global value of Item x by vx, i.e., vx =
∑N

i=1
vi
x
,

IFI can be formally defined as:

IFI(A, t) = {x|x ∈ A, vx ≥ t}.
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Essential operations in a variety of P2P applications can be transformed into the

problem of IFI as summarized in Table 5.1. In the table, we briefly summarize the

operations, their corresponding applications, and the local item set maintained at a peer

(Peer i with 1≤i≤N) and the local value associated with an item in transformation to

the problem of IFI. All of these applications can be realized by identifying the frequent

items that have global values greater than a given threshold value.
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Table 5.1. Applications of IFI
Operations Applications Local item set (at Peer i) Local value (of an item at Peer i)

Frequent keywords Cache management Keywords appearing in the Number of queries (among the
identification queries issued by Peer i queries issued by Peer i) that

a keyword appears in
Frequent documents Search technique design Documents stored at Peer i Number of replicas for a
identification document maintained at Peer i
Frequently co- Query refinement Pairs of keywords co- Number of queries (among the
occurring keyword occurring in the queries queries issued by Peer i) that a
pairs identification issued by Peer i pair of keywords co-occur in
Popular peers Content mirroring Peers that provide satisfactory Number of queries (among the
identification Incentive mechanism results to the queries issued queries issued by Peer i) that a peer

by Peer i provides satisfactory results to
Frequently contacted Network topology optimization Pairs of source/destination Number of packets (among the
peer pairs identification Social relationship analysis addresses that Peer i has packets passing through Peer i)

seen in the packets passing that are exchanged between a
through it pair of source and destination

Large flow of traffic Denial of service attack Destination addresses that Size of the packets (among the
(to certain destination) detection [40] Peer i has seen in the packets packets passing through Peer i)
identification passing through it that destine to an address
Frequent byte sequences Internet worm detecting [71] Byte sequences that appear Number of packets (among all of
identification in the traffic passing through the packets passing through Peer i)

Peer i containing a byte sequence
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Although the problem of IFI is prevailing in P2P systems, it is not yet addressed

by previous works based on the authors’ best knowledge. In this study, we investigate this

problem in depth. Due to the complexity and diversity of items (keywords, documents,

packets, and etc.), we assume that peers form an unstructured P2P systems where no

global index structure is maintained for the items of interest.

Effectively identifying the frequent items in P2P systems is a non-trivial issue

given the large scale of the system, the lack of central administration, and the large

number of items. A naive solution is to collect the global value for each item and then

output the items with global values exceeding the threshold as the results. However,

the frequent items are usually a small portion of the whole set of items in the system.

Therefore, collecting the global value for each item obviously is an overkill, which incurs

excessive communication overheads.

In this study, we propose netFilter for identifying frequent items in P2P systems.

netFilter consists of two phases: candidate filtering and candidate verification. To per-

form candidate filtering, items are grouped into disjoin item groups, and the aggregates1

for these item groups are obtained from the system. These aggregates of item groups

act as filters to prune majority of unqualified item groups from further consideration. A

small subset of items is retained as the candidates. Candidate verification is then invoked

to obtain the global values for these candidates to verify whether they truly satisfy the

threshold condition. The set of frequent items identified through netFilter is precise in

1The aggregate for an item or a set of items refers to the combined value for the item(s)

from different peers in the system. For instance, the aggregate for Item x (ax) is
∑

i∈P vi
x

(P ⊆ {1, 2, ..., N}). When P = {1, 2, ..., N}, the aggregate for x is also the global value of x. In
such cases, we use global value and aggregate interchangeable if the context is clear.
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terms of the following two aspects. First, there is no false positives (infrequent items

that are incorrectly reported as frequent items) or false negatives (frequent items that

are not identified). Second, the reported global values of the frequent items are precise.
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Fig. 5.1. An illustrative example of netFilter.

The example in Figure 5.1 illustrates the basic concept behinds netFilter. The

system has three peers (P1, P2 and P3). Their local item sets are depicted in the tables

besides the peers, where the left and right columns represent the identifiers of the items

and their local values, respectively. The threshold value (t) is 3. For illustration purpose,

we assume the eight items are assigned to four item groups as follows: Items a and b

are assigned to Item-group 1, Items c and d are assigned to Item-group 2, and so on.

During candidate filtering, we collect the aggregate for each item group. Among the four

item groups, only Item-group 2 has its aggregate above the threshold value. Thus, only

the two items (Items c and d) belonging to Item-group 2 are retained as the candidates.

During candidate verification, the global values for Items c and d are obtained as 1 and

3, respectively. Thus, Item d is returned as the result.
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While the above netFilter algorithm seems straightforward conceptually, three

important issues need to be addressed:

• Aggregate computation, i.e., how to obtain the aggregate for an item or a set

of items from all the peers in the system.

• Candidate set optimization, i.e., how to obtain a good candidate set with

majority of them truly satisfying the threshold condition.

• Candidate set materialization, i.e., how to generate or materialize the candi-

date set for candidate verification with no peer having a global view of the com-

plete set of items in the system. We propose techniques to address above issues.

Moreover, to optimize the performance of netFilter, we derive the optimal setting

mathematically, and discuss how to achieve the optimal setting in practice. Finally,

we evaluate the effectiveness of netFilter through extensive simulations.

In summary, the primary contributions of this work are four-fold:

1. We identify and formally define the problem of IFI, and discuss how the need of

addressing IFI exists in a variety of applications in P2P systems.

2. To address IFI, we propose an efficient in-network processing approach, netFilter,

which is a two-phase technique consisting of candidate filtering and candidate veri-

fication. We address various issues faced in realizing netFilter, including aggregate

computation, candidate set optimization and candidate set materialization.

3. We analyze the performance of netFilter, derive the optimal setting mathemati-

cally, and discuss how to set netFilter optimally in practice.
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4. We conduct extensive performance evaluation to demonstrate the effectiveness of

our proposal.

The rest of this chapter is organized as follows. The details of netFilter and its

analysis are presented in Section 5.2 and Section 5.3, respectively. The evaluation of

netFilter is presented in Section 5.4. Finally, we summarize this study and point out the

relevant issues that can be explored further in Section 5.5.

5.2 In-Network Filtering

In the previous section, we have introduced the basic idea of netFilter. Here we

look into the detailed design of netFilter, discuss related issues and propose our solutions.

netFilter consists of two phases: candidate filtering and candidate verification. We

summarize the basic operations of netFilter in Algorithm 7 where candidate filtering and

candidate verification correspond to Lines 1-3 and Line 4 in Algorithm 7, respectively.

Algorithm 7 Algorithm for netFilter.

1: Partition items into item groups.
2: Obtain aggregate for each item group.
3: Prune unqualified item groups (with aggregates below the threshold), and obtain the items

in the remaining item groups as candidates.
4: Obtain the global values for the candidates, and return the items with global values above

the threshold as the results.

While the above netFilter algorithm seems straightforward conceptually, three

important issues need to be addressed carefully:
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• Aggregate computation. Both candidate filtering and candidate verification require

computing the aggregates (corresponding to the item groups during candidate fil-

tering and candidate items during candidate verification, respectively). Since each

peer only has the local values for a partial set of items, peers have to collaborate

with each other to obtain the global value for an item or a set of items.

• Candidate set optimization. The effectiveness of netFilter relies on the ’goodness’

of the candidate set, i.e., how many items in the candidate set truly satisfy the

threshold, and how many do not. The latter are false positives in the candidate set.

How to reduce the number of false positives in the candidate set is an important

issue. Note that the false positives here refer to infrequent items in the candidate

set. There is no false position in the set of frequent items returned after candidate

verification.

• Candidate set materialization. After candidate filtering, the candidate set should

be materialized, and then disseminated to the system for candidate verification.

Given the item groups satisfying the threshold, a peer would be able to produce

the complete candidate set if it had the knowledge of the complete set of items

in the whole system. Unfortunately, each peer normally only has a partial set of

items in its local item set, i.e., Ai ⊂ A.

Figure 5.2 illustrates the whole procedure of netFilter and the issues involved in different

phases of netFilter. Our strategies to address these issues are detailed in the subsequent

subsections.
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Fig. 5.2. The procedure of netFilter.

5.2.1 Aggregate Computation

To obtain the aggregate for an item or a set of items, two possible approaches are:

1) gossip-based aggregate computation (called gossip aggregation in short) [20, 68, 131],

where peers exchange their current aggregates with their neighbors till the aggregates

(almost) converge to the global values, 2) hierarchy-based aggregate computation (called

hierarchical aggregation in short) [20, 101], where peers form into a hierarchical infras-

tructure and pass the aggregates in a bottom up fashion along the hierarchy. The gossip

aggregation mechanisms proposed in the literature require multiple (O(logN)) rounds of

communication among peers till the aggregates (almost) converge. Among these propos-

als, [68] is vulnerable to peer failure. Compared to [68], proposals in [20, 131] are more

fault-resilient but only obtain approximate aggregates. On the other hand, hierarchical

aggregation normally requires one or two rounds of communications among peers to ob-

tain the precise aggregates, even though it is more sensitive to the leave or failure of the

peers at the higher levels of the hierarchy.

In this study, due to the aforementioned limitations of gossip aggregation and the

simplicity and low communication overhead of hierarchical aggregation, we follow the

basic principle of hierarchical aggregation to design our aggregate computation. The
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major concern with forming a hierarchy in P2P systems is the frequent update of the

hierarchy upon peer join/leave/failure. To avoid this, we only recruit peers that are more

stable, i.e., being online for a longer time, to perform netFilter where other peers forward

their local item sets to one of these peers participating in netFilter. The assumption of

existence of stable peers is reasonable as discussed in [121]. Nevertheless, the proposed

technique is applicable to a well-designed gossip aggregation that is left as our future

work. In the following discussions, if unspecified otherwise, peers refer to the peers

participating in netFilter.

Proceeding to the details of aggregate computation, we first discuss how peers

form the hierarchy for aggregate computation. We then discuss how to obtain the aggre-

gates along the hierarchy and how to update the hierarchy upon peer join/leave/failure.

5.2.1.1 Forming Hierarchy

Peers form a hierarchy based on the principle of breadth-first-search (BFS). Ba-

sically, each peer (Peer i with 1≤i≤N) becomes a node in the hierarchy at depth d(i)

as follows where d(i) is the length of the shortest path (in terms of logical hops) from

the root of the hierarchy to this peer. A designated peer is first chosen as the root node

of the hierarchy (with depth as 0). This designated peer could be a randomly selected

peer, the most stable peer, or a peer that is close to the center of the network. In this

study, we choose a peer randomly as the root node and leave other options for future

exploration. The immediate neighbors of the root node become the nodes at depth 1

in the hierarchy. They set the root node as their upstream neighbor and set themselves

as the downstream neighbors of the root node. The immediate neighbors of the peers
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at depth 1 that are not yet included in the hierarchy become the nodes at depth 2 in

the hierarchy. These peers’ upstream neighbors and downstream neighbors are set up

accordingly. This process continues till we reach the peers whose immediate neighbors

are all already included in the hierarchy, i.e., these peers have no downstream neighbors.

Such peers are the leaf nodes of the hierarchy. The nodes that are neither the root or

leaf nodes are called the internal nodes of the hierarchy. We associated each peer in the

hierarchy with its depth so that the messages can be propagated along the hierarchy

properly.

Figure 5.3 illustrates one example of the hierarchy. The peers depicted by the

squares are the peers participating in netFilter. These peers form a hierarchy with four

levels. Other peers depicted by the dark circles connect to one of those peers participating

in netFilter and report their local item sets to them.

Fig. 5.3. An illustrative example of aggregate computation.
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Note that multiple peers might simultaneously issue requests for identifying fre-

quent items with different threshold values. Instead of forming a separate hierarchy

and invoking individual netFilter for each request, we use the following technique. The

requests from different peers are first forwarded to the root node, which then invokes

netFilter with the threshold value t set to the minimum threshold value among all the

requests that it receives. The returned result set, i.e., the set of frequent items with

their global values above the minimum threshold value (among all the requests), is the

superset of the result sets for the requests with larger threshold values. We can simply

form the proper result set for each request from this superset and forwards it to the

corresponding peer requesting such a frequent item set. In this way, multiple requests

from different peers are sharing the same hierarchy and netFilter process.

5.2.1.2 Computing Aggregates

To compute the aggregate for an item or a set of items, the peers corresponding

to the leaf nodes propagate the corresponding local values to their upstream neighbors,

respectively. A peer representing an internal node merges its own local value for the

item(s) under consideration with the values received from its downstream neighbors,

and then forwards the merged result to its upstream neighbor. Eventually, the root

node has the final aggregate (global value) for the item(s). Note the communication

cost incurred at the peers located at the higher levels of the hierarchy is almost the

same as that incurred at the peers located at the lower levels of the hierarchy. Thus,

this aggregate computation mechanism does not result in performance bottlenecks at the

higher levels of the hierarchy.
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5.2.1.3 Updating Hierarchy

In most deployed P2P systems, peers exchange heartbeat messages with their

neighbors periodically to inform the aliveness among each other. Here we modify these

heartbeat messages slightly by including a DEPTH counter, indicating the depth of the

message sender in the hierarchy, so that they can be used to update the hierarchy upon

peer join/leave/failure. To accommodate a new peer participating in netFilter, the up-

stream neighbor and downstream neighbors of the newly joined peer are set up similarly

as described in Section 5.2.1.1. The repair of the hierarchy upon peer leave/failure is

more complex. Upon detecting that the upstream neighbor leaves or fails by the lack of

heartbeat messages from this neighbor for a predefined time interval, a peer invokes the

repair of the hierarchy as follows. It first sets its depth in the hierarchy as ∞. In addition,

the downstream neighbors of this peer are recursively informed to set their depth as ∞.

When a peer with depth as ∞ receives a heartbeat message from a neighbor (Pi) with

depth (d(Pi)) less than ∞, it becomes a node at depth (d(Pi)+1) in the hierarchy by

setting Pi as its upstream neighbor and setting itself as one of the downstream neighbors

of Pi.

5.2.2 Candidate Filtering

To perform candidate filtering, items are first partitioned into disjoint item groups.

The aggregates for item groups are obtained through aggregate computation as presented

in Section 5.2.1.2. These aggregates of the item groups act as filters to filter out unquali-

fied items (i.e., those in the item groups with aggregates below the threshold) and retain

the items in the item groups with aggregates above the threshold as the candidates. We
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call the items with their global values below the threshold as light items and the items

with their global values above the threshold as heavy items. Similarly, we call the item

groups with their aggregates below (above) the threshold as light (heavy) item groups.

In the following, we first discuss how items are partitioned into item groups. We then

discuss strategies for candidate set optimization.

5.2.2.1 Item Partitioning

Given the fact that a peer only has a partial set of items in the system, a solution

to partition items into item groups that requires a priori knowledge of the complete set

of items in the system would mandate heavy coordination among peers. Here a natural

solution for item partitioning is hashing. Each of the n items is mapped to one of the

g item groups through a hashing function h(x) : A → B, where A and B are the set of

items and set of item groups, respectively. g is referred to as the filter size. Each peer

obtains the local values for the item groups as follows. It assigns each of its local items

to one of the g item groups and increases the local value of the corresponding item group

accordingly. For instance, if an item x of Peer i is mapped to item group Bj (1 ≤ j ≤ g),

the local value for Bj at Peer i is increased by vi
x
.

5.2.2.2 Candidate Set Optimization

Since the aggregate of an item group is the summation of the global values of all

the items in the item group, some items in the heavy item group might have their global

values below the threshold but are retained as the candidates, i.e., these candidates are
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false positives. There are two types of false positives in the candidate set caused by two

different reasons:

1. Homogeneous false positive The global values of all the items in a heavy item

group are below the threshold but their summation exceeds the threshold (the

heavy item group consists of light items only).

2. Heterogeneous false positive Some items with their global values below the

threshold are grouped into the same item group with other items with global values

above the threshold (the heavy item group consists of some light items and some

heavy items).

Two strategies are proposed to minimize the number of false positives in the

candidate set:

Strategy 1: Setting the filter size properly. Small g (filter size) incurs

low communication overhead during candidate filtering but results in a large number

of false positives in the candidate set. Large g reduces the number of false positives in

the candidate set but incurs high communication overhead during candidate filtering.

Therefore, we should set g to a value achieving a nice balance between the number of

false positives and the communication overhead incurred during candidate filtering.

Strategy 2: Applying multiple filters. To further reduce the number of false

positives, we apply multiple (f) filters. Each filter is defined by a hash function, i.e.,

h(x)i (1 ≤ i ≤ f) : A → Bi, which maps one of the n items to the set of item groups Bi.

An item becomes a candidate only if it is retained by all of the f filters, i.e., each of the

f item groups that it belongs to is heavy.
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Fig. 5.4. An illustrative example of multiple filters.

We use Figure 5.4 to illustrate an example for multiple filters. We apply four

filters and obtain four sets of aggregates with one corresponding to each filter. The

shaded rectangles indicate heavy item groups and blank rectangles indicate light item

groups. Suppose an item x is hashed by the four filters to Item-groups 1, 5, 2, and 3,

respectively. Another item y is hashed to Item-groups 7, 5, 10, and 1, respectively. Since

all of the four item groups that Item x belongs to are heavy, Item x becomes a candidate.

On the other hand, Item y is pruned since one of the item groups that Item y belongs

to (Item-group 1 according to Filter 4) is light.

Note that appropriate settings of f and g are crucial to the effectiveness of net-

Filter. An analysis that derives the optimal settings for them will be given in Section

5.3.
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5.2.3 Candidate Verification

In order to perform candidate verification, we need to address candidate set mate-

rialization, i.e., generating the candidate set so that peers can compute the global values

for these candidates. If the root of the hierarchy has a complete view of all the items

in the system, it can materialize the candidate set by examining the heavy item groups

obtained from candidate filtering. However, in practice, the root may not have the com-

plete set of items in the system. One possible solution is to perform another aggregate

computation to obtain the complete set of items in the system. Given the large number

of items, this aggregate computation is almost as costly as the naive approach, and thus

it is not feasible.

We observe that with the list of heavy item groups provided, each individual

peer can determine which of the items in its local item set are candidates. Thus, each

individual peer can materialize part of the candidate set and obtains a partial candidate

set. During aggregate computation, these partial candidate sets are merged implicitly.

When we reach the root of the hierarchy, we obtain the complete set of candidates

and their global values. Based on this observation, we propose to perform candidate set

materialization and aggregate computation for the candidates (called candidate aggregate

computation) in an integrated fashion as illustrated in Algorithm 8. Eventually, the root

node has the global value for each item in the complete set of candidates exactly. It then

outputs those items with global values above the threshold as the results.
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Algorithm 8 Algorithm for candidate set materialization and candidate aggregate com-
putation.

1: The root propagates the identifiers of the heavy item groups downwards along the hierarchy
recursively.

2: Upon receiving the identifiers of the heavy item groups, a peer materializes the candidate set
according to its local item set and obtains a partial candidate set.

3: The peers corresponding to the leaf nodes of the hierarchy start to propagate the pairs of
〈identifier, local value〉 of the items in its partial candidate set to their upstream neighbors.

4: A upstream neighbor merges its partial candidate set with the partial candidate sets re-
ceived from the downstream neighbors, updates the values for the candidates accordingly,
and propagates the merged result upwards along the hierarchy.

5.3 Analysis of netFilter

In the following, we first derive the cost model for netFilter. From the cost

model, we derive the optimal setting for the filter size g (the number of item groups per

filter) and the number of filters f . We then discuss how to achieve the optimal settings

for netFilter in practice. For comparison, we also derive the cost model for the naive

approach where the host nodes forward their local item sets along the hierarchy. As we

explained before, we recruit a set of stable peers to form the hierarchy. Thus, we expect

that the events of join/leave/failure of the peers in the hierarchy are rare. In addition,

both of netFilter and the naive approach under consideration are based on hierarchical

aggregation. Therefore, we ignore the cost incurred by hierarchy formation and update.

Table 5.2 lists the symbols used in the following discussions. Note that threshold t

can be either an exact value (e.g., 1000) or an expression, e.g., t = δ·v, where v is the sum-

mation over all of the local values of all the items in the system (i.e., v =
∑n

j=1

∑N
i=1

vi
j
).

Thus, t = δ·v indicates t is δ fraction of v. We call δ as the threshold ratio. Without

loss of generality, we assume that t is expressed as δ·v in the following discussions. In
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Table 5.2. Symbols used in the analysis of netFilter.
Symbols Descriptions
N Number of peers in the network
n Number of distinct items in the system
o Number of distinct items in the local item set of a peer
t Threshold value
δ Threshold ratio (t = δ·v)
v̄ Average global value of items
v̄light Average global value of light items

r Number of heavy items
w Number of heavy item groups
fp Number of false positives
b Number of downstream neighbors per peer
h Height of the hierarchy
g Size of filter (number of item groups per filter)
f Number of filters
sa Size of the value representing an aggregate
sg Size of the identifier of an item group

si Size of the identifier of an item
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addition, we assume that we have the values of v and N through simple aggregate com-

putation. To obtain v, each peer contributes a single value, i.e., the summation over all

of the local values of the items in its local item set, to the final aggregate. To obtain

N , each peer contributes the single value of 1 to the final aggregate. The aggregate

computation for v and N can be combined with other aggregate computation since they

only need to propagate one single value along the hierarchy, respectively.

Since the main focus of this paper is to identify frequent items at a minimum

communication overhead, we use the following performance metric in the analysis:

• Communication cost: the average number of bytes propagated per peer.

Communication cost includes the cost incurred by candidate filtering and candidate veri-

fication. The cost incurred by candidate verification itself includes the cost to disseminate

the identifiers of the heavy item groups to the system (so that peers can materialize the

candidate set) and the cost to compute the aggregates for the candidates. We refer

the cost incurred by candidate filtering, dissemination of the identifiers of the heavy

item groups, and candidate aggregate computation as candidate filtering cost, candidate

dissemination cost and candidate aggregation cost, respectively.

5.3.1 Cost Model for netFilter

During candidate filtering, a peer propagates the aggregate for each item group.

Thus, the candidate filtering cost is sa·f ·g. After candidate filtering, the root propagates

the identifiers of the heavy item groups to the system. Thus the candidate dissemination

cost is sg·f ·w. To obtain the global value for a candidate item, each peer propagates

the pair of 〈identifier, value〉 for this item. Therefore, the candidate verification cost
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is (sa+si)·(r+fp). We can then derive the total cost incurred by netFilter, denoted by

Cfilter, as

Cfilter = sa · f · g + sg · f · w + (sa + si) · (r + fp). (5.1)

5.3.2 Cost Model for the Naive Approach

We derive the communication cost incurred by the naive approach, denoted by

Cnaive, as:

(sa + si) · o ≤ Cnaive ≤ (sa + si) · o · h · b. (5.2)

Note the above result may seem surprising since intuitively we expect that the communi-

cation cost incurred by the naive approach is O(n·N). The reason that this cost is smaller

than O(n·N) is that a peer only needs to propagate the pairs of 〈identifier, value〉 for

the items with nonzero values (these items are the union of the items in its own local

item set and the items propagated from its downstream neighbors). The number of items

propagated by the peers at the lower levels of the hierarchy is close to o, the size of their

local item sets, and the number of items propagated by the peers at the higher levels of

the hierarchy increases up to n. Averaging over all the peers, the number of items that

a peer needs to propagate is in the order of o, resulting in the above Formula.

5.3.3 Optimal Setting for the Size of Filters (g)

Given the average global value of light items in the system (v̄light), in order to

avoid homogeneous false positives, no more than t
v̄light

items should be hashed to an

item group. Therefore, g should be greater than
n·v̄light

t . Since t = δ·v and v = n·v̄, we
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obtain the optimal setting for g (denoted by gopt) as

gopt = c +
v̄light

δ · v̄ (5.3)

with c as a small positive constant.

5.3.4 Optimal Setting for the Number of Filters (f)

We argue that the optimal f setting (denoted by fopt) is the one that can make

the number of heterogeneous false positives (denoted by fp2) as small as
g·sa

sa+si
. At this

point, netFilter incurs the minimum communication overhead, denoted by Copt. We first

derive the formula for fp2 before we explain the reason.

The number of heterogeneous false positives (fp2) is the total number of light

items multiplied by the probability of heterogeneous false positives (denoted by pfp2).

The total number of light items is (n− r). pfp2 equals the probability that a light item

resides in the same item groups with a heavy item for all the f filters. In the following,

we derive pfp2. We first consider a specific filter i with 1 ≤ i ≤ f . The probability that

a heavy item resides in a specific item group for filter i is 1
g , and the probability that

a light item does not reside in the same item group with this heavy item for filter i is

1 − 1
g . From this, we can then derive the probability that a light item does not reside

in the same item group with any of the r heavy items for filter i is (1 − 1
g )r. Therefore,

the probability that a light item does reside in the same item group with at least one

of the r heavy items for filter i is 1 − (1 − 1
g )r. We can then derive pfp2 (equal to the

probability that a light item resides in the same item groups with a heavy item for all
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the f filters), i.e., pfp2 = (1 − (1 − 1
g )r)f . Thus,

fp2 = (n − r) · pfp2 = (n − r) ·
(

1 −
(

1 − 1

g

)r)f
. (5.4)

We now explain why we can achieve the minimum communication cost (Copt)

with the optimal f setting (fopt) as the one that makes fp2 as small as
g·sa

sa+si
. Since the

number of heavy item groups normally is much smaller than the filter size (i.e., w<<g),

the candidate dissemination cost is much smaller than the candidate filtering cost and

is ignored in the following derivation. With the proper setting on g as discussed above,

we avoid homogeneous false positives, and thus fp = fp2. Therefore, Formula 5.1 can

be simplified as follows:

Cfilter ≈ sa · f · g + (sa + si) · (r + fp2). (5.5)

According to the above formula, when we increase f to fopt+1, we increase the

candidate filtering cost by g·sa. However, the decrease on fp2 will be at most
g·sa

sa+si

(since fp2 =
g·sa

sa+si
when f = fopt, and fp2 >= 0 when f = fopt+1). We can then derive

the candidate aggregation cost decreases at most by (sa+si)·
g·sa

sa+si
= g·sa. Therefore,

the communication cost incurred by netFilter when f = fopt+1 is not smaller than

Copt. Increasing f further will incur communication cost greater than that incurred

when f = fopt+1.

On the other hand, when we decrease f to fopt−1, the candidate filtering cost

decreases g·sa. According to Formula 5.4, fp2 increases y times with y = 1
1−(1−1/g)r

,
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i.e., the increase on fp2 is
g·sa

sa+si
·(y-1). In most cases y is greater than 2. We can then

derive the increase on the candidate aggregation cost is greater than (sa+si)·
g·sa

sa+si
=

g·sa in general. Therefore, the communication cost incurred when f = fopt−1 is greater

than Copt. Similarly, decreasing f further will increase the communication cost further

beyond that incurred when f = fopt−1. From above discussion, we can see that the

communication cost is the minimum when f = fopt. Replacing fp2 by
g·sa

sa+si
in Formula

5.4, we can derive

fopt =









log 1

1−(1−1
g )r

(sa + si) · (n − r)

g · sa









. (5.6)

5.3.5 Setting netFilter Optimally In Practice

From Formulae 5.3 and 5.6, we can see that in order to obtain the optimal setting

for g and f , we need to know v̄light, v̄, n, and r (with δ, sa, and si given). In the

following, we explain how to obtain the estimation for these values in practice.

We perform random sampling to obtain v̄, v̄light and n. An intuitive approach

for random sampling is to collect statistics from the peers within one or two hops away

from the root of the hierarchy. However, it is possible that there exists some correlation

among the local values of the items in a close neighborhood (within one or two hops),

which may have ill effect on random sampling. Therefore, we propose to randomly select

a few branches in the hierarchy, e.g., the peers along the path from the root to the leaf

nodes, for sampling. Each of the sampled peers randomly selects some of the local items

from its local item set, for which the aggregates are collected from these sampled peers.

Assume there are x distinct items in the sampled item set, and each of such items

has an aggregate from the sampled peers as v′
i
(1 ≤ i ≤ x). We estimate the global value
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of each of such items as ṽi =
v′
i
·v

∑x
i=1

v′
i

(as mentioned in the beginning of this section, v

is the summation over all of the local values of all the items in the system, and can be

obtained by simple aggregate computation). We then derive the estimation for v̄light,

denoted by ṽlight, as

ṽlight =

∑

1≤i≤x
ṽi<t

v′
i

∑

1≤i≤x
ṽi<t

1
, (5.7)

and the estimation for v̄, denoted by ṽ, as

ṽ =

∑

1≤i≤x v′
i

x
. (5.8)

To obtain an estimation for n, the sampled peers propagate and merge their local

item sets along the hierarchy similarly as aggregate computation. Eventually, the root

obtains the set of distinct items from the sampled peers. Denoting the number of distinct

items obtained from the sampled peers by n′, the estimation for n (denoted by ñ) is

ñ =
n′ · N
Ns

(5.9)

where N and Ns are the total number of peers in the system and the number of sampled

peers, respectively. As described in the beginning of this section, N can be obtained

through simple aggregate computation. We can obtain the value of Ns similarly from

the sampled peers.

The value of r is difficult to obtain. We perform some empirical experiments

and find that r normally is a small constant for a variety of data distributions and δ
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Fig. 5.5. Number of heavy items (n = 106).

values. As demonstrated in previous studies, the global values of items usually follow

zipf-distribution or zipf-like distribution [10, 40]. Therefore, we obtain the r values for a

set of data with their values following zipf-distribution, which provides a ready parameter

(α) controlling the skewness/uniformity of the data distribution. When α is 0, items have

randomly uniformly distributed values. When α is large, the value distribution is skewed

where majority of the items have small values and a few items have very large values.

Figure 5.5 shows the values of r with varying α values and δ values (the number of items

is 106). From this figure, we can see that r is only a very small fraction of the total

number of items. For instance, the maximum r value is around 70 when δ = 0.001 and

α = 1.
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5.4 Performance Evaluation

We move on to evaluate netFilter’s effectiveness using extensive simulations. We

first tune the performance of netFilter by varying the size of filters (g) and the number

of filters (f). We then evaluate the performance of netFilter under different settings

of data skewness (α) and threshold ratios (δ). For comparison, we also implement the

naive approach and evaluate its performance2. In the following, we first describe the

simulation setup and performance metrics. We then present the details of the simulation

results.

Table 5.3. Parameters used in the simulations of netFilter
Symbols Descriptions Default
N Number of peers in the network 1000

n Number of distinct items in the system 105

o Number of distinct items in the local item set of a peer 1000
δ Threshold ratio 0.01
α Skewness of zipf distribution 1
b Number of downstream neighbors per peer 3
sa Size of the value representing an aggregate 4 bytes
sg Size of the identifier of an item group 4 bytes

si Size of the identifier of an item 4 bytes

2As mentioned in Section 2.3, some studies obtain an approximate set of frequent items and
the communication cost incurred is O(a

ǫ ) where a is either a constant or proportional to log(n)
and ǫ is the given error tolerance. We do not compare with these techniques since the result set
returned in these studies is approximate, which is different from our focus here. But the rule of
thumb is that when the given error tolerance is very small, the communication cost incurred by
these techniques is even higher than the cost incurred to obtain a precise set of frequent items
using our technique.
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The simulation parameters and their default values (unless otherwise stated) are

given in Table 5.3. Most of these parameters are self-explanatory. More details for some

of the parameters are given as follows. We use zipf distribution (with data skewness

parameter α) to model the distribution of values for items. We generate 10·n instances

of these items with their frequencies (global values) following zipf-distribution. We then

randomly distribute these 10·n items to the N nodes. Therefore, the number of items on

each peer is 10·n
N (the default is 10·105

1000 = 1000). Without loss of generality, we use 4-

bytes integers to represent the aggregate values, identifiers of item groups, and identifiers

of items (i.e., sa = sg = si = 4 bytes).

We use the total communication cost defined in Section 5.3 as the main perfor-

mance metric. To better understand the performance of netFilter, we distinguish the

candidate filtering cost, candidate dissemination cost and candidate aggregation cost

at some points. If unspecified otherwise, the communication cost refers to the total

communication cost, which is the lumped sum of these three individual costs.

5.4.1 Effect of the Filter Sizes

We conduct experiments to evaluate the effect of the filter sizes on the performance

of netFilter. Figure 5.6(a) shows the average number of candidates propagated per

peer during candidate verification and the number of heavy item groups with g varying

from 25 to 500 (the number of filters is set to 3). For readability, the y-axis is on log

scale. From this figure, we can see that when the filter size is very small (<100), the

filtering performance is poor. In fact, at this range of filter sizes, none of the items are

pruned. Thus, the candidate verification performs similarly as the naive approach, and
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the average number of candidates propagated per peer during candidate verification is

in the order of the size of local item set3. When the filter size increases, the filtering

performance improves significantly, resulting in significant reduction on the number of

candidates propagated per peer. For instance, when the filter size increases from 50 to

100, the number of candidates propagated per peer reduces from 2030 to 58. When the

filter size increases further, the decrease on the number of candidates propagated per

peer becomes less significant.

The major trend observed from the number of heavy item groups is that it in-

creases initially, then decreases. When the filter size is small (<100), the number of

items assigned to an item group is very large, which makes all item groups heavy. Thus,

at this range of filter sizes, the number of heavy item groups increases with the filter

size. When the filter size becomes larger (≥ 100), the number of items assigned to an

item group becomes less, resulting in less number of heavy item groups.

Figure 5.6(b) shows the communication cost incurred by netFilter under the same

setting as for Figure 5.6(a). We also plot the candidate filtering cost, candidate dissem-

ination cost and candidate aggregation cost in the figure. The candidate filtering cost

increases linearly with the filter size. The candidate aggregation cost and candidate

dissemination cost are proportional to the number of candidates propagated per peer

and the number of heavy item groups as displayed in Figure 5.6(a), respectively. This

confirms our analysis in Section 5.3.1.

3The reason that this number is smaller than the total number of candidates (in this case, n)
is the same as explained in Section 5.3.2.



190

With above discussion, we can easily explain the plot for the total cost in Figure

5.6(b). The total cost initially increases slightly, then decreases significantly, followed by

an increase again. When the filter size is very small (<100), the total cost is dominated

by the candidate aggregation cost. This explains the initial increase of the total cost

(since candidate aggregation cost increases at this range of filter sizes). When the filter

size becomes larger (≥ 100), the improved filtering performance results in significant

decrease on the candidate aggregation cost. When the filter size increases further, the

total cost is dominated by the candidate filtering cost, explaining the latter increase

of the total cost. Among all of the tested cases, the total cost reaches the smallest

when g is 100. This confirms our analysis in Section 5.3.3. According to Formula 5.3,

gopt = c+
v̄light
δ·v̄ (c is a small positive constant). Since δ is 0.01 and

v̄light
v̄ is around 0.8,

we obtain gopt = c + 80.

5.4.2 Effect of the Number of Filters

We vary the number of filters (f) from 1 to 10 and evaluate its effect on the

performance of netFilter. Figure 5.7(a) shows the number of candidates propagated per

peer during candidate verification and the number of heavy item groups (the filter size is

set to 100). The number of candidates propagated per peer decreases with the number of

filters, which confirms the benefits of multiple filters as discussion in Section 5.2.2. The

major trend observed on the number of heavy item groups is that it almost increases

linearly with the number of filters, which is expected.
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Figure 5.7(b) shows the communication cost under the same setting as for Figure

5.7(a). We also plot the candidate filtering cost, candidate dissemination cost and can-

didate aggregation cost in the figure. When the number of filters is small, the candidate

aggregation cost is large. With the increase of the number of filters, the filtering perfor-

mance improves, resulting in reduced candidate aggregation cost. On the other hand,

the major trend observed on both candidate filtering cost and candidate dissemination

cost is that they increase linearly as expected.

The total cost initially decreases, then increases. When the number of filters

is small, the total cost is dominated by the candidate aggregation cost. The initial

decrease is explained by the improved candidate aggregation cost. With the further

increase on the number of filters, the total cost is dominated by the candidate filtering

cost, which explains the latter increase of the total cost. Among all of the tested cases,

the total cost is the smallest when f is 3. This again confirms our derivation in Section

5.3.4. According to Formula 5.6, fopt = ⌈log1/(1−(1−1/g)r)(sa + si)·(n − r)/(sa · g)⌉ =

⌈log
1/(1−(1−1/100)7)

(4 + 4) · (105 − 7)/(4 · 100)⌉ = 3.

5.4.3 Effect of Data Skewness

We conduct experiments to evaluate the effect of data skewness on the perfor-

mance of netFilter. Figure 5.8(a) and (b) show the results under different α values

(data skewness) with N as 105 and 106, respectively. We adopt the optimal setting for

netFilter obtained from similar experiments as in the above two subsections (the filter

size is set to 100, and the number of filters is set to 3 and 5 under n as 105 and 106,

respectively). We include the communication cost incurred by the naive approach for
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comparison. For readability, the y-axis is on log scale. From these figures, we can see

that the cost incurred by netFilter is much smaller than that incurred by the naive ap-

proach. For instance, with n as 106, the cost incurred by netFilter is only 2% − 5% of

that incurred by the naive approach. This confirms our analysis in previous section. In

addition, the cost incurred by both netFilter and the naive approach decreases with the

data skewness. For netFilter, this is explained by the improved filtering performance

under very skewed data. For the naive approach, as the data skewness increases, the

average number of distinct items that a peer propagates along the hierarchy is reduced,

resulting in reduced communication cost.
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5.4.4 Effect of Threshold

To evaluate the effect of the threshold, we conduct experiments under different

threshold ratios (δ). Figure 5.9 shows the results with δ set to 0.1, 0.01 and 0.001. We

plot the communication cost incurred by the naive approach for comparison. Again,

we adopt the optimal setting for netFilter (the size of filter and number of filters are

set to (10, 6) under δ = 0.1, (100, 5) under δ = 0.01, and (1000, 2) under δ = 0.001).

From this figure, we can see when the threshold ratio increases, the communication cost

decreases. This is as expected since larger threshold implies less number of items satisfies

the threshold condition.

5.5 Summary

The need of identifying frequent items (IFI) appears in a variety of P2P appli-

cations. In this study, we investigate the problem of IFI in P2P systems. We first

formally define the problem of IFI, and discuss how the essential operations in various

P2P applications can be transformed to the problem of IFI. We propose an efficient

in-network processing technique called netFilter to address IFI. In addition, we address

various issues involved in the design of netFilter, i.e., aggregate computation, candidate

set optimization, and candidate set materialization. Furthermore, we obtain the cost

model for netFilter, derive the optimal setting for netFilter mathematically, and provide

solutions to achieve the optimal setting in practice. Through extensive simulations, we

validate the cost model and demonstrate the effectiveness of netFilter.
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In the future, we plan to investigate a fault-tolerant gossip aggregation that can

obtain the precise aggregates from the network. We then plan to extend the solutions

proposed in this study on gossip aggregation. In addition, we plan to leverage our

proposal to address various issues in P2P systems as summarized in Table 5.1, e.g.,

cache management, query refinement, network attack detection, and etc.
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Chapter 6

Monitoring Changes on the Data Distribution

A massive amount of data is collected and stored at a large number of host nodes

connected via wired networks or wireless networks. Users are often interested in mon-

itoring some interesting patterns or abnormal events hidden in the data rather than

the raw data. Transferring all the raw data observed at each host node to a central

coordinator for processing is costly and unnecessary. In this study, we investigate moni-

toring changes on the data distribution in the networks (MCDN), which is a prevailing

task for a wide range of applications. To address this problem, we propose a technique

called wavenet. The basic idea is to compress the local item set of each host node into

a compact yet accurate summary, called localwavelet, for communication with the coor-

dinator. In addition, we identify various issues involved in the design of wavenet, i.e.,

localwavelet construction in a sparsely populated data domain and localwavelet propa-

gation, and propose localwavelet refinement and adaptive monitoring to address these

issues, respectively. The extensive performance evaluation demonstrates the efficiency

of wavenet.

6.1 Introduction

A massive amount of data is collected and stored at a large number of host nodes

connected via wired networks or wireless networks, such as sensor networks, mobile ad
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hoc networks, Internet, and etc. Users are often interested in monitoring some ”interest-

ing” information hidden among the data, such as anomalies or patterns, rather than the

raw data themselves. For instance, monitoring patterns or trends itself usually is one

of the major tasks for sensor networks. In addition, monitoring trends or anomalies in

the network traffic can help pinpoint the performance bottlenecks of the network, facili-

tate the designers and administrators make strategic decisions on the system design and

resource management, ensure the network’s proper operation, and even detect on-going

network attacks [40, 71, 77]. For such applications, simply transferring the raw data

collected at all the host nodes to a central coordinator for processing is unnecessary and

also impractical due to the vast amount of data and large scale of the network.

In this study, we investigate efficient techniques for MCDN, one of the important

monitoring tasks. In the following, we use three examples to motivate this task.

• Changes on the distribution of network traffic features (e.g., IP addresses, ports)

observed in the flow traces can be used to detect a wide spectrum of network

anomalies, including alpha flows, DOS attacks, flash crowds, and etc. ([77]). For

instance, alpha flows are characterized by a concentrated distribution in source and

destination addresses. DOS attacks are characterized by a concentrated distribu-

tion in destination addresses. Flash crowds are characterized by traffic originated

from a dispersed set of source ports to a concentrated set of destination addresses.

• In applications that query networked data sources, statistics about the selectivity

of query predicates often need to be collected from the networks to facilitate query
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optimization. MCDN can be adopted in such applications to help collecting the

required statistics from the networks efficiently.

• MCDN can be applied on various distributed data mining tasks (e.g., clustering,

outlier detection) to significantly reduce the communication cost. A common ap-

proach to perform distributed data mining in the network system (e.g., [120]) is to

first construct a global state based on the data distribution in the system and then

disseminate the global state to the host nodes, which then perform local compu-

tations based on the obtained global state. It would be too costly to constantly

evaluate/re-construct the global state by pulling the raw data from all the host

nodes. A better solution is to monitor changes on the data distribution in the

networks, which then trigger the re-evaluation and/or re-construction of the global

state to ensure the validity of the global state.

6.1.1 Problem Formulation

Assume in the networks, N remote host nodes are collecting data. A designated

coordinator is responsible for detecting and reporting changes on the distribution of

the data, which are the union of the data collected at all the host nodes. The host

nodes communicate with the coordinator, and themselves do not communicate with

each other (aggregation techniques as proposed in [94, 95] could be adopted if the host

nodes organize into a multi-level hierarchical structure. In this study, we do not apply

aggregation and assume the host nodes do not communicate with each other to highlight

the contributions made by our proposal). Figure 6.1 illustrates the system model. This

model has been adopted in most prior works on distributed monitoring problem [15,
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30, 31, 37, 69, 104]. As a matter of fact, this model is the representative model used

in a large class of applications, including network monitoring where network elements

(e.g., routers) distributed in the networks collect network traffic statistics, such as link

bandwidth utilization or the volume of traffic exchanged among host nodes, and report

to a central Network Operation Center (NOC) for processing.

local item sets A k
1 A k

2 A k
NA k

N−1

A k
1 A k

NA U=

host nodes

coordinator

1 2 N−1 N. . . 

answersU ...

Fig. 6.1. System Model of MCDN.

We use t to denote the number of distinct items in the system. The item set of

interest is represented by A, which consists of t items, i.e., Item 1, Item 2, ..., Item t.

Therefore, the domain of the item set A is {1, 2, ..., t}. Each host node j ∈ {1, 2, ..., N}

has a local item set at time k, denoted by Ak
j
, which is a subset of A. We use vk

i,j
to

denote the non-negative local value associated with Item i in host node j at time k. An

item’s global value at time k, denoted by vk
i
, is the sum of the local values for Item i

in all the host nodes at time k, i.e., vk
i

=
∑N

j=1
vk
i,j

. vk denotes the sum of the global

values of all the items in the system at time k, i.e., vk =
∑t

i=1
vk
i
.
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As an example, in the case of network monitoring where the routers collect the

volume of traffic exchanged between source-destination IP address pairs [77], the in-

terpretation of the aforementioned terms is as follows. The item set A is the set of

source-destination IP address pairs, and the domain of A is {1, 2, ..., 264}. The local

value vk
i,j

is the size of the packets exchanged between the source-destination IP address

pair i that are observed by host node (router) j at time k. The global value vk
i

is the

size of the packets exchanged between the source-destination IP address pair i that are

observed by all the host nodes (routers).

To measure the distribution of the global values among items in the system, we

could adopt different metrics, such as entropy, cumulative sum, or even histogram. Note

that regardless of the metric used, we expect the research issues to be discussed in the

following are inherent to the problem of MCDN and the proposed techniques are not

affected significantly by the adopted metric. In this study, we use (normalized) entropy

(as exemplified in [77], entropy is very useful to measure traffic feature distribution to

reveal network anomalies). Here, we normalize entropy by log(t) so that the value of

normalized entropy is in the range of [−1, 0]. In the following, we refer normalized

entropy as entropy if the context is clear.

Now we proceed to the formal definition of MCDN. MCDN is to detect and report

distribution changes with respect to ǫ, defined as the changes on the normalized entropy

that exceed a predefined threshold ǫ. We denote the normalized entropy of an item set

at time k as Ek, i.e.,

Ek =
−∑t

i=1

vk
i

vk log
vk
i

vk

log(t)
(6.1)
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Suppose the most recently reported entropy is Ek′ . MCDN is to report Ek with |Ek −

Ek′ | ≥ ǫ where k > k′. Formally,

MCDN = {(k, Ek)||Ek − Ek′ | ≥ ǫ} (6.2)

MCDN implicitly requires the global knowledge of all the distinct items in the sys-

tem. It is a nontrivial task to solve MCDN efficiently given the following characteristics

of the data and the system to be monitored: 1) Decentralization: different host nodes,

connected via wired or wireless networks, are collecting data; 2) Large scale: the number

of host nodes is normally very large; 3) Continuality: data are constantly generated at

the host nodes; 4) Real time: the changes on the data distribution should be detected

early enough to be useful.

6.1.2 Contributions

An intuitive solution to address MCDN is to use histogram to summarize the local

item sets and propagate the histograms to the coordinator. As discussed later, this sim-

ple solution is not adequate to address MCDN. In this study, we propose a distributed

monitoring framework, called wavenet, to monitor changes on the data distribution in

the networks efficiently. Wavenet, drawing inspirations from the wavelet technique, com-

presses the local item set at a host node into a compact and accurate summary, called

localwavelet, for communication with the coordinator. We identify two research issues

involved in the design of wavenet, i.e., localwavelet construction in a sparsely populated

data domain and localwavenet propagation. To address localwavelet construction in a
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sparsely populated data domain, we propose localwavelet refinement, which transforms

the items in the original data domain into a compact virtual valid item set that carries

the values for the valid items (items with non-zero global values) in the system based

on probabilistic counting [45], and then constructs refined localwavelets on the virtual

valid item set. To address localwavelet propagation, we propose adaptive monitoring

that propagates localwavelets to the coordinator only when necessary, i.e., when changes

on the local values of items are significant enough to potentially result in distribution

changes with respect to ǫ.

According to the authors’ best knowledge, this is the first study addressing the

problem of MCDN. We summarize the primary contributions of this paper as follows:

1. We identify and formally define a fundamental problem, i.e., monitoring changes

on the data distribution in the networks (MCDN), which is encountered in a wide

range of applications, e.g., network anomalies detection, query optimization on

networked data, and distributed data mining.

2. We propose a distributed monitoring framework called wavenet that efficiently

monitors changes on the data distribution in the networks.

3. We propose a suite of techniques to address various issues involved in the design of

wavenet, i.e., localwavelet construction in a sparsely populated data domain and

localwavenet propagation.

4. We perform extensive evaluation to demonstrate the efficiency of wavenet.

A couple of recent studies also leverage the technique of wavelet, e.g., [72, 85, 98].

However, the problems addressed in those studies are different from the problem that
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we address here, and thus the research issues involved and the proposed techniques

are completely different. In [72], wavelet is applied to remove noises from a signal so

that congested links can be detected. In our previous study [85], we leverage wavelet to

facilitate load balancing in P2P systems. In [98], wavelet technique is applied to estimate

query selectivity.

The rest of this chapter is organized as follows. We provide some preliminary

background knowledge in next section. We then present the design details of wavenet in

Section 6.3. The performance evaluation is provided in Section 6.4. Lastly, we draw the

conclusion and outline the further direction in Section 6.5.

6.2 Preliminaries

In this section, we present the background knowledge on the probabilistic counting

technique (the background on wavelet is provided in Section 4.2.1.3.

Flajolet and Martin propose a very simple yet efficient probabilistic counting

technique in [45] to efficiently estimate the cardinalities of large data sets. The basic

idea is to capture some statistics of the item set in a compact data structure called

FM-sketch, which is then used to estimate the number of distinct items in the item set.

FM-sketch is a k-bits long bit string where 2k is the upper bound on the number of

distinct items in the system. k can be set to be a large enough number (e.g., 64 or 128).

Each item is first randomly hashed to a number in {0, 1, 2, ..., k} where the probability

that an item is hashed to i is 1
2i+1 . Denoting the hashed value of Item x as h(x), the

h(x)th bit in FM-sketch is then set to 1 if it has not been set yet. Given b as the position

of the least significant unset bit in the FM-sketch after we perform the above operations
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for all the items, 2b is a good estimation of the number of distinct items in the item set.

Figure 6.2 shows one example of FM-sketch generated from an item set. The rightmost

bit represents the least significant bit. The shaded rectangles indicate set bits and blank

rectangles indicate unset bits. The least significant unset bit is bit 9. Thus, the number

of distinct items in this item set is estimated as 29 = 512.

least significant unset bit

1 1 1
12 22102

. . . . . .

0123456781011 9

Fig. 6.2. An illustrative example of FM-sketch.

6.3 Wavenet

The naive solution for MCDN is to ask the host nodes to propagate their local

item sets to the coordinator. This incurs excessive communication cost. In this study,

we propose wavenet, which approximates the local item set of a host node in a very

compact yet accurate way by leveraging the wavelet technique. Wavenet reduces the

communication cost significantly compared to the naive approach yet without compro-

mising the detection accuracy too much. Wavenet conceptually consists of the following

three steps, data summarization, value recovery and change detection. To perform data
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summarization, each host node compresses its local item set into a compact yet accurate

summary, i.e., localwavelet, which is forwarded to the coordinator. To perform value

recovery, the coordinator combines the received localwavelets by pairwise addition and

reconstructs the (approximate) global values from the combined localwavelet. Finally,

in change detection, the coordinator calculates the entropy based on the obtained global

values and checks whether there is a distribution change with respect to ǫ. If that is the

case, the change is reported.

In the following, we first present the center idea of wavenet, i.e., using wavelet

as the data summarization technique to compress the local item set of a host node into

localwavelet. We then discuss the research issues involved in the design of wavenet and

present our solutions to address these issues.

6.3.1 Data Summarization

In the following, we first discuss the pitfalls of applying histogram, the well-known

data summarization technique, to address MCDN. Following that, we present the idea

of localwavelet.

6.3.1.1 The Weakness of Histogram

The basic idea of histogram is to partition the data domain into buckets with

each one holding multiple items. The bucket size is the number of items held in each

bucket. Here we focus on histogram with equal sized buckets. Some studies (e.g., [58])

in the literatures have proposed techniques to construct histogram with variably sized
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buckets. These techniques require complicated computation to decide the optimal or sub-

optimal boundaries for buckets, which might not be feasible to be implemented at certain

network elements, such as routers. In addition, to transfer these types of histogram, we

need to propagate the boundary together with the value of each bucket, which incurs

extra communication overheads. Therefore, here we assume the buckets have the same

size.

We can adopt the histogram technique to compress the local item sets into his-

togram summaries as follows. Suppose we have x buckets in the histogram (i.e., the

bucket size is t
x). We define the sum of the global values of all the items held in a bucket

as the bucket aggregate. For each bucket bm (m ∈ {1, ..., x}), we can first obtain its

bucket aggregate at time k, denoted by vk
bm

, as
∑

i∈bm
vk
i
. Then we use vk

bm
/bucket size

(= vk
bm

· x/t), i.e., the average value obtained from the bucket aggregate of a bucket, as

the estimated global value of each item in this bucket.

Figure 6.3 illustrates one example. Assume that we have eight items distributed

on two host nodes (host node 1 and host node 2). Suppose the number of buckets are four

(the bucket size is 2). Each host node obtains a histogram summary for its local item set

as displayed in the figure. These histogram summaries are then propagated to the coor-

dinator, which combines these histogram summaries and then estimates the global values

for the items based on the merged histogram summary as {1.5, 1.5, 4.5, 4.5, 121, 121, 1, 1}.

The exact global values for these 8 items are {2, 1, 3, 6, 240, 2, 1, 1}.

The histogram approach as described above is very simple. However, histogram

is suitable for compressing relatively uniformly distributed item set but not skewly dis-

tributed item set since it smoothes out the skewness existing among items. Therefore,
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Fig. 6.3. An illustrative example of adopting histogram as the data summarization
technique.

we expect that this approach can not detect significant changes on the data distribution,

i.e., changes from uniformly distributed item set to extremely skewly distributed item

set or vice versa. For instance, suppose initially we have a uniformly distributed item set

with 8 items. The entropy is −1 at this point. Later at time k, the values of the items

change to the case as displayed in Figure 6.3. According to Equation 1, the exact value

of the entropy for this item set is −0.164. Suppose the threshold ǫ is 0.8. This change

(from the uniformly distributed item set to the item set displayed in Figure 6.3) is a

distribution change with respect to 0.8 since | − 0.164 − (−1)| = 0.836 > 0.8. However,

if we adopt the above histogram approach to summarize the local item sets, this change

will be missed since the entropy estimated from the histogram summary is −0.445 and

| − 0.445 − (−1)| = 0.555 < 0.8.
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6.3.1.2 Localwavelet

In contrast to histogram, we observe that wavelet can be applied to compress

both skewly distributed item set and uniformly distributed item set. To approximate

uniformly distributed item set, we can simply use the average wavelet coefficient. To

approximate skewly distributed item set, we can use a subset of the most significant

wavelet coefficients, which capture the skewness among items. Figure 6.4 illustrates an

example of how wavelet can compress skewly distributed item set. Note that the values of

the eight items in the figure are not uniformly distributed, and Item 5’s value is significant

larger than other items’ values. The four significantly larger wavelet coefficients as

marked by the shaded rectangles can be used to accurately approximate this skewly

distributed item set.
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0(0)

1(2)

−1(1)

−23(23)

10.5(12.5)

12.5

local values

2

1

3

le
v

el
w

av
el

et

−44(46)

Fig. 6.4. An illustrative example of representing skewly distributed item set in the
wavelet transform.

In the following, we explain how to adopt wavelet transform to address MCDN.

Here we first assume the data domain is densely populated by items (we will explain
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how to address MCDN when the data domain is sparsely populated by items later).

To address MCDN, each host node generates a wavelet transform capturing the local

values of the items in its local item set. It then chooses the most significant wavelet

coefficients to approximately summarize its local item set. The set of the chosen wavelet

coefficients forms the localwavelet of this host node. More specifically, the localwavelet

of a host node consists of pairs 〈position, value〉 for each chosen wavelet coefficient (the

position here is the position of a wavelet coefficient in the wavelet transform). Host

nodes then propagate their localwavelets to the coordinator, which combines the received

localwavelets by pairwise addition.

One issue here is to properly set the size of the localwavelet, also called as sum-

mary size. To address this issue, we first introduce a metric, called summary error (e),

to measure the error introduced by a data summarization technique. e is defined as:

e = | Ẽ−E
Ẽ+E

| where E and Ẽ are the exact entropy and the entropy estimated from the

localwavelet, respectively. When Ẽ equals to E, the summary error is 0. When Ẽ devi-

ates from E significantly (i.e., Ẽ >> E or Ẽ << E), the summary error is close to 1.

We use Ẽ + E as the divisor so that the maximum summary error is bounded by 1.

Each host node performs local computation to set the summary size as the smallest

size that introduces a summary error below a predefined error threshold as follows. It

starts by setting the summary size to 1 (i.e., the most significant wavelet coefficient is

chosen) and forming a localwavelet. Then it computes the summary error introduced

by this localwavelet. If the summary error is larger than the predefined error threshold,

it increases the summary size to 2, repeats the above procedure and so on until the

summary error falls below the predefined error threshold.
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Fig. 6.5. An illustrative example of localwavelet.

Figure 6.5 illustrates the concept of localwavelet. We use the same item sets that

are used in the example of histogram (Figure 6.3). Suppose both of the host nodes

set the summary size as 4. In the figure, we illustrate the wavelet transform obtained

at both of the host nodes. For the clarity of presentation, we omit the normalization

process in the figure. Host node 1 chooses the four most significant wavelet coefficients

(as marked by the shaded rectangles in the figure) to form its localwavelet, which is

{(12.5, 1), (10.5, 2), (−23, 4), (−44, 7)}. Similarly, host node 2 chooses the four most

significant coefficients (also marked by the shaded rectangles in Figure 6.5) to form its

localwavelet, which is {(19.5, 1), (18.5, 2), (−37, 4), (−75, 7)}. These two host nodes then

propagate their localwavelets to the coordinator, which merges the received localwavelets

by pairwise addition. Thus, we obtain the merged localwavelet as (32,1), (29,2), (-60,4),

and (-119,7). The coordinator then obtains the wavelet for the items in the system as



212

{32, 29, 0,−60, 0, 0,−119, 0}. Based on this wavelet, it reconstructs the global values for

all the items by following the reverse steps of wavelet construction. The global values

estimated from this wavelet are {3, 3, 3, 3, 240, 2, 1, 1}, which are very close to the exact

global values (also displayed in the figure). As a matter of fact, the entropy estimated

from localwavelet in this example is -0.168, which is very close to the exact entropy

-0.164.

6.3.2 Design Issues of Wavenet

A couple of critical research issues need to be addressed in the design of wavenet:

1. Localwavelet construction in a sparsely populated data domain. For some

applications, the data domain is sparsely populated by items. For instance, in the

network monitoring example, only a small portion of the 264 source-destination IP

address pairs has valid connections at a particular instance of time, i.e., the global

values of majority of the items are 0. The wavelet obtained on a sparsely populated

data domain has a lot of non-zero wavelet coefficients. For instance, given an item

set with values as {1, 0 ,0, 0, 0, 0, 0, 0, 0, 1, 1, 0, 0, 0, 0, 1} where only 25% of the 16

items have nonzero values, the wavelet transform for this item set is {0.25, 0.125,

−0.125, −0.125, −0.25, 0, 0, 0.25, −0.5, 0, 0, 0, 0.5, −0.5, 0, 0.5} as depicted in

Figure 6.6(a). The number of non-zero wavelet coefficients as marked in the figure,

10, is much greater than the number of nonzero item (4) in the original item set.

Thus, if we simply summarize this item set in the sparsely populated data domain,

we will either compromise the detection accuracy too much or we will end up with

a very large data summary, which can not save communication cost too much.
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2. Localwavelet propagation. An intuitive approach for localwavelet propagation

is to propagate the localwavelets periodically. However, it is hard if not infeasible

to set an optimal interval between propagations. This approach either will incur

unnecessary communication cost when we set the interval too short and the values

of items do not change much within an interval, or will not be able to detect

distribution changes early enough if we set the interval too long.

To address the above two issues, we propose localwavelet refinement and adap-

tive monitoring, respectively. Localwavelet refinement constructs a compact virtual valid

item set carrying the values of valid items (with non-zero global values) and then con-

structs a refined localwavelet on the virtual valid item set. Adaptive monitoring filters

the changes on the local values of items at a host node that won’t cause significant change

on the data distribution and only invokes localwavelet propagation when the changes are

significant. Note that the aforementioned two issues are faced by other data summa-

rization techniques (e.g., histogram) as well. The solutions to be discussed shortly are

applicable for other data summarization techniques with minor modifications.

6.3.3 Localwavelet Construction in a Sparsely Populated Data Domain

As mentioned above, for some applications, the data domain is sparsely populated

by items. Thus, if we simply summarize this item set in the sparsely populated data

domain within sufficient accuracy, the size of the localwavelet has to be large enough.

However, if we can first remove the items with zero values from the item set and obtain a

valid item set consisting of only valid items, and then construct the localwavelet on the

valid item set, we will be able to obtain a much more compact localwavelet. For instance,
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Fig. 6.6. An illustrative example of localwavelet construction on a sparsely populated
data domain.

in Figure 6.6(b), we first remove all of the zero entries from the item set in the example

shown in Figure 6.6(a), and obtain a valid item set consisting of the four valid items

(items 1, 10, 11, 15}. The wavelet transform of this valid item set is {1, 0, 0, 0} (as shown

in Figure 6.6(b)). Only 1 out of the 4 wavelet coefficients is non-zero. Thus, we can

represent this items set by only one wavelet coefficient instead of 10 wavelet coefficients

as in the wavelet transform constructed on the original sparsely populated data domain.

The question is how we can obtain the valid item set so that we can construct a

compact localwavelet in the valid item set. A simple solution is to ask each host node

to propagate the identifiers of each item in its local item set to the coordinator. The

coordinator can then obtain the valid item set by merging the items obtained from all

the host nodes. Although simple, this approach is very costly. Using this approach,

the communication cost incurred by obtaining the valid item set alone is half of the

cost incurred to address MCDN using the naive approach as mentioned in the beginning

of Section 6.3. Here we have the following observation, which motivates us to address
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the above issue from a different angle without incurring the aforementioned excessive

overhead.

Observation: As long as the coordinator knows the set of global values in the system,

it can obtain the entropy. It does not need to know specifically which items are valid

and which valid item has what global value.

The reason is as follows. Suppose the set of global values for an item set A is

{v1, v2, ..., vt} (vi is the global value of Item i). Any random permutation on the set of

global values will not change the entropy value of this item set.

Based on this observation, we propose an technique, called localwavelet refine-

ment. The basic idea is to transform the items in the original data domain into a virtual

valid item set that carries the values of the valid items but not the identifier of the

valid items, and then construct refined localwavelet on the virtual valid item set. In the

following, we first explain the concept of virtual valid item set, and then explain how to

perform localwavelet refinement.

We denote the number of valid items in the system as C. The virtual valid data

domain is then {1, 2, ..., C}. Each valid item in the original data domain is randomly

mapped to an item in the virtual valid item set (with the domain as the virtual valid

data domain), i.e., f(x) : {1, 2, ..., n} → {1, 2, ..., C}. We call f(x), the mapped value of

item x, as the virtual identifier of this item, which serves as the identifier for this item in

the virtual valid item set. Note that all the host nodes apply the same mapping function

so that the same item at different host nodes is mapped to the same virtual identifier in

the virtual valid data domain.
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Localwavelet refinement consists of three steps: 1) valid item monitoring : host

nodes monitor the number of valid items in the system; 2) valid data summarization:

host nodes construct refined localwavelets and forward them to the coordinator; 3) value

recovery for valid items: the coordinator obtains the global values for the valid items

from the combined localwavelet. In the following, we first explain Steps 2 and 3, after

which it will become clear why we only need to monitor the number of valid items in the

system (C). Following that, we then discuss the details of Step 1.

Valid Data Summarization. For now we assume that all the host nodes know the

value of C (the number of valid items in the whole system). Each host node obtains its

local virtual valid item set as follows. It maps the local value of each (valid) item in its

local item set to the value of the corresponding item in the virtual valid item set, and

sets the values of any other remaining items in the virtual valid item set as 0. A host

node then constructs a localwavelet on the virtual valid item set and forwards it to the

coordinator.

Figure 6.7 shows one example. The original data domain is {1, 2, ..., 16} and the

valid item set consists of items 1, 10, 11 and 15. Assume the mapping from the valid

items to the virtual identifier is {1 → 1, 10 → 2, 11 → 3, 15 → 4}. That is the first item

in the original data domain is mapped to the first item in the virtual valid data domain;

the 10th item in the original data domain is mapped to the second item in the virtual

valid data domain; and so on. The local values on the items in the virtual valid item

sets at host nodes 1 and 2 are {1, 1, 1, 1} and {2, 0, 0, 2}, respectively. The host nodes

then construct wavelet (as shown in the figure) and choose a certain number of the most
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significant wavelet coefficients as explained earlier in Section 6.3.1.2 to form their refined

localwavelets, respectively.
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Fig. 6.7. An illustrative example of valid data summarization.

Value Recovery for Valid Items. After the coordinator receives the refined local-

wavelets from all the host nodes, it obtains the (approximate) global values for the

valid items from the merged localwavelet and sets the global values for other items as

0. Based on Observation 1, the coordinator can calculate the entropy for the system

without knowing which specific item has what global value.

Valid Item Monitoring. At this point, it is clear that as long as the host nodes

know the total number of valid items in the system (C), Step 2 and 3 can be conducted

correctly. Now the question becomes how we can obtain the number of valid items
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in the system. One possible solution is to ask host nodes to propagate the numbers of

valid items in their local item sets to the coordinator, which adds these numbers together.

Unfortunately, this simple solution does not work since there might be overlapping among

the local item sets of different host nodes. Simply adding together the numbers of valid

items from different host nodes will count the same item appearing at multiple host

nodes multiple times.

In this study, we adopt FM-sketch as explained in Section 6.2 to obtain an ap-

proximate estimation for C ( denoted as Ĉ) as follows. As we demonstrate later, it is

sufficient to obtain an approximate number of valid items.

Each host node first constructs a FM-sketch locally based on its local item set.

All host nodes apply the same hashing functions when they construct the FM-sketches

locally so that the same item appearing at different host nodes is hashed to the same

bit in the FM-sketches of different host nodes. The host nodes then propagate the local

FM-sketches to the coordinator, which simply combines these FM-sketches by bitwise-

oring them and obtains Ĉ from the combined FM-sketch (we also propose techniques to

adaptively estimate C, similar to the principle of adaptive monitoring to be discussed

shortly.).

6.3.4 Adaptive Monitoring

As discussed earlier, periodically propagating localwavelets from all the host nodes

to the coordinator either incurs unnecessary communication overhead or is not sufficient

to detect distribution changes promptly. In this study, we propose adaptive monitoring

that invokes propagation only when necessary, i.e., when the changes on the local values
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of items are significant enough to potentially result in distribution changes with respect

to ǫ.

To perform adaptive monitoring, we install a local filter for each item at a host

node. The settings of local filters at host nodes are also known to the coordinator. If

the changes on the local values of all the items at a host node satisfy the constraints

associated with their local filters, there is no need for this host node to propagate the

localwavelet (or histogram summary) to the coordinator. Otherwise, we say the local

filter for an item at this host node is violated, called as filter violation. Upon filter

violation, filter resolution is invoked to resolve the violation. In addition, the relevant

local filters are also reset when necessary. The general idea of adaptive monitoring is

intuitive and straightforward. Other studies adopted similar ideas as well (e.g., [15, 69]).

However, different from these previous studies, the issues of setting up the local filters at

the host nodes and resolving the filters upon violation are more complicated and require

nontrivial solutions, which are explained shortly. For easy reference, we list the symbols

used in the rest of the paper in Table 6.1.

6.3.4.1 Local Filter Setup

We observe that as long as we know |Ek −Ek′ | < ǫ, there is no need to propagate

the localwavelets to the coordinator. By plugging Equation 6.1 into the above equation,

we obtain

| −
∑t

i=1

vk
i

vk log
vk
i

vk

logt
− Ek′ | < ǫ =⇒
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Table 6.1. Symbols used in wavenet
Symbols: Descriptions
N : Number of host nodes in the network
t: Number of distinct items in the system
ǫ: Threshold value

vk
i,j

: Local value of Item i in host node j at time k

vk
i
: Global value of Item i at time k

vk
j
: Sum of the local values of all the items at host node j

vk: Sum of the global values of all the items at time k

logt · (Ek′ − ǫ) < −
t

∑

i=1

vk
i

vk
log

vk
i

vk
< logt · (Ek′ + ǫ).

By associating with the local filter of Item i a positive weight coefficient (denoted by wi,

∑t
i=1

wi = 1), we can obtain the setting on the local filter for Item i as

−wi · logt · (Ek′ + ǫ) <
vk
i

vk
log

vk
i

vk
< −wi · logt · (Ek′ − ǫ). (6.3)

In our design, we set wi = vk′

i
/vk′ , i.e., the weight coefficient for the local filter of Item i

is proportional to its global value at time k′. The intuition behind this setting is that the

items with larger global values may have more significant changes on their global values,

and associating larger weight coefficients with the local filters of such items allows more

room for changes on these items.

In the above equation, we have the term vk
i

(the global value for Item i at time

k) and vk (the sum of the global values of all the items), which are not available.

Nevertheless, we observe that vk′

i
and vk′ are available (since at time k′, all the host nodes
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propagate their localwavelets to the coordinator, which combines these localwavelets and

reconstructs the global values for all the items). Thus, we can remove the terms vk
i

and

vk from the above equation by expressing them in terms of vk′

i
and vk′ , respectively.

We first explain how to express vk in term of vk′ . We constrain the maximum

change allowed on the sum of local values at each host node (denoted as vk
j
) as δ, i.e.,

vk′

j
/δ ≤ vk

j
≤ δ ·vk′

j
. Therefore, the maximum change on vk (=

∑N
j=1

vk
j
) is constrained

to δ as well, i.e., vk′/δ ≤ vk ≤ δ · vk′ . If the change on vk
j

(the sum of local values at

a host node j) exceeds δ, a message is sent to the coordinator, which solicits vk
j

from

all the host nodes to obtain a new vk′ . In the design, we set δ to 2 to avoid frequent

solicitation of vk
j

from the host nodes.

Replacing vk
i
/vk with y in Equation 6.3, we can simplify

vk
i

vk log
vk
i

vk to ylog(y).

Function ylog(y) is monotonically increasing when y > 2−1/ln2 (≈ 0.36378) and mono-

tonically decreasing when y ≤ 2−1/ln2. In the following, for presentation brevity, we

focus on the case when y ≤ 2−1/ln2. If vk′/δ ≤ vk ≤ δ · vk′ , we can obtain

vk
i

vk′/δ
log

vk
i

vk′/δ
≤

vk
i

vk
log

vk
i

vk
≤

vk
i

δ · vk′
log

vk
i

δ · vk′
.

Therefore, Equation 6.3 is satisfied if the following is satisfied:



















vk
i

δ·vk′
log

vk
i

δ·vk′
< −wi · logt · (Ek′ − ǫ)

vk
i

vk′/δ
log

vk
i

vk′/δ
> −wi · logt · (Ek′ + ǫ).

(6.4)
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We now explain how to express vk
i

in terms of vk′

i
. To do so, we associate a slack

coefficient ξi (ξi ≥ 1) with each item (i). We will explain how to obtain ξi shortly. ξi

indicates the maximum change allowed on the local value of Item i without violating

the setting of the local filter as indicated in Equation 6.4. When the change on the

local value for Item i is constrained within ξi (vk′

i,j
/ξi ≤ vk

i,j
≤ ξi · vk′

i,j
), the change on

the global value for Item i is constrained within ξi as well, i.e., vk′

i
/ξi ≤ vk

i
≤ ξi · vk′

i
.

Therefore, we can obtain























vk
i

δ·vk′
log

vk
i

δ·vk′
≤ vk

′

i

ξi·δ·vk′
log

vk
′

i

ξi·δ·vk′

vk
i

vk′/δ
log

vk
i

vk′/δ
≥ vk

′

i

vk′/(ξi·δ)
log

vk
′

i

vk′/(ξi·δ)
.

(6.5)

By plugging the above equation into Equation 6.4, we can satisfy Equation 6.4 if the

following is satisfied:























vk
′

i

ξi·δ·vk′
log

vk
′

i

ξi·δ·vk′
< −wi · logt · (Ek′ − ǫ)

vk
′

i

vk′/(ξi·δ)
log

vk
′

i

vk′/(ξi·δ)
> −wi · logt · (Ek′ + ǫ),

(6.6)

which is the setting of local filter for Item i at the host nodes.

We can check whether a local value for an item satisfies the above local filter as

follows. We can first calculate the change on the local value for Item i in host node j at

time k (denoted by ck
i,j

). We then replace ξi with ck
i,j

in the above equation and check

whether the above equation is satisfied. If Equation 6.6 is satisfied, there is no need
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for communication with the coordinator. Otherwise, the filter resolution as described

shortly is invoked.

6.3.4.2 Filter Resolution

Upon a violation on a local filter, the host node with item(s) violating the local

filter, called violating item(s), first reports the violating item(s) to the coordinator, which

then invokes filter resolution. We propose two different filter resolution techniques, i.e.,

system resolution and item resolution. Depending on the costs estimated for system

resolution and item resolution, the one with smaller estimated cost is invoked to resolve

the filter violation. In the following, we first explain the details of system resolution and

item resolution. We then discuss how to estimate the costs of system resolution and item

resolution.

System Resolution. To perform system resolution, all the host nodes prop-

agate their current localwavelets to the coordinator, which then merges the received

localwavelets by pairwise addition and reconstructs the (approximate) global values for

all the items. It then calculates the entropy and determines whether there is a distribu-

tion changes with respect to ǫ. If that is the case, this change is reported. In addition,

the local filters are reset properly if necessary.

Item Resolution. Item resolution obtains the global values for all the violating

items and determines whether the global values for these items still satisfy Equation

6.4. If the global values of these items do satisfy this equation, the filter resolution

terminates. Otherwise, system resolution is invoked to further determine whether there

is a distribution change with respect to ǫ. The benefit of conducting item resolution
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is that we can avoid localwavelet propagation if item resolution (which may have lower

cost) can resolve the filter violation.

We now proceed to estimate the costs for item resolution and system resolution.

The cost of item resolution, denoted as Ti, is the cost incurred by obtaining the global

values of the violating items. We can simply estimate Ti as

Ti = N · y,

given y as the number of violating items reported to the coordinator.

The cost of system resolution, denoted by Ts, is the cost incurred by propagating

the localwavelets from all the host nodes to the coordinator. Estimating Ts is nontrivial.

Here we adopt an aging technique to estimate Ts as a function of the previous costs

incurred by localwavelet propagation. Assume that we have made q system resolutions

up to now and we maintain the cost incurred by the most recent localwavelet propagation

(denoted as Ts,q) and the average cost incurred by localwavelet propagation for the past

q propagations (denoted as Ts). We then estimate the cost of the current localwavelet

propagation, denoted by Ts,q+1, as

Ts,q+1 = β · Ts,q + (1 − β) · Ts.

β determines the weights associated with the most recent cost and the average cost

incurred by localwavelet propagation. Large β indicates that the estimation for Ts,q+1 is

affected more by the most recent value (Ts,q) and smaller β indicates that the estimation
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is affected more by the average value (Ts). Putting all together, algorithm 9 summarizes

the basic operations in filter resolution.

Algorithm 9 Algorithm for filter resolution.

1: Ti = N · y.
2: Ts,q+1 = β · Ts,q + (1 − β) · T̄s.

3: if Ti < Ts,q+1 then

4: Invoke item resolution.
5: if Filter violation is not resolved then
6: Invoke system resolution.
7: Update local filters.
8: end if
9: else

10: Invoke system resolution.
11: Update local filters.
12: end if

6.4 Performance Evaluation

We evaluate wavenet’s efficiency using extensive simulations. For comparison, we

also implement the histogram approach and evaluate its performance. In the following,

we first explain the experiment setup and performance metrics. We then present the

details of the results.

6.4.1 Experiments Setup

The simulation parameters and their default values (unless otherwise stated) are

given in Table 6.2. In the following, we explain the data sets and the setting of local-

wavelet and histogram in details.
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Table 6.2. Parameters used in the simulations of wavenet
Symbols: Descriptions: Default
N: Number of host nodes in the network: 100
t: Number of distinct items in the system: 1000
ǫ: Threshold: 0.5
s: Summary size: 5%

6.4.1.1 Data Sets

We use zipf distribution (with data skewness parameter α) to model the distri-

bution of values among items at a specific time k. The number of distinct items in

the system is 1000. We generate 1000·n instances of these items with their frequencies

(global values) following zipf-distribution. We then randomly distribute these 1000·n

instances of items to the N host nodes.

For every 5 time units, we randomly draw a value from [0, 10] as the skewness α

for the zipf-distribution. We randomly generate the item set following zipf-distribution

with the aforementioned α setting and allocate these items among the host nodes as

described above. For other time units, we vary the local values of 10% of the items in

the local item set at each host node by 1. For each run, we simulate for 500 time units

in total.

6.4.1.2 Setting of Localwavelet and Histogram

We explain how to set the summary size (denoted as s) for localwavelet and

histogram. We denote the number of items in a local data set Ak
j

as |Ak
j
|. Each item
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is represented by a pair of 〈identifier, local value〉. In the simulation, we use 8 bytes to

represent the item identifiers and local values, respectively. Therefore, to represent the

local item set at host node j, we need 16 · |Ak
j
| bytes. The total number of bytes (denoted

by st) required to represent the local item sets of all the host nodes is 16 ·∑N
j=1

|Ak
j
| =

16 · N · | ¯lA| (| ¯lA| is the average size of the local item set at a host node).

In localwavenet, each wavelet coefficient is represented by a pair of 〈position,

value〉. Note that if we propagate the complete wavelet to the coordinator, we do not

need to specify the position of a wavelet coefficient. However, we only propagate a

number of the most significant wavelet coefficients (i.e., localwavelet) to the coordinator.

Therefore, we need to specify the positions of the chosen wavelet coefficients so that the

coordinator can perform merging on the localwavelets correctly. Again, we use 8 bytes

to represent the position and value of a wavelet coefficient, respectively. x% summary

size using wavenet means the total size of data summaries at all the host nodes is x% ·st.

As discussed in Section 6.3.1.2, each host node can set its summary size for localwavelet

according to its local item set. Here for the purpose of comparison with the histogram

approach, we set the summary size at all of the host nodes to the same value. Therefore,

the summary size at each host node is x% · st/N . Since st = 16 · N · | ¯lA|, and each

wavelet coefficient requires 16 bytes to represent, x% summary size means that x%·| ¯lA|

number of the most significant wavelet coefficients form the localwavelet at a host node.

For histogram, each bucket is represented by a pair of 〈index, bucket aggregate〉.

Unlike in wavenet, the bucket aggregates for all the buckets are propagated to the coor-

dinator, and thus the indexes of the buckets do not need to be propagated. The bucket
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aggregate is represented by an 8-bytes number. Thus, x% summary size using histogram

approach means that there are 2 · x% · | ¯lA| buckets in the histogram.

6.4.2 Performance Metrics

Before discussing the performance metrics, we first define some terms. True hit

is a distribution change with respect to ǫ that is reported by the system. Missed hit is a

distribution change with respect to ǫ that is not reported. On the other hand, false hit

is a change reported by the system that in fact is not a distribution change with respect

to ǫ. We denote the number of true hits, missed hits and false hits as ht, hm and hf ,

respectively.

Since the primary goal of this study is to design a distributed mechanism to

efficiently monitor changes on the data distribution in the networks, we measure the

performance of wavenet from two aspects, i.e., communication overhead and detection

accuracy. We use relative communication cost to measures the communication overhead,

and recall and precision to measure the detection accuracy.

• Relative communication cost is defined as the ratio of the bytes transmitted

for monitoring changes on the data distribution in the networks to the total size

of the local item sets at all the host nodes.

• Recall is defined as the ratio of the number of true hits to the total number of

distribution changes with respect to ǫ, i.e, recall = ht/(ht + hm).

• Precision is defined as the ratio of the number of true hits to the total number of

hits reported by the system, i.e, precision = ht/(ht + hf ).
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To better capture the relative communication overhead incurred by wavenet compared

to the naive approach (where all the local item sets are propagated to the coordinator),

we use the relative communication cost defined above as the performance metric. A high

recall indicates a large percentage of the true hits are detected/reported by the system,

i.e., the ratio of missed hits is small. A high precision indicates a large percentage of the

hits reported by the system are true hits, i.e., the ratio of false hits is small. Note that

in most applications, especially the ones involved in network attack detection, a missed

hit is more devastating than a false hit, i.e., high recall is desirable.

6.4.3 Results

We first examine the summary errors introduced by wavenet under different sum-

mary sizes. We then evaluate the performance of wavenet under different settings of

data skewness (α) and threshold (ǫ). Following that, we illustrate the effect of adaptive

monitoring and localwavelet refinement. Except in the experiments demonstrating the

effect of localwavelet refinement, we assume that each item in the original data domain

is valid, i.e., the valid item set is the same as the original item set, and thus localwavelet

refinement is disabled. Similarly, except in the experiments demonstrating the effect of

adaptive monitoring, we disable local filters. As explained above, we set the summary

size at all the host nodes to the same value. Therefore, when the local filters are disabled,

the relative communication cost is exactly the same as the summary size. For instance, if

the summary size is set to 1% of the size of the local item set, the relative communication

cost with local filters disabled is 1% compared to the communication cost incurred by
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the naive approach. For presentation brevity, we only show the results on the relative

communication cost explicitly when the local filters are enabled.

6.4.3.1 Summary Errors

In order to compare the summary errors introduced by histogram summary and

localwavelet, we vary the summary size from 1% to 25%. In the experiment, we set

|A1| = |A2| = ... = |AN | = t. Thus, | ¯lA| = t.

Figure 6.8 shows the results under different data distribution (with skewness pa-

rameter α set to 1, 10, respectively). The results under uniformly distributed item set

(α = 0) are not shown in the figure since the values are too small to be readable. When

α = 0, with even very small summary size (1%), both the localwavelet and histogram

summary can approximate the item set pretty well (the summary error is below 0.1%).

When the data distribution is relatively skewed (α = 1), the summary errors introduced

by localwavelet and histogram summary increase. In addition, we observe that larger

summary errors are introduced by histogram summary. When the data distribution

becomes more skewed (α = 10), localwavelet with very small summary size can still ap-

proximate the item set well. For instance, with 2.5% summary size, the summary errors

introduced by localwavelet is below 0.1%. On the other hand, even when the summary

size is as large as 25%, the summary error introduced by histogram summary is still as

high as 99.86%. This confirms our discussion in Section 6.3.1 that wavelet can compress

both uniformly distributed item set and skewly distributed item set while histogram can

not compress skewly distributed item set well.
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Fig. 6.8. Summary errors introduced by wavenet and histogram.
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6.4.3.2 Effect of the Threshold

Small threshold requires the system to detect small changes on the data distri-

bution, and large threshold requires the system to detect significant changes on the

data distribution. Since wavelet can approximate both uniformly distributed item set

and skewly distributed item set, we expect that wavenet performs well under different

thresholds. On the other hand, histogram can not compress skewly distributed data

set well (as confirmed in Section 6.4.3.1), and thus we expect that it can not detect

significant changes on the data distribution as discussed in Section 6.3.1.1.

In this set of experiments, we vary the threshold from 0.01 to 1 (the summary

size is set to 5%). Figure 6.9(a) and (b) show the recall and precision of wavenet and

histogram, respectively. Since there is no true hit when the threshold is 1, we omit the

results with threshold as 1 from the figure. Figure 6.9(a) shows that wavenet consistently

achieves high recall (close to 100% in most cases). On the other hand, histogram has

similar recall as wavenet does when the threshold is small, but has much lower recall

than wavenet does when the threshold is large. For instance, with threshold as 0.6, the

recall using histogram drops to 47%. When the threshold increases beyond 0.6, the recall

using histogram drops to 0.

As shown in Figure 6.9(b), the precision using wavenet and histogram are close

to 100% in majority of the tested cases. The high precision achieved by histogram is

not surprising since histogram smoothes out the skewness in the item set and tends to

have the estimated entropy lower than its exact value. Therefore, if histogram reports

a hit, it is very likely that it is a true hit. As we discussed in Section 6.4.2, in practice,
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Fig. 6.9. The effect of threshold on wavenet.
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high recall is generally more critical than high precision. The consistently high recall

(and high precision) achieved by wavenet confirms the practical value of our proposed

technique.

6.4.3.3 Effect of the Summary Size

In this set of experiments, we vary the summary size from 1% to 25% and observe

the recall and precision of wavenet and histogram, as depicted in Figure 6.10(a) and (b),

respectively. From Figure 6.10(a), we can see that when the summary size is small (1%),

histogram performs very poorly and has recall as 0%. On the other hand, even with such

a small summary size, wavenet achieves 68% recall. When the summary size increases,

the recall of both wavenet and histogram increases, which is expected. From Figure

6.10(b), we can see that the precision of both wavenet and histogram is sufficiently high

(≥ 80%).

6.4.3.4 Effect of Adaptive Monitoring

We evaluate the effect of adaptive monitoring by comparing the communication

costs incurred with the local filters turned on and turned off in Figure 6.11 (the preci-

sion and recall are not affected by adaptive monitoring significantly and the results are

omitted). In this set of experiments, we set the summary size to 5% and vary the thresh-

old. When the local filters are turned off, the communication cost using both wavenet

or histogram is equivalent to the summary size, i.e., 5% of cost incurred by the naive

approach. In Figure 6.11, we show the ratio of the communication cost with the local

filters turned on to the one with the local filters turned off under different thresholds.
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Fig. 6.10. The effect of summary size on wavenet.
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Fig. 6.11. The effect of adaptive monitoring on wavenet.
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From this figure, we can see that when the threshold increases, the communication cost

with local filters turned on decreases. This is self-explanatory since large threshold al-

lows more room for changes on the values of items without incurring distributed changes

with respect to ǫ. In addition, the saving on the communication cost using wavenet is

larger than the saving using histogram.

6.4.3.5 Effect of Localwavelet Refinement

We evaluate the effect of localwavelet refinement from two aspects. We first

demonstrate the need for localwavelet refinement in the case when the data domain is

sparsely populated by items. We then demonstrate the effectiveness of our proposed

localwavelet refinement.

To demonstrate the need for localwavelet refinement, we compare the summary

errors introduced by localwavelet and histogram summary constructed on the original

sparsely populated data domain and on the valid item set. We set the original data

domain (number of distinct items including valid items and invalid items) as 32000 and

the number of valid items as 1000. In another words, only around 3% of the data domain

is populated by items. We obtain the summary errors introduced by histogram summary

and localwavelet in the original data domain (with 32000 items) and in the valid item set

(with 1000 valid items), respectively. Figure 6.12 shows the results under different data

distributions (α = 0, 1, 10). The general trends we observe from this set of experiments is

that the summary errors introduced by localwavelet and histogram summary constructed

in the original sparsely populated data domain are much larger than the ones introduced

by localwavelet or histogram summary constructed in the valid item set. For instance,
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Fig. 6.12. Comparing the summary errors introduced by summarization in the original
data domain and the valid data domain.
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Fig. 6.13. Results of localwavelet refinement.



240

when the data distribution is uniform (α = 0), the summary errors introduced by a small

sized histogram summary or localwavelet (with summary size set to 1%) constructed in

the valid item set are very small (below 0.1%). However, even when the summary size

is 50% of the size of local item set, the summary errors introduced by localwavelet and

histogram summary constructed in the original data domain are still as high as 20%.

To demonstrate the effectiveness of our proposed localwavelet refinement, we com-

pare the recall and precision obtained with localwavelet refinement enabled (i.e., the

histogram summary and localwavelet are constructed in the virtual valid item set) with

the ones obtained under the ideal case where the valid item set is known to all the host

nodes (i.e., the histogram summary and localwavelet are constructed on the valid item

set). The results are shown in Figure 6.13(a) and (b). The y-axis shows the ratio of the

recall (precision) obtained with localwavelet refinement enabled to the recall (precision)

obtained under the ideal case. From this figure, we can see that the recall and precision

obtained with our localwavelet refinement technique are very close to the ones obtained

under the ideal case. This confirms the effectiveness of our proposed localwavelet refine-

ment technique. In addition, it also confirms that obtaining the approximate number of

valid items in the system is sufficient for localwavelet refinement as pointed out earlier

in Section 6.3.3.

6.5 Summary

A massive amount of data is collected and stored at a large number of host nodes

connected via wired networks or wireless networks. Users are normally interested in

some ”interesting” information, such as anomaly or patterns, hidden among the data
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rather than the raw data. In this study, we investigate monitoring changes on the data

distribution in the networks (MCDN), which is a prevailing task in network anomalies

detection, query optimization on networked data and various distributed data mining

tasks. The unique characteristics of the data and system under consideration, such

as decentralization, large scale, continuity, and real time, make this issue extremely

challenging.

We propose a distributed monitoring framework, called wavenet, to summarize the

data at local host nodes into compact yet accurate data summaries, called localwavelets,

for communication with the coordinator. In addition, we propose efficient solutions to

address various issues involved in the design of wavenet, i.e., localwavelet construction in

a sparsely populated data domain and localwavelet propagation. Extensive evaluation

demonstrates the efficiency of wavenet. According to the authors’ best knowledge, this

is the first study investigating MCDN.

In the future, we plan to investigate predicting the changes on the data distribu-

tion and incorporate prediction into the proposed monitoring framework. In addition,

we plan to deploy wavenet and evaluate its performance in real world applications, e.g.,

network attack detection.
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Chapter 7

Distributed Clustering

In this study, we investigate clustering, one of the most important data min-

ing tasks, in P2P systems. The lack of a central control and the sheer large size of

P2P systems make the existing clustering techniques not applicable here. We propose

a fully distributed clustering algorithm, called peer density-based clustering (PENS),

which overcomes various challenges raised in performing clustering in peer-to-peer en-

vironments, including cluster assembly and cluster membership storage. Additionally,

an important feature of our proposal is incremental clustering. PENS consists of three

components, 1) hierarchical cluster assembly which enables peers to collaborate in form-

ing a global clustering model without requiring a central control or message flooding,

2) multi-granularity based cluster membership storage which facilitates easy access to

cluster membership with reasonable maintenance and storage overheads, and 3) incre-

mental PENS which enables incremental clustering upon data insertion/deletion in P2P

systems. The correctness of the algorithm is proven and the complexity analysis of the

algorithm demonstrates that PENS can discover clusters and noise efficiently in P2P

systems.
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7.1 Introduction

Clustering, which groups a set of data objects into clusters of similar data objects,

can be applied in many different problem domains, such as spatial data analysis, scien-

tific pattern discovery, document categorization, taxonomy generation, customer/market

analysis, etc. As discussed in Chapter 2.1.2 and 2.3, various clustering techniques have

been proposed for either centralized systems or distributed systems. However, these ex-

isting clustering techniques are not applicable to P2P systems. This study re-examines

the problem of clustering in P2P systems, identifies critical challenges involved, and

provides solutions to overcome these challenges.

There are a couple of challenging issues that need to overcome in order to effi-

ciently support clustering in P2P systems.

• A general idea for clustering in P2P systems is that peers perform clustering on

the data objects held locally and then collaboratively assemble the locally obtained

clusters to form a global clustering model. The lack of a central site and infeasibility

of network-wide flooding makes it extremely challenging for peers to conduct cluster

assembly.

• The lack of a central site also makes it extremely difficult for storing the clustering

results (cluster membership) in the system, i.e., cluster membership storage.

• While the data objects in P2P systems are dynamic in nature, it is essential to

perform incremental clustering upon data insertion/deletion to avoid system-wide

re-clustering.
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We propose a fully distributed clustering algorithm, called peer density-based

clustering (PENS) algorithm, that overcomes above-mentioned challenges. PENS follows

the design principle of DBSCAN ([41, 42]), a well-known density-based clustering algo-

rithm1. We illustrate our proposal in CAN [106], which is a well-accepted P2P overlay

network supporting multi-dimensional data2. PENS consists of three components, i.e.,

hierarchical cluster assembly (HCA), multi-granularity based cluster membership storage

(MGCMS), and incremental PENS (increPENS). HCA forms a global clustering model

through peer communications only without requiring a central site or message flooding.

Peers collaboratively assemble clusters progressively along a hierarchy leveraged by the

CAN overlay. MGCMS facilitates easy access to cluster membership yet avoids exces-

sive maintenance and storage overheads by maintaining at each peer cluster membership

of different granularities. IncrePENS enables efficient incremental clustering upon data

insertion/deletion in P2P systems by systematically identifying and updating the clus-

ters affected by the insertion/deletion of a data object. We also present optimization

techniques applicable to PENS. The correctness of the proposed algorithm is proven. In

addition, we analyze the message complexity of PENS. The analytic result indicates that

PENS performs density-based clustering in P2P systems efficiently.

The primary contributions of this paper are three-fold:

1We select DBSCAN for investigation is because DBSCAN is efficient in very large databases.
It requires minimum domain knowledge to determine input parameters and discovers clusters
with arbitrary shapes.

2While our proposed algorithm can be applied to other P2P overlays supporting multi-
dimensional data, e.g., SSW [84], we choose the simple overlay structure CAN for the clarity
of presentation.
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1. We identify critical research challenges involved in clustering on P2P systems. To

the best of our knowledge, this is the first attempt to investigate the problem of

P2P clustering.

2. We propose an efficient distributed clustering algorithm, PENS, to facilitate density-

based clustering in P2P systems.

3. We prove that the proposed algorithm is correct. In addition, our analytic result

demonstrates the efficiency of the algorithm.

The rest of this paper is structured as follows. Related works and background are

provided in Section 7.2. We present the details of our proposal, PENS, in Section 7.3.

The correctness and the complexity analysis of the proposal are shown in Section 7.4

and 7.5, respectively. Finally, we conclude this paper and outline directions for future

research in Section 7.6.

7.2 Preliminaries

In this section, we review some works relevant to our study and provide back-

grounds on DBSCAN clustering algorithm and CAN overlay.

7.2.1 Background

In this section, we review DBSCAN and CAN that is necessary for understanding

of our proposal.
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7.2.1.1 DBSCAN

DBSCAN is a representative algorithm for density-based clustering, which treats

the regions in the data space that are densely populated by data as clusters. In the

following, we give a short introduction of the basic DBSCAN algorithm and the incre-

mental variant3. For details of the basic and incremental DBSCAN algorithms, please

see [42] and [41], respectively.

Basic DBSCAN Algorithm: The key idea of basic DBSCAN algorithm is that

if the neighborhood of a given radius (ε) for a data object has a cardinality exceeding

a preset threshold value (T ), this data object belongs to a cluster. In the following, we

list the definitions of terminologies regarding to density-based clustering from [42] for

convenience of presentation.

Definition 1: (directly density-reachable) [42] An object p is directly density-

reachable from an object q wrt. ε and T in the set of objects D if 1) p ∈ Nε(q) (Nε(q)

is the subset of D contained in the ε-neighborhood of q.) 2) |Nε(q)| ≥ T .

Objects satisfying Property 2 in above definition are called core objects and the

property is called core object property.

Definition 2: (density-reachable) [42] An object p is density-reachable from

an object q wrt. ε and T in the set of objects D, denoted as p >Dq, if there is a chain of

objects p1, ..., pn, p1 = q, pn = p such that pi ∈ D and pi+1 is directly density-reachable

from pi wrt. ε and T .

3We refer the DBSCAN algorithm without incremental clustering feature as the basic DB-
SCAN algorithm.
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It is possible that two objects of a cluster residing along the cluster boundary

might not be density-reachable from each other. However, there must exist a third

object, from which these two objects are density-reachable. Therefore, the notion of

density-connectivity is introduced.

Definition 3: (density-connected) [42] An object p is density-connected to

an object q wrt. ε and T in the set of objects D if there is an object o ∈ D such that

both p and q are density-reachable from o wrt. ε and T in D.

While density-reachability is a transitive but not symmetric relation, density-

connectivity is both a transitive and symmetric relation. Figure 7.1 depicts the relations

on some sample points where ε is the radius of the circles and T is 5.

qq not density−

reachable from p

p density−
p

reachable from q
o

connected to 

each other by o

p

q
p and q density−

Fig. 7.1. Density-reachability and density-connectivity.

A cluster is defined as a set of density-connected objects which is maximal with

respect to density-reachability and the noise is the set of objects not contained in any

cluster.
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Definition 4: (cluster) [42] Let D be a set of objects. A cluster C wrt. ε and

T in D is a non-empty subset of D satisfying the following conditions: 1) Maximality:

∀p, q ∈ D: if q ∈ C and p >Dq wrt. ε and T , then also p ∈ C. 2) Connectivity:

∀p, q ∈ C: p is density-connected to q wrt. ε and T in D.

Definition 5: (noise) [42] Let C1, ..., Ck be the clusters wrt. ε and T in D.

Then, the noise is defined as the set of objects in the database D not belonging to any

cluster Ci, i.e., noise = {p ∈ D|∀i: p /∈ Ci}.

Note that not all objects in a cluster are core objects. The objects in a cluster

that are not core objects are called border objects. Different from noise objects that are

not density-reachable from any other objects, border objects are density-reachable from

some core object in the cluster. In the following discussion, we omit ”wrt. ε and T”

when no confusion is caused.

The basic DBSCAN algorithm efficiently discovers clusters and noise in a dataset

according to above definitions. According to [42], a cluster is uniquely determined by any

of its core objects (Lemma 2 in [42]). Based on this fact, the basic DBSCAN algorithm

starts from any arbitrary object p in the database D and obtains all data objects in D

that are density-reachable from p through successive region queries, which return all data

objects intersecting with the specified query regions. If p is a core object, the obtained

set is a cluster in D containing p. On the other hand, if p is either a border object or

noise, the obtained set is empty and p is assigned to the noise. The above procedure is

then invoked with next object in D that has not been examined before. This process

continues till all data objects are examined.
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Incremental DBSCAN Algorithm: An insertion of a data object might ex-

pand a cluster or merge two or more clusters into one larger cluster, while a deletion of a

data object might shrink a cluster or divide a cluster into two or more smaller clusters.

The incremental DBSCAN algorithm identifies which part of the data set is affected by

the insertion/deletion and updates the clusters accordingly.

According to the discussion in [41], the insertion/deletion a data object (p) only

affects the neighborhood of p. Moreover, only the ”seed” objects, denoted as UpdSeed,

which are core objects in the ε-neighborhood of those objects in Nε(p) that change their

core object properties as a result of the update, need to reapply DBSCAN. UpdSeed is

defined as follows.

Definition 6: (seed objects for the update) [41] Let D be a set of objects

and p be an object to be inserted or deleted. Then,

UpdSeed ins = {q|q is a core object in D ∪ {p},∃q′: q′ is core object in D ∪ {p} but not

in D and q ∈ Nε(q
′)}.

UpdSeed del = {q|q is a core object in D − {p},∃q′: q′ is core object in D but not in

D − {p} and q ∈ Nε(q
′)}.

UpdSeed is obtained as follows. A region query is first invoked to obtain the data

objects in Nε(p). Then for each of the data object in Nε(p) with core object property

changed, a region query is invoked to obtain the core data objects in its ε-neighborhood.

7.2.1.2 Content Addressable Network (CAN)

CAN organizes the logical data space as a k-dimensional Cartesian space and

partitions the space into zones, each of which is taken charge of by one or more peers,
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called as zone owners. When a new node joins, it obtains a random point in the space and

joins the zone covering the random point. The owner of the zone to be joined splits its

zone into two equal-sized sub-zones along the dimension chosen in round robin fashion.

A data object is mapped to a point in the space and the index for the data object is

stored at the peer whose zone covers the corresponding point. In addition to indexing

data objects, peers maintain routing tables which consist of pointers to neighboring

subspaces along each dimension. Routing from a source zone to a destination zone is

performed greedily by always forwarding the message to the peer in the routing table

that is closest to the destination zone.

CAN provides two fundamental operations: PUT and GET. When a peer has a

new sharable data object a, it invokes PUT(a) to publish the index information for a to

the owner of the zone covering a. When a peer wants to retrieve the index information

for a data object a, it invokes GET(a) to obtain this information from the owner of the

zone covering a.

7.2.2 System Model

Assume that there are N peer nodes in the system, where each peer node i has

a dataset Ui (i = 1, 2, ..., N) consisting of ni (ni ≫ 1) data objects represented by

their k-dimensional feature vectors. Note that the number of data objects (n =
∑N

1
ni)

in the system is much greater than the number of nodes in the system, i.e., n ≫ N .

The union of the dataset Ui is U and the domain of U is D ∈ Rk, where R is the set

of real numbers in the range of {0, 1}4. Each data object x ∈ D is represented by a

4We can always normalize the attributes with domain not in the range of {0, 1}.
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feature vector x = {x1, x2, ..., xk}. Without loss of generality, we assume the distance

(dissimilarity) between two data objects, d(x, y) where x, y ∈ D, is their Euclidean

distance, i.e.,
√

∑k
j=1

(xj − yj)
2.

A data object is mapped to a point in a k-dimensional Cartesian space. The N

peer nodes form into a k-dimensional CAN overlay over this Cartesian space. We modify

the CAN overlay slightly as follows. When a peer joins the system, the owner of the

zone to be joined splits its zone into two only if the total number of data objects mapped

to this zone exceeds some threshold value M . With this minor modification, a zone is

not splitted unless it is overloaded with data objects. In following discussions, only the

feature vectors of data objects are required for clustering. Therefore, for brevity, we

refer the feature vector of a data object as the data object itself. In addition, we refer

the data objects mapped to the zone of a peer as this peer’s data objects whenever the

context is clear.

7.3 Peer Density-based Clustering

We design a fully distributed density-based clustering algorithm in P2P sys-

tems, called peer density-based clustering (PENS). PENS addresses three challeng-

ing issues raised by clustering in P2P systems, i.e., cluster assembly, cluster member-

ship storage, and incremental clustering, through HCA (hierarchical cluster assembly),

MGCMS (multi-granularity based cluster membership storage), and increPENS (incre-

mental PENS), respectively.

To perform clustering over the whole set of data objects stored in P2P systems,

each peer first conducts clustering over the data objects mapped to its zone to obtain
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local clusters or noise within its zone. Then peers invoke HCA to assemble local clus-

ters progressively to form a global clustering model. The obtained clustering result,

i.e., the cluster membership, is stored at peers in accordance with MGCMS. Upon the

insertion/deletion of a data object, increPENS is invoked for incremental clustering.

In the following, we further introduce some definitions and terms used in the

remaining discussions. We then present the details of HCA, MGCMS and increPENS

in Section 7.3.1, 7.3.2 and 7.3.3, respectively. Lastly, we discuss some optimization

technique applicable to PENS.

In the following, ”region” refers to a portion of the data space. It may consist of

one single zone or multiple neighboring zones. The precise definition of region is deferred

to Section 7.3.1.1.

Definition 7: (cluster within Region i) Let Di be the set of data objects

mapped to Region i. A cluster within Region i, C, wrt. ε and T is a nonempty subset of

Di satisfying the following conditions: 1) Maximality: ∀p, q ∈ Di: if q ∈ C and p >Di
q

wrt. ε and T , then also p ∈ C. 2) Connectivity: ∀p, q ∈ C: p is density-connected to q

wrt. ε and T in Di.

Definition 8: (noise within Region i) Let C1, ..., Ck be the clusters within

Region i wrt. ε and T . Then, the noise within Region i is defined as the set of objects in

the database Di not belonging to any cluster Ci within Region i, i.e., noise = {p ∈ Di|∀j:

p /∈ Cj}.

Definition 9: (cluster covering Zone i) Let Di be the set of data objects

mapped to Zone i and D be the union of all Di (1 ≤ i ≤ N). Let C be a cluster in D.

C is a cluster covering Zone i if ∃p ∈ C: p ∈ Di.
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Recall that to perform clustering in PENS, before invoking HCA, peers first per-

form clustering locally based on the basic DBSCAN algorithm as introduced in Section

7.2.1.15. When peers finish clustering locally, the data objects in each zone are classified

as either local clusters or noise within a zone. Each local cluster is given a unique Local-

ClusterID, denoted by <ZoneID, ClusterID>, where ZoneID is the unique identifier of a

zone (how to obtain the ZoneID is described later) and ClusterID is the unique identifier

of a local cluster within the zone. We also given a unique LocalClusterID to data objects

that are considered noise locally.

7.3.1 Hierarchical Cluster Assembly

While a central site is not available and network-wide message flooding is imprac-

tical in P2P systems, it is extremely challenging to assemble local clusters and obtain a

global clustering model. Hierarchical clustering assembly (HCA) is proposed to address

this issue. HCA enables peers to collaboratively form a global clustering model through

peer communication only. The basic idea of HCA is that the clusters within smaller

regions (or zones) are assembled to form clusters within larger regions. These clusters

are then assembled to form clusters within even larger regions. This hierarchical process

continues until the clusters in the whole data space are formed. HCA consists of three

tasks:

• Hierarchy Formation: To form a hierarchy in P2P systems which is used for

cluster assembly.

5In this paper, we adopt the heuristics developed in [42] to obtain the setting for ε and T
from the ”thinnest” region of a cluster. For details on ε and T settings, please refer to [42].
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• Cluster Expansion Check: To determine whether locally obtained clusters can

be expanded to other zones and obtain the corresponding cluster expansion infor-

mation.

• Cluster Merging: To merge clusters according to cluster expansion information

along the hierarchy to obtain a global clustering model.

In the following, we address these three tasks in details.

7.3.1.1 Hierarchy Formation

We observe that the CAN overlay can be leveraged to form a hierarchical struc-

ture, which can be used for cluster assembly. We call this hierarchical structure as

virtual peer tree (VPtree). In the following, we introduce the concept of VPtree and

some relevant terms.

The history of space partition during CAN overlay construction can be represented

by a virtual binary tree. The root of the tree represents the initial data space and the

two subtrees of each node represent the two subspaces generated by a partition event.

We encode the binary tree by assigning bit 0 and 1 to the left and right edges of each

tree node, respectively. A tree node obtains a tree label by concatenating the edge labels

on the path from the root to itself. The tree label uniquely identifies a node in the tree.

This encoded binary tree is the VPtree. Note that the VPtree is virtual only and it is

not stored anywhere in the system.

The two equal-sized subspaces generated from a partition event are called buddy

regions. We use region as a general term to represent the subspace consisting of one
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single zone or two buddy regions. The regions that undergo x partitions correspond to

the nodes at depth x in the VPtree, and they are called level-x regions (thus, the leaf

nodes of VPtree are also zones). For instance, the whole data space is level-0 region

and the two buddy regions generated from the first partition (corresponding to the two

subtrees of the root node) are level-1 regions. The tree label for a node in the VPtree

serves as the RegionID for the corresponding region of an internal tree node, or the

ZoneID for the corresponding zone of a leaf node.

Figure 7.2 depicts the VPtree structure and the corresponding regions for a CAN

in 2-dimension Cartesian space. The Cartesian space is partitioned along Dimension 1

and 2 (marked as d1 and d2 in the figure) in round robin fashion. In this example, level-5

Zones M (with ZoneID 11110) and N (with ZoneID 11111) are buddy zones. Similarly,

level-4 Zone J (with ZoneID 1110) and the region (with RegionID 1111) composed of

Zone M and N are buddy regions.

7.3.1.2 Cluster Expansion Check

The task of cluster expansion check is to determine whether and how local clus-

ters within a zone can be expanded to other zones and obtain the corresponding cluster

expansion information. In the following, we first discuss some observations, which facili-

tate cluster expansion check. We then explain how cluster expansion check is performed

in details.

After careful examination, we have following two observations:
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Fig. 7.2. Illustrative example of VPtree.

• If all data objects of a cluster within Zone i are at least ε away from the boundary

of Zone i, this cluster is also a cluster in the whole data space, i.e., this cluster is

non-expandable.

• If a cluster within Zone i can be expanded to include other data objects outside of

Zone i, i.e., this cluster is expandable, there exists at least one data object in this

cluster whose ε-neighborhood contains some data objects outside of Zone i.

We call the region inside Zone i that is within ε to the boundary of Zone i as ε-inner-

boundary of Zone i, and the region outside of Zone i that is within ε to the boundary

of Zone i as ε-outer-boundary of Zone i. Observation 1 implies that if no data object of

a cluster within a zone resides in the ε-inner-boundary of the zone, this cluster is not

expandable. Observation 2 implies that if a cluster within a zone can be expanded to
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other zones, there must exist some data objects of this cluster in the ε-inner-boundary

of this zone whose ε-neighborhood contains some data objects in the ε-outer-boundary

of this zone. In the following discussions, we refer the ε-inner-boundary of a zone as

the ε-inner-boundary and ε-outer-boundary of a zone as the ε-outer-boundary whenever

the context is clear. Figure 7.3 illustrates examples of an expandable cluster (A2) and

a non-expandable cluster (A1) within Zone A (depicted by the rectangle). The shaded

areas indicate the ε-inner-boundary and ε-outer-boundary of Zone A, respectively.

−inner−boundaryε
−outer−boundaryε

Zone A

non−expandable
A1

expandable
A2

B1

Fig. 7.3. Expandable or non-expandable clusters.

The above two observations can be generalized to following two formal theorems:
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Theorem 7.1. Let D, Di and Di in be the set of data objects in the whole data space,

the set of data objects mapped to Zone i, the set of data objects mapped to the ε-inner-

boundary, respectively. Let C be a cluster within Zone i. If ∀p ∈ C: p ∈ Di − Di in, C

is a cluster in D.

Proof: We prove Theorem 7.1 by contradiction. Suppose that Cluster C is not a cluster

in D, i.e., C does not satisfy maximality or connectivity in D.

From the definition of clusters within a region (Definition 7), we know that C

satisfies connectivity in Di, from which we can derive that C must satisfy connectivity

in D. Thus, if C is not a cluster in D, C should not satisfy maximality in D. In the

following, we prove this is impossible, i.e., C must also satisfy maximality in D.

If C does not satisfy maximality in D (C satisfies maximality in Di according to

Definition 7), there exists two data objects p and q, p /∈ Di, q ∈ Di and q is core object

in C such that p is density-reachable from q in D. Thus, there exists a chain of data

object p1, ..., pn, p1 = q and pn = p such that pi+1 is directly density-reachable from

pi in D. Among p1, ..., pn, there exists x (1 ≤ x ≤ n − 1) such that p1, ..., px are inside

Zone i and px+1, ..., pn are outside of Zone i. Since px+1 is directly density-reachable

from px, px+1 is in the ε-neighborhood of px. Therefore, px must be located no greater

than ε from the boundary of Zone i, i.e., px is in Di in. Since px is density-reachable

from q, px belongs to Cluster C. This contradicts with the fact that no data objects of

C are in Di in. This proves Theorem 7.1. ¤

Theorem 7.2. Let Di in and Di out be the set of data objects mapped to the ε-inner

boundary and ε-outer-boundary of Zone i, respectively. Let C be a cluster within Zone
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i. If C can be expanded to other zones, there exists a pair of data objects p and q where

q ∈ C, q ∈ Di in and p ∈ Di out such that p is directly density-reachable from q.

Proof: We prove Theorem 7.2 by contradiction. Suppose that there is no data object in

Di out that is directly density-reachable from any data object of C in Di in.

In order for a data object p outside of Zone i to be density-reachable from a data

object q of C in Di in, there should exist a chain of data objects p1, ..., pn, p1 = q and

pn = p such that pi+1 is directly density-reachable from pi in D. In addition, there

should exist x (1 ≤ x ≤ n − 1) such that p1, ..., px are inside Zone i (p1, ..., px are in

C) and px+1, ..., pn are outside of Zone i . If there is no data object in Di out that is

directly density-reachable from any data object of C in Di in, we couldn’t find such x.

Thus, no data object outside of Zone i is density-reachable from any data object of C

in Di in. Since among all data objects in Zone i, only those data objects in Di in might

contain some data objects outside of Zone i in their ε-neighborhood, we can then derive

that no data objects outside of Zone i is density-reachable from any data object of C.

Thus C can not be expanded outside of Zone i, which contradicts with the fact. This

proves the theorem. ¤

According to Theorem 7.2, in order to determine whether a local cluster within

a zone can be expanded, we only need to examine whether this cluster is affected by

the data objects in the ε-outer-boundary. In addition, only the data objects in the

ε-inner-boundary might be affected, i.e., change their core object property (mentioned

in Section 7.2.1.1), by these data objects in the ε-outer-boundary. Therefore, cluster
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expansion check proceeds as follows. A peer first obtains the data objects in the ε-outer-

boundary by a region query. Then through local computation, the peer examines the

ε-neighborhood for each of the data objects in the ε-inner-boundary. There are four

possible cases for each of such data object p:

1. Noise: |Nε(p)| < T .

2. New cluster: |Nε(p)| ≥ T , and all data objects in Nε(p) are previous noise objects

within zones.

3. Cluster extension: |Nε(p)| ≥ T , and some data objects in Nε(p) belong to one

cluster within a zone, while others are noise objects within zones.

4. Cluster merging: |Nε(p)| ≥ T , and some data objects in Nε(p) belong to two or

more clusters within zones while others are noise objects within zones.

Figure 7.4 illustrates the four cases. Note that different cases might coexist in

some scenario. For instance, in Figure 7.4(d) the two clusters A2 and B1 are merged.

In addition, some noise object is added to the newly merged cluster as well.

For the first case, we do not need to do anything. For the latter three cases,

the owner of the zone needs to record cluster expansion information, formally denoted

as cluster expansion set (CES), which indicates how local clusters within a zone can

be expanded outside of the zone. CES consists of cluster expansion entries for each

local cluster that can be expanded to other zones. Each cluster expansion entry consists

of two parts, i.e., present coverage (Pcoverage) and expandable coverage (Ecoverage),

where Pcoverage includes the LocalClusterID for a local expandable cluster within the
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Fig. 7.4. Illustrative examples for cluster expansion check.

zone, and Ecoverage includes the LocalClusterIDs for the clusters or noise objects in the

ε-outer-boundary that this local cluster can be expanded to.

7.3.1.3 Cluster Merging

Cluster merging assembles local clusters according to CESs obtained previously

along the VPtree to form a global clustering model. To preform cluster merging, the

CESs of two buddy zones are first delivered to their parent in the VPtree where the

clusters within the two buddy zones are assembled to form larger clusters and the two

CESs are merged to form a new CES for the region consisting of the two buddy zones.

The CESs of two buddy regions are then delivered to their parent where the cluster

assembly and CES merge take place accordingly. This process continues till the root of

VPtree (corresponding to the whole data space) is reached. In order to perform above

process, we need to address following four questions:
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• Who should be the arbiter acting as the parent for merging clusters in two buddy

regions?

• Who should be the representative to deliver the relevant information to the parent

along the VPtree?

• How should the CESs be merged at an arbiter?

• What information should be forwarded along the VPtree?

In the following, we address these four questions and discuss the algorithmic details of

cluster merging.

To minimize communication overheads, the arbiter for a region is chosen as the

peer in charge of the zone within the specified region that is closest to the center of data

space. The representative for a region is chosen among the arbiter for this region and

the two representatives representing the two corresponding buddy regions. The selection

is made according to the current processing load, bandwidth, etc., at these three peers

(when one of the representatives is chosen as the arbiter, one message instead of two is

incurred to forward CES to the arbiter). Once the arbiter receives CESs from the two

representatives of the corresponding buddy regions, it merges them to form a new set of

CES (to be detailed shortly).

Figure 7.5 illustrates one example for arbiter selection in the top right region from

Figure 7.2. The owner of Zone M acts as the arbiter for the Region 1111 (consisting of

the two buddy zones M and N) since Zone M is closer to the center of data space. Thus,

the owner of Zone N forwards its CES to the owner of Zone M . Between the owners

of Zone M and N , one peer is selected as the representative for Region 1111 to forward
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the merged CES to the owner of Zone J , who is the arbiter for Region 111 (consisting

of Zone M , N and J). Similarly, the owner of Zone L forwards its CES to the owner of

Zone I, who is the arbiter for Region 110. Then, the CESs of Region 111 and 110 are

merged at the owner of Zone I, who is the arbiter for Region 11.

11

11111
NM

11110

1111
M

1110
J

11011100
I L

I
111 110

J

I

Fig. 7.5. Illustrative example for arbiter selection during cluster merging.

We now proceed to the details of how CESs are merged and corresponding local

clusters are assembled at an arbiter. We assume that the two buddy regions are Region

A and B and the corresponding CESs are Set A and B, respectively. The merged result

is stored back to Set B. Recall that each entry in Set A and B indicates how a local

cluster in Region A and B can be expanded. Without loss of generality, we start to

examine Set A first to determine whether a cluster in Region A can be expanded to

Region B. For each entry i in A (Ai), the arbiter checks whether there is some overlap

between Ecoverage of Ai and Pcoverage of an entry j from B (Bj). An non-empty

overlapping set between these two indicates that the local cluster (or noise objects) in
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Region A corresponding to Ai can be combined with the local cluster (or noise objects)

in Region B corresponding to Bj . In this case, these two clusters are merged as follows.

Pcoverage of Ai is added to Pcoverage of Bj . The overlapping set is then removed from

Ecoverage of Ai. In addition, the updated Ecoverage of Ai is added to Ecoverage of

Bj . If Ecoverage of Ai becomes empty, the corresponding cluster can not be expanded

any more. Thus, the examination for Ai terminates and Ai is removed from A. After

all cluster expansion entries in A are examined, if A is not empty at this moment, the

remaining entries in A are added to B.

Bm Bn

Ai

Fig. 7.6. Illustrative example for one cluster to be merged with two clusters.

Up to now, we have merged a cluster in Region A with a cluster in Region B.

In some cases, it is possible that a cluster in Region A, e.g., Ai, can be merged with

two or more different clusters in Region B, Bm, Bn as shown in Figure 7.7. Using the
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procedure described above, Ai and Bm are merged into one larger cluster, and Ai and

Bn are merged into another larger cluster. However, in this case, Bm, Bn and Ai should

be merged (note that the symmetric case where a cluster in Region B can be merged

with two or more clusters in Region A is already handled, since whenever a cluster in

A is merged with B, the corresponding cluster expansion entry in B is expanded with

the corresponding entry from A). To achieve this, we examine whether two clusters

in set B have some overlap in their Pcoverage. If there are, merging is performed by

combining their Pcoverage and Ecoverage. The algorithm for merging CESs is illustrated

in Algorithm 10.

In order to determine which information to be forwarded along VPtree, the arbiter

checks the merged CES to see whether there are some clusters that can not be expanded

out of current region any more (i.e., empty Ecoverage). For those clusters, there is no

need to forward the corresponding cluster expansion entry any further (this information

is retained at this peer for cluster membership propagation to be discussed shortly).

However, in order to obtain certain global clustering information, e.g., the total number

of clusters, we need to indicate the existence of such clusters in the messages forwarded

up to the root of VPtree. Therefore, we represent such a cluster by CRegionID, the

RegionID of the smallest region enclosing the cluster, to indicate the existence and the

coverage of this cluster (the coverage information is for cluster membership propagation

to be discussed shortly). CRegionID replaces the cluster expansion entry for this cluster

and is propagated up along the VPtree. Once the arbiter for the whole data space (the

root of VPtree) receives messages from the corresponding representatives, in addition to
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Algorithm 10 Algorithm for merging CESs at an arbiter.

Merging CESs (A and B are the two CESs to be merged. The merged results are stored in
B.)

1: for i = 1 to |A| do
2: for j = 1 to |B| do
3: U = Ai.Ecoverage ∩ Bj .P coverage

4: if U 6= φ then
5: Bj .P coverage = Bj .P coverage ∪ Ai.P coverage
6: Ai.Ecoverage = Ai.Ecoverage − U
7: Bj .Ecoverage = Bj .Ecoverage ∪ Ai.Ecoverage

8: if Ai.Ecoverage = φ then
9: A = A − {Ai}

10: end if
11: end if
12: end for
13: end for
14: if A 6= φ then
15: B = B ∪ A
16: end if
17: i = 1
18: while i < |B| do
19: for j = i + 1 to |B| do
20: U = Bi.PCoverage ∩ Bj .P coverage

21: if U 6= φ then
22: Bi.P coverage = Bi.P coverage ∪ Bj .P coverage
23: Bi.Ecoverage = Bi.Ecoverage ∪ Bj .Ecoverage

24: B = B − {Bj}
25: else
26: i = i + 1
27: end if
28: end for
29: end while
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merging the two corresponding CESs, it also obtains the total number of clusters and

assigns each cluster a unique numeric GlobalClusterID.

Note that even though the clusters are assembled along a hierarchy (VPtree),

each node in the hierarchy only forwards one message and receives two messages. In

addition, the message size is not necessarily monotonically increasing since the clusters

that can not be expanded further are simply represented by their CRegionIDs. Thus,

HCA does not impose high processing load at the root or nodes at the high level of the

hierarchy. Potential single point of failure at the root or higher level of the hierarchy

can be addressed by extending our current HCA algorithm to have multiple arbiters and

representatives for each region, which is left for future exploration.

7.3.2 Cluster Membership Storage

Without a centralized server, the cluster membership storage is a non-trivial issue.

While replicating the complete cluster membership at every peer can make the access

to the cluster membership easy, this incurs excessive maintenance overheads as well as

storage burden. Here, we propose a multi-granularity based cluster membership storage

(MGCMS), which facilitates easy access to cluster membership with reasonable mainte-

nance and storage overheads. In the following, we first explain the concept of MGCMS.

We then explain how the cluster membership at different granularities is obtained.

In MGCMS, we distinguish the cluster membership at three granularities: the

global level, the zone level, and the object level. At the global level, a peer maintains very

coarse cluster membership, i.e., the total number of clusters. At the zone level, for each

cluster that covers a peer’s zone, this peer maintains the ZoneIDs of the other zones that
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this cluster also covers if there are any. At the finest level, for each data object mapped

to its zone, the peer records the detailed cluster membership (GlobalClusterID for data

objects in a cluster or NULL for noise objects). MGCMS provides the peer a finer

clustering picture for data objects mapped to its zone and a coarser clustering summary

for data objects at other zones. Compared to full replication as described above, MGCMS

incurs reasonable maintenance/storage overheads yet does not comprise the accessibility

to the cluster membership. Table 7.1 summarizes the cluster membership maintained by

a peer (i).

Table 7.1. Cluster membership maintained at Peer i in PENS
Storage Granularity Entry

Global level Number of clusters
Zone level Every cluster covering i’s zone:

GlobalClusterID, {ZoneIDs}
Object level Every data object at i’s zone:

GlobalClusterID or NULL

We now discuss how the cluster membership at different granularities is obtained.

Recall that after performing HCA, the root of the VPtree has the following information:

the total number of clusters, the coverage of each cluster (either the Pcoverage if a

cluster spans the two buddy regions of the root node, or CRegionID otherwise). This

aggregated clustering information is disseminated to relevant peers in accordance with

MGCMS as follows. The cluster membership at the global level, i.e., the number of
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clusters, is propagated to each peer along the VPtree. The cluster membership at the

zone level is propagated along the VPtree down to relevant peers in accordance with

the coverage of a cluster. The coverage of a cluster is represented by CRegionID before

the peer who acts as the arbiter for the smallest region enclosing the cluster, i.e., the

region with its RegionID as CRegionID, is reached. The coverage of a cluster is later

represented by Pcoverage of this cluster once such peer is reached (since this peer retains

Pcoverage for this cluster as mentioned in Section 7.3.1.3). The cluster membership at

the zone level is then propagated down the VPtree as follows. If a cluster covers a region

corresponding to a subtree branch, the cluster membership is propagated to the branch

recursively till the owners of the zones covered by the cluster are reached. Zone owners

then update their local clusters accordingly, i.e., recording the cluster membership at

the zone level for each of the cluster covering its zone, labeling each of the data objects

mapped to its zone with a GlobalClusterID if the data object belongs to a cluster or

NULL otherwise.

7.3.3 Incremental Clustering

We propose increPENS to facilitate incremental clustering upon the insetion/deletion

of a data object. increPENS first systematically identifies the clusters affected by an in-

sertion/deletion, then updates the corresponding cluster membership accordingly. In the

following, we discuss these two steps in details.

Assume that the data object to be inserted or deleted is p. As proven in [41],

examining UpdSeed, the core data objects in the ε-neighborhood of these data objects

within Nε(p) which have the core object properties changed as a result of the update, is
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sufficient for incremental DBSCAN algorithm to identify the clusters and data objects

affected by the insertion/deletion of a data object. This still holds in our case. In

order to detect the data objects with core object properties changed, each data object

is associated with the number of data objects in its ε-neighborhood (the incremental

DBSCAN also makes similar optimization). This information is readily obtained during

local clustering or cluster expansion check. Thus, upon insertion, only a data object p

with |Nε(p)| = T − 1 might change its core object property. On the other hand, upon

deletion, only a data object p with |Nε(p)| = T might change its core object property.

We now proceed to the details of obtaining UpdSeed. The owner of the zone

covering p, called as update initiator, first issues a region query to obtain the data

objects in the ε-neighborhood of p. Then a peer sets the region that is the union of the

ε-neighborhood of these data objects in Nε(p) with core object property changed as the

query range and issues one single region query to obtain UpdSeed. Note that different

from incremental DBSCAN algorithm where an individual region query is issued for

each of the data object in Nε(p) with core object properties changed, increPENS avoids

examining the same region covered by the ε-neighborhood of these data objects multiple

times.

Similar to cluster expansion check, by examining data objects in UpdSeed, we

have four possible cases upon insertion of a data object: noise, new cluster, cluster

extension, and cluster merging, and four possible cases upon deletion of a data object:

noise, cluster disappearance, cluster shrinking, and cluster splitting, where each of the
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four cases for the deletion is contrary to the corresponding case for the insertion6. For

the latter three cases, the update initiator informs the owners of the zones, which have

their cluster membership at object level changed, to update the corresponding cluster

membership accordingly. If the cluster membership at the zone level is changed (more

or less zones are covered by the cluster), the update initiator informs the owners of

the zones covered by this cluster to update their cluster membership at the zone level

accordingly. Lastly and also less frequently, the number of clusters might change and

the update initiator informs all peers to update their cluster membership at the global

level accordingly. Note that for cluster membership update at the zone level (and at the

object level in some cases), the update initiator needs to inform the owners for a specific

subset of zones (covered by a cluster). In order to inform these peers, the coordinates of

the corresponding zones need to be known for routing. While the update initiator only

has the ZoneIDs for the zones covered by a cluster, it can figure out the coordinates of

these zones easily (since a region is partitioned in the middle along a dimension chosen

in round robin fashion). Once the coordinates of these zones are obtained, the update is

propagated to these corresponding zones by following the neighbor pointers in a peer’s

routing table recursively.

7.3.4 Optimization Techniques

We observe that region queries are issued to obtain CES (cluster expansion infor-

mation) in HCA and UpdSeed in increPEN, respectively. In HCA, the query region is the

6Determining which case that a data object belongs to according to UpdSeed is similar to
[41]. Thus, it is not presented here for brevity. Interested readers please see [41].
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ε-outer-boundary of a zone (Section 7.3.1.2). In increPENS, to obtain UpdSeed which

are data objects in the ε-neighborhood of data objects that are in the ε-neighborhood

of the data object to be inserted/deleted (Section 7.3.3), the query region is the 2ε-

neighborhood of the data object to be inserted/deleted. One optimization is to let a

peer store the index information for data objects mapped to the 2ε-outer-boundary of

its zone (in addition to storing the index information for data objects mapped to its

zone). In this case, a peer can obtain CES and UpdSeed through local computation

only. We analyze in Section 7.5 that when 2ε is small and the data dimensionality is

high, this optimization could result in large saving in message overheads with marginal

extra maintenance and storage overheads.

7.4 Correctness of PENS

In this section, we prove that PENS can correctly discover clusters and noise

in P2P systems. While we adopt the design principle of basic DBSCAN algorithm for

local clustering and incremental DBSCAN algorithm for increPENS, respectively, peers

correctly discover clusters and noise within their zones when performing local clustering

according to [42], and increPENS correctly discovers clusters and noise incrementally

according to [41]. Therefore, the focus of this section is on proving the correctness of

HCA, i.e., the clusters obtained through HCA satisfy maximality and connectivity (as

defined in Definition 4).
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Theorem 7.3. Maximality: Let D be the set of data objects in the whole data space,

and C be a cluster in D formed through HCA. ∀p, q ∈ D: if q ∈ C and p >Dq, then also

p ∈ C.

Proof: We prove the maximality by induction. Given that clusters within level-(i+1)

regions satisfy maximality within their regions, we need to prove that the clusters within

level-i regions satisfy maximality within their regions.

When we merge two level-(i+1) buddy regions A and B, we have (and only have)

following four cases when a cluster in a level-(i+1) region can be expanded (depicted in

Figure 7.7(a–d), respectively):

1. A cluster (or noise object) in Region A, i.e., Ai, can be expanded to a cluster (or

noise object) in Region B, i.e., Bj .

2. Multiple clusters (or noise objects) in Region A, i.e., Ai1, ..., Aim, can be expanded

to a cluster (or noise object) in Region B, i.e., Bj .

3. A cluster (or noise object) in Region A, i.e., Ai, can be expanded to multiple

clusters (or noise objects) in Region B, i.e., Bj1, ..., Bjk.

4. Multiple clusters (or noise objects) in Region A, i.e., Ai1, ..., Aim, can be expanded

to multiple clusters (or noise objects) in Region B, i.e., Bj1, ..., Bjk.

If we prove that the clusters within the two level-(i+1) buddy regions are merged

into one larger cluster within level-i region in all above four cases, the maximality of

clusters within level-i region is proven to be satisfied given the maximality of clusters
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Fig. 7.7. Illustrative examples for cluster merging.
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within level-(i+1) region is satisfied. Since Case 4 is a combination of Case 2 and 3, for

presentation clarity, we do not prove maximality under case 4 explicitly.

Case 1: According to Line 5–7 in Algorithm 10, Ai and Bj are merged into one

larger cluster.

Case 2: According to Line 5–7 in Algorithm 10, when Ai1 is examined, Ai1 and

Bj are merged into one larger cluster, ABi1j . Later on, when Ai2 is examined, Ai2 and

ABi1j are merged into one larger cluster, ABi12j . Following this process, lastly, Aim

and ABi1(m−1)j (consisting of clusters Ai1, ..., Ai(m−1) and Bj) are merged into one

larger cluster consisting of Ai1, ..., Aim and Bj .

Case 3: According to line 5–7 in Algorithm 10, Ai and Bj1 are merged into one

larger cluster, ABij1, Ai and Bj2 are merged into one larger cluster, ABij2, ..., and Ai

and Bjk are merged into one larger cluster, Bijk. According to line 22–23 in Algorithm

10, ABij1 and ABij2 are merged into one larger cluster ABij12. Later on, ABij12

and ABij3 are merged into one larger cluster ABij13. Following this process, lastly,

ABij1(k−1) (consisting of Ai and Bj1, ..., Bj(k−1)) and ABijk (consisting of Ai and

Bjk) are merged into one larger cluster consisting of Ai, Bj1, ..., Bjk. ¤

Theorem 7.4. Connectivity: Let D be the set of data objects in the whole data space,

and C be a cluster in D formed through HCA. ∀p, q ∈ C: p is density-connected to q in

D.

Proof: We prove connectivity by induction. Given that clusters within level-(i+1)

regions satisfy connectivity within their regions, we need to prove that the clusters

within level-i regions satisfy connectivity within their regions.
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Let Ci be a cluster in a level-i region R. Without loss of generality, we assume

Ci is composed of two clusters Ci1 and Ci2, which are clusters in the two level-(i+1)

buddy regions R1 and R2, respectively (according to the transitivity of connectivity, the

connectivity can be proven similarly for other cases when Ci consists of more than two

clusters within level-(i+1) regions). From Line 3–4 and Line 20–21 in Algorithm 10, Ci1

and Ci2 are merged only when there are some data objects x and y, where x ∈ Ci1 and

y ∈ Ci2, are density-connected to each other in Region R. Since every data object in Ci1

is density-connected to x in Region R1 and every data object in Ci2 is density-connected

to y in Region R2, every data object in C is density-connected to each other in R. ¤

7.5 Analysis of PENS

We analyze the message complexity of basic PENS algorithm and increPENS al-

gorithm (for presentation clarity, we refer PENS without incremental clustering feature

as basic PENS algorithm). Table 7.2 lists the symbols used in this section. For presen-

tation clarity, we assume that the average side length of zones7, r, is not less than 2ε,

and the clusters are randomly distributed in the data space.

Recall that the basic PENS algorithm discovers clusters and noise through local

clustering and HCA (hierarchical cluster assembling). While local clustering doesn’t

incur any message communication, cluster expansion check and cluster merging in HCA

incur message communication. To conduct cluster expansion check, a peer issues a

7This is a practical assumption and we can guarantee that this condition is satisfied in most
cases by requiring the threshold value M (introduced in Section 7.2.2), the minimum number of

data objects contained in a zone to invoke zone splitting, is not less than e · (2ε)k.
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Table 7.2. Symbols used in the analysis of PENS.
Symbols: Descriptions

N: Number of nodes in the network
k: Dimensionality of data objects
r: Average side length of a zone
e: Average data density

α: Average percentage of clusters affected by an insertion/deletion

region query to obtain the data objects in the ε-outer-boundary of its zone. For a k-

dimensional Cartesian space, the ε-outer-boundary of a zone intersects with the two

neighboring zones (abutting all but one dimension) along each dimension, i.e., 2k zones

in total, and other neighboring zones sharing each of the vertex, i.e., 2k zones in total.

Therefore, cluster expansion check incurs (2k + 2k) messages. During cluster merging,

at most one message is forwarded along each edge in the VPtree. For a tree with N

leaf nodes, there are (N−1) internal nodes, thus, there are (2N−2) edges in the tree

connecting these (2N − 1) nodes (N leaf nodes and (N−1) internal nodes). Therefore,

at most (2N−2) messages are incurred during cluster merging. In summary, the message

complexity incurred by the basic PENS algorithm is (2k + 2k + 2) · N−2 = O(2k · N).

IncrePENS consists of obtaining UpdSeed and updating the corresponding cluster

membership. The maximum region that need to be examined for obtaining UpdSeed is

the 2ε-neighborhood of p as discussed in Section 7.3.4. The maximum number of zones

that intersect with this region (excluding the zone A covering p) is 2k + 2k. This occurs

when p is located around the center of Zone A. Moving p to other places within Zone A

reduces the number of zones intersecting with the 2ε-neighborhood of p (since r ≥ 2ε).
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Therefore, the average message complexity is 2k + 2k + α · N = O(2k + α · N) (where

α·N indicates the number of peers managing the zones covering the affected clusters).

In certain cases when the cluster membership at the global level, i.e., the number of

clusters, is changed, this change needs to be propagated to the whole network, incurring

O(N) more messages. However, we expect this occurs fairly infrequently.

Using the optimization as mentioned in Section 7.3.4, no messages are required

for cluster expansion check in basic PENS algorithm or obtaining UpdSeed in increPENS

algorithm. Thus, the message complexity is reduced to 2N−2 (O(N)) and α·N , respec-

tively. Compared to the case without optimization, the relative maintenance and storage

overhead is proportional to
e·(2ε+r)k

e·rk , where rk and (2ε + r)k denote the volume of the

zone and the volume of the region consisting of this zone and its 2ε-outer-boundary,

respectively. When 2ε is much smaller than r and k is large, the extra maintenance and

storage overheads of this optimization technique are marginal.

Figure 7.8 displays the plots of message complexity incurred by clustering through

basic PENS algorithm with and without optimization under different network size and

data dimensionality. In Figure 7.8(a), the data dimensionality is set to 10 and the

network size is varied from 64 to 16384 peers. From this figure, we can see that the

number of messages grows linearly with the network size. The number of messages

incurred by the basic PENS algorithm with optimization is smaller than the one without

optimization. In Figure 7.8(b), the network size is set to 1024 and the data dimensionality

is varied from 1 to 10. This figure indicates that when the dimensionality increases, the

message complexity of the basic PENS algorithm with optimization is much smaller

compared to the message complexity of the basic PENS algorithm without optimization.
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Fig. 7.8. Message complexity incurred by clustering through basic PENS algorithm.
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Figure 7.9 displays the plots of message complexity incurred by incremental clus-

tering through increPENS with and without optimization under different percentage of

affected clusters and data dimensionality. In Figure 7.9(a), the data dimensionality is set

to 2, the network size is set to 1024, and the percentage of affected clusters is varied from

1% to 10%. This figure indicates that the number of messages grows linearly with the

percentage of affected clusters. In Figure 7.9(b), the percentage of the affected clusters is

set to 10% and the data dimensionality is varied from 1 to 10. Similar to Figure 7.8(b),

this figure indicates that with increasing dimensionality, the benefit of the optimization

technique on incremental clustering becomes more significant.

In summary, the number of messages incurred by the basic PENS algorithm is

proportional to the network size (N) and is not related to the dataset size (n), where

N is expected to be much smaller than n. This indicates that our PENS is efficient. In

fact, for any clustering algorithm in P2P systems, in order to form a global clustering

model, any peer has to communicate with other peers at least once to exchange clustering

information. Thus O(N) message complexity incurred by the basic PENS algorithm with

optimization is also the lower bound on messages complexity for any clustering algorithms

in a P2P system with size N . For increPENS algorithm, the message complexity is related

to the size (in terms of number of peers managing the zones) of the affected clusters,

which confirms to the rational of incremental clustering.

7.6 Summary

We identify the challenges involved in performing density-based clustering on P2P

systems and propose peer density-based clustering (PENS) algorithm, which overcomes
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these challenges to facilitate clustering in P2P systems. PENS consists of three compo-

nents, hierarchical cluster assembly (HCA), multi-granularity based cluster membership

storage (MGCMS) and incremental PENS (increPENS). HCA enables peers to collabora-

tively form a global clustering model through peer communication only without requiring

either a central site or message flooding. MGCMS stores cluster membership of multiple

granularities at peers to facilitate easy access with reasonable maintenance and storage

overhead. IncrePENS facilitates incremental clustering by systematically identifying and

updating the clusters affected by the insertion/deletion of a data object. We also present

optimization techniques applicable to PENS. We prove that the proposed algorithm can

discover clusters and noise correctly. In addition, we provide complexity analysis on

the messages incurred by PENS, which indicates that PENS can efficiently cluster data

objects in peer-to-peer systems.

We are currently implementing the proposed algorithm and verify its efficiency

through experiments. In addition, we plan to explore other clustering algorithms and

data mining tasks in P2P systems.
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Chapter 8

Conclusion

A massive amount of information is stored and shared in a large number of host

nodes connected as large scale dynamic networks. Efficiently discovering and retrieving

information and knowledge of interest from this decentralized gigantic information store

is an essential operation for a wide spectrum of applications. The unique characteristics

of these systems, such as large scale, lack of centralized administration, and high degree

of dynamics, make this issue extremely challenging.

To address this challenge, we carefully examine various resource/knowledge dis-

covery tasks in this dissertation. In the following, we summarize the major contributions

made by this study. We then outline the future research directions, which all fall under

the umbrella of the aforementioned challenge.

8.1 Summary of Contributions

This dissertation consists of five studies, which constitute the following major

contributions.

• The studies on the design of efficient, robust and distributed information manage-

ment infrastructures (SSW and DPTree) provide a solid foundation for exploring

various data management tasks in the network systems.
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• The proposed algorithms to process range queries and K nearest neighbor queries

in P2P system paves the way to support other complex queries in LSDNs.

• The studies on the design of distributed mechanisms to efficiently identify frequent

items and monitor changes on the data distribution in the networks are the first

studies of their kind and provide profound insights on exploiting the vast amount

of data for different applications, e.g., system performance tuning, network attack

detection, market analysis.

• The study on clustering in P2P systems is also the first study of its kind and opens

the new research direction on distributed data mining in LSDNs.

It is expected that this study will have a deep impact on the deployment of various

applications that mandate efficient management and mining of the vast amount of data

distributed in the network systems, including system performance tuning, network attack

detection, smart query answering, scientific exploration, and market analysis.

8.2 Future Direction

In this study, we have addressed a couple of complex queries, i.e., range query

and k nearest neighbor queries. There are some other complex queries that are worthy

of further investigation. First, reverse nearest neighbor query, returning the set of data

objects whose nearest neighbor is a given data object, is an important type of query

appearing in location-based services as well as in some data mining tasks, such as outlier

detection. Second, join among multiple data sets is another important query to be

explored. In certain applications, the data sets might be distributed among the host
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nodes in an attribute-based fashion (different attributes are distributed to different host

nodes). For instance, a tuple consists of three attributes (ID, location, price), and the

attribute pair (ID, location) and (ID, price) are two different data sets (A and B) stored

in the network. A user might issue a query like ”return the cheapest objects that are

within 5 miles”, which requires a join between data set A and B.

In the study of PENS, we take an initial step to investigate clustering, an im-

portant data mining tasks in P2P systems. Another important data mining task is

association rule mining, which finds the set of data objects that frequently appear to-

gether (in a transaction). Mining association rules can reveal important user/system

behavior in large scale dynamic networks, such as the sets of files downloaded together

by users or the set of users interested in the same set of files, which are very useful in

understanding/optimizing system performance.

In our two studies on network monitoring, we focus on monitoring/detecting in-

teresting events. One interesting issue to explore in this area is to predict the future

values/trends for data objects according to the patterns or periodicity existing among

the data objects in the temporal and/or spatial domain. Integrating prediction and

monitoring is expected to improve the performance of network monitoring in terms of

both communication cost and latency.

Other network environments, such as mobile ad hoc networks, and wireless sensor

networks, are facing the similar issues of resource/knowledge discovery. In addition, their

extreme constraint on resources makes it even more challenging to address these issues.

We have taken an preliminary step to tackle the issue of resource discovery in mobile ad

hoc networks [83]. Nevertheless, more efforts are needed in this direction.
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We have primarily targeted efficiency, scalability, and adaptivity on supporting

resource/knowledge discovery in large scale dynamic networks. Other important sys-

tem issues, such as consistency, availability, and security, incubate abundant research

opportunities to be explored. In addition, sharing/accesing the information distributed

in the networks raises many interesting political, social, and legal issues, which might

have significant influence on the techniques to be designed.

In summary, efficiently managing the massive amount of information available in

the networks is of critical need. The large scale of networks, extremely high volume of

data, high degree of dynamics, constrains in the resources (mainly in bandwidth), and

various political, social and privacy issues raise many challenges in resource/knowledge

discovery in large scale dynamic networks for researchers to explore for years to come.
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