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Summary

The efficient management of wireless resource is
essential to the success of wireless systems. While
power control is traditionally considered as a means
to counteract the detrimental effects of channel
fading, it is also a flexible mechanism to provide
Quality of Service to individual users, and can be
used as a platform for radio resource management.
In this paper, we review the developments of
distributed power control and related resource
management problems in cellular wireless systems.
We highlight the feasibility issue in a
power-controlled system, which enables us to push
the system toward high efficiency, and prevent the
system from collapsing at the same time.
Considering the unique features of multimedia traffic
to be supported in future wireless systems, we also
review power and rate control schemes proposed for
wireless data, and present a framework for
utility-based power control as a possible candidate
for distributed power control of multimedia wireless
systems. Copyright  2001 John Wiley & Sons, Ltd.

KEY WORDS
power control
admission control
channel allocation
rate control
signal-to-interference ratio
cellular system
wireless
resource management

ŁCorrespondence to: Ness B. Shroff, School of Electrical and Computer Engineering, 1285 EE Building, Purdue University,
West Lafayette, IN 47907-1285, U.S.A.
†E-mail: shroff@ecn.purdue.edu
Contract grant/sponsor: National Science Foundation; contract/grant numbers: ECS-9501652; NCR-9624525; ANI-9805441.

Copyright  2001 John Wiley & Sons, Ltd.



186 M. XIAO, N. B. SHROFF AND E. K. P. CHONG

1. Introduction

Wireless communication systems have experienced
tremendous growth over the last decade, and this
growth continues unabated worldwide. Such develop-
ments are mainly driven by strong market demand for
personal communication systems and services, which
provide ubiquitous and tetherless access to users.
The exponential growth of cellular phones, cordless
phones, and paging services, coupled with the pro-
liferation of laptop and palmtop computers also indi-
cates a bright future for wireless networks [1]. Future
wireless networks are envisioned to provide people on
the move the same advanced networking capabilities,
such as multimedia applications, Internet access, and
guaranteed Quality of Service (QoS), as they enjoy
in their homes or offices. Some even predict that the
rapid developments in the field of wireless communi-
cation will shrink the world into a global communi-
cation village by 2010 [2]. To live up to the promise
of multimedia communications anywhere and any-
time, many technical challenges must be overcome
to improve the performance of wireless systems.

The inherent limitations of wireless networks inc-
lude scarce (and expensive) radio spectrum, a highly
erratic and essentially stochastic channel (with omni-
present interference, shadowing, and multipath fad-
ing), and user mobility. Unlike wired networks, wire-
less networks, with changes in user connectivity and
network topology, require an integrated and adaptive
protocol stack across all layers to achieve acceptable
performance [1]. The bottleneck owing to the battery
capacity of the handheld mobile unit also limits both
transmission power and signal-processing complexity
[3, Ch. 15].

Despite all these limitations, cellular phone systems
have achieved tremendous success and also sparked
much of the optimism about the future of multimedia
wireless networks. One lesson of cellular telephone
network operations is that effective radio resource
management is essential to promote the quality and
efficiency of a wireless system. An important compo-
nent of resource management is power control. Using
power control, we can minimize power consumption
and increase the network capacity, while maintaining
the required link QoS. Although existing systems only
have a limited power control function, we believe that
future systems will exploit this technique further. In
this paper, we address power control and related issues
of resource management in cellular wireless systems.

In Section 2, we begin by discussing some basic
concepts and resource management schemes in cellu-

lar wireless systems. Section 3 describes the system
model and power control schemes for cellular tele-
phony systems. Resource management techniques in
power-controlled systems are addressed in Section 4.
In Section 5, we describe the evolution of power
control toward multimedia wireless systems. We first
summarize power and rate control schemes for wire-
less data, and then describe in some detail a utility-
based power control scheme. Section 6 contains our
conclusions and some open problems.

2. Cellular Systems and Radio Resource
Management

In this section, we will overview several aspects of
resource management in wireless networks. Later,
we will focus on one type of resource management
technique, namely ‘power control’.

The radio channel is fundamentally a broadcast
communication medium. Therefore signals transmit-
ted by one user can potentially be received by
all other users within the range of the transmitter.
Although this high connectivity is very useful in some
applications, like broadcast radio or television, it
requires stringent control in personal communication
systems to limit interference between transmissions
and to improve the efficiency of spectrum, which is
increasingly scarce and expensive.

The cellular concept developed at AT&T Bell
Laboratories [4, 5] provides a system-level means
of enhancing spectral efficiency. Cellular systems
exploit the fact that the power of a wireless sig-
nal attenuates with distance, so the same frequency
channel can be allocated to users at spatially sepa-
rate locations with minimal interference. A cellular
system divides the entire service area into contiguous
small zones, called cells. Each cell contains a base
station that communicates with the mobile units in
that cell, both for control purposes and as a call relay.
The base station often transmits a pilot signal for pur-
poses of synchronization and channel acquisition. All
base stations have high-bandwidth connections to a
mobile switching center, which is itself connected to
the fixed network infrastructure.

With the advance of technology, wireless cellular
phone systems have evolved from the first-generation
analog systems to the second-generation digital sys-
tems. Although cellular phones do not currently pro-
vide the same quality and price as wireline service,
users are willing to pay more for inferior voice quality
(to some extent) in exchange for mobility. It is the
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unique tetherless (anytime and anywhere) service pro-
vided by cellular phone systems that makes them
extremely popular and lucrative.

However, user mobility greatly complicates the
radio resource management in cellular systems. When
a user in service moves inside a cell, the communi-
cation link will vary with time, and steps must be
taken to maintain service quality. When a mobile user
crosses a cell boundary, its communication access
point has to be switched from one base station to
another by a procedure called handoff to maintain
continuous service. Even further, a user roaming out-
side of its service area needs to register and authenti-
cate before getting service. We next discuss some of
the radio resource management techniques in cellular
wireless systems.

2.1. Multiple Access

Multiple-access techniques define the way in which
the users in the system share a common transmis-
sion medium. In cellular telephony systems, multiple
access methods include frequency-division (FDMA),
time-division (TDMA), code-division (CDMA), and
combinations of the above. In FDMA, the sys-
tem bandwidth is divided into orthogonal channels
with nonoverlapping frequencies. In TDMA, time is
divided into nonoverlapping slots. In CDMA, time
and bandwidth are used simultaneously by differ-
ent users, modulated by different spreading codes
(in DS-CDMA) or by different frequency-hopping
patterns (in FH-CDMA). Both TDMA and CDMA
are often combined with FDMA. The first-generation
analog cellular systems use FDMA. For the second-
generation digital cellular systems, the competing
multiple-access methods in the U.S. include FDMA/
TDMA with three time slots per frequency channel
(IS-54), semi-orthogonal DS-CDMA (IS-95), and a
combination of TDMA and slow frequency-hopping
(GSM).

Typical access methods assign each user a pre-
determined and fixed allocation of resources, regard-
less of the user’s need to transmit, which may
be appropriate for voice traffic, but could be quite
wasteful for bursty data traffic. Random access and
demand-based assignment protocols have been pro-
posed for multimedia traffic in wireless networks; we
refer the reader to Reference [6] for a survey.

2.2. Channel Assignment

In FDMA (TDMA) systems, the channel is repre-
sented by a nonoverlapping frequency band (time

slot). The interference caused by users in different
cells operating on the same channel is called cochan-
nel interference. The spatial separation of cells that
reuse the same channel set, called the reuse dis-
tance, should be as small as possible to maximize the
spectral efficiency. According to Reference [7], for
FDMA/TDMA systems, there are three basic types
of channel assignments: fixed, dynamic, and flexible.
With fixed channel assignment (FCA), each cell has
a fixed subset of the total number of channels that
it can use for communication. With dynamic chan-
nel assignment (DCA), all channels can be assigned
dynamically by exploiting the fact that at any given
time some cells may have more users than oth-
ers. Flexible channel assignment algorithms combine
aspects of fixed and dynamic channel assignment
schemes: each cell is assigned a fixed set of channels,
but a pool of channels is reserved for flexible assign-
ment (e.g., channel borrowing). Frequency planning
with FCA was used in first-generation analog FDMA
systems. Since FCA allocates channels to cells (with-
out considering the traffic load) rather than to users,
the spectral efficiency of systems using the FCA
scheme could be quite low. In contrast, DCA allows
the system to accommodate as many users as possible
by assigning them to the most appropriate channels.
Some second-generation systems (e.g., PHS, DECT,
and PACS [3]) have already deployed simple forms
of DCA, but generally as a means of automatic chan-
nel assignment or local capacity enhancement, but
not as a means of system-wide capacity enhance-
ment. Some of the reasons for not fully exploit-
ing the large potential capacity gain of DCA are
the difficulties introduced by excessive exchange of
channel-usage information for coordination among
cells, complex optimization, rapid channel reassign-
ment, and intensive receiver measurement required
by a high-performance dynamic channel assignment
algorithm [8].

In CDMA systems, the signature code or frequency-
hopping pattern can be treated as a channel. In
the IS-95 system, channel (code) assignment is not
based on link quality measures, and is not consid-
ered as a resource control to improve system per-
formance. However, channel assignment may be a
component of resource management in future CDMA
systems [9, 10].

2.3. Power Control

For existing FDMA/TDMA systems, cell planning is
based on the worst-case situation where users at the
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cell boundary can still have acceptable signal quality.
Such an arrangement is simple but inefficient, because
a user close to the base station transmits at unnec-
essarily high power levels, which not only results
in high cochannel interference, but also reduces the
lifetime of the battery in the mobile unit. One solu-
tion for this double constraint is power control, i.e.,
dynamically adjusting transmitted power levels to
provide each user with adequate quality without caus-
ing unnecessary interference to other users. Different
from dynamic channel assignment, power control can
actively reduce interference.

If all users in the system transmit at the same
power level, then the users closer to the base station
will have stronger received signals. This may not be
a problem for FDMA/TDMA systems because the
signals from different users are separated in either
frequency or time. However, CDMA systems do not
have such a separation, and strong signals may flood
weak signals, resulting in the so-called ‘near–far
effect’. Thus, power control is required in CDMA
systems to balance received powers at the base station
from users in the same cell. As will be elaborated
in the next section, power control is a radio resource
management technique that can achieve far more than
merely mitigating ‘near–far effect’.

2.4. Interference Suppression and Diversity

Even with power control, unnecessary interference is
created in directions that do not lead to the intended
receiver. One technique to avoid such interference
is cell sectorization. With sectorization, each cell
is divided into a number of sectors covered by
different directional antennas. Taking the sectoriza-
tion concept to the limit, adaptive antenna arrays
combined with spatial and temporal signal process-
ing can suppress interference to and from undesired
directions. Interference cancellation methods consid-
ered in multiuser detection include minimum mean
square error (MMSE) receivers [11, 12], maximum-
likelihood sequence estimation (MLSE) [13, 14], and
sequential interference cancellation (SIC) [15].

Owing to multipath, received signals may be sub-
ject to deep fading. Diversity is a commonly used
technique to combat signal fading. If several replicas
of the same information are received over multiple
channels with comparable strengths that exhibit inde-
pendent fading, then there is a good likelihood that
at least one of these received signals will not be in a
deep fade at any instant in time, thus making it pos-
sible to deliver adequate signal levels to the receiver.

Diversity techniques play a crucial role in reducing
variability of signal-to-interference ratio (SIR) and
transmit power needs, which in turn means lower
SIR margin and higher system capacity. There are
different ways in which diversity can be achieved:
time, frequency, space, angle, multipath, and polar-
ization. Various combining techniques exist to gain
complete advantage of diversity. For systems mod-
ulated with wideband pseudorandom sequences (e.g.
DS-CDMA systems), rake receiver can resolve multi-
path problems using multiple correlators, which sepa-
rately detect the strongest multipath components [16].
Macrodiversity (e.g. soft handoff in CDMA systems)
uses two or more antennas that are at different sites.
Macrodiversity can be used to reduce large-scale
fading caused by shadowing [17] and to improve
capacity [18].

2.5. Admission Control

A user’s access to a cellular communication system
consists of two stages, the call-setup stage and the
call-maintenance stage. During the call-setup stage,
the system has to decide if there is sufficient resource
to accommodate the requesting user. Once the sys-
tem grants access to the user, it enters the call-
maintenance stage, during which it is the respon-
sibility of the system to provide acceptable service
quality. The process to decide whether or not to grant
access to a request is called admission control. A
good admission control scheme should admit as many
users as possible (to maximize revenue of the sys-
tem) while maintaining the quality of ongoing links.
Clearly, admission control and other radio resource
management techniques are closely coupled, because
admission control should exploit the capacity gained
by the latter to the maximum extent, but admission
control should not admit so many new users that it is
impossible for the call-maintenance stage to accom-
plish its function.

Admission control is not very difficult for current
cellular phone systems, in which all users have identi-
cal QoS requirement and have circuit-switched chan-
nels dedicated to them. In recognizing that call drop-
ping is more undesirable than call blocking, handoff
prioritization is normally accommodated in admis-
sion control by reserving some channels exclusively
for handoff users [19]. The gain from such systems
is relatively limited considering the underlying sys-
tem structure. Systems adopting DCA and/or power
control achieve high spectral efficiency, but admis-
sion control becomes more challenging because of
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the dynamically variable capacity. Further difficulty
will arise if packet-switched heterogeneous traffic is
allowed in the wireless system. This is one of the
costs we have to pay for pushing the limits of spectral
efficiency, as required by future multimedia systems.

In the next section, we discuss power control in
cellular wireless systems. We will show that power
control is a versatile technique that can be used
to achieve concurrently several key objectives in
wireless networking, and it is readily combined with
many radio resource management techniques.

3. Power Control

Power is a fundamental concept in wireless communi-
cation systems, because the received power is signal
strength to the desired receiver and is interference
to all other receivers. It is power—in the form of
interference—that ultimately limits the system capac-
ity. Therefore, the task of power control lies not only
in maintaining desired link quality, but also in min-
imizing interference to others. Power control can be
considered a ‘control knob’ for improving the perfor-
mance of wireless systems. At the same time, power
control enables us to minimize power consumption
and hence prolong the battery lifetime in the mobile
unit and alleviate health concerns about electromag-
netic emission.

An impressive set of research results addressing
the issue of power control have been published in
the past two decades, documenting both theoretical
insights and practical techniques. Before discussing
power control in detail, we next present a general sys-
tem model. By giving specific interpretations to the
parameters, the model can represent cellular systems
with different multiple access techniques, in both
uplink (from mobile unit to base station) and down-
link (from base station to mobile unit). The generality
of the model is important because power control can
be applicable to a variety of different systems and can
be used in conjunction with other resource manage-
ment schemes.

3.1. System Model

Following References [20] and [21], we model the
cellular wireless network as a collection of interfering
links. Suppose that there are n links in the system. Let
Gij be the power gain (loss) from the transmitter of
the jth link to the receiver of the ith one. It involves
free-space loss, multipath fading, shadowing, and
other radio wave propagation effects, as well as

the spreading gain of CDMA transmission [16, 22,
23]. Note that in reality the gains often suffer rapid
stochastic fluctuations with time-varying statistics.

Let Pi be the transmitted power of ith link. Then
the received signal strength of ith link is GiiPi, and
the interference from link i to link j for i 6D j is GjiPi.
Assume �i to be the background noise power at the
receiver of ith link. The total interference received at
ith link is

Ri D
∑
j 6Di

GijPj C �i 	1


and the corresponding signal-to-interference ratio
(SIR) is

SIRi D GiiPi∑
j 6Di

GijPj C �i
D GiiPi

Ri
	2


In wireless communication systems, the link QoS
is usually specified as the bit (packet) error rate,
throughput, and/or packet queuing delay. Because
these link QoS specifications are increasing with the
SIR at the receiver, the SIR is often considered to
be a measure of the link QoS [20, 22]. There exist
algorithms to estimate SIR on-line using signal sub-
spaces [24, 25]. In the context of SIR-based power
control, the effect from fast fading is often assumed to
be averaged out in power measurements or by diver-
sity. For each link i there is a lower SIR threshold
�i, reflecting a certain QoS required by the link for
proper operation, i.e.,

SIRi ½ �i 	3


3.2. Power Control in IS-95

One deployed implementation of power control uses
the IS-95 CDMA standard [16]. The main purpose
of power control in the uplink of an IS-95 CDMA
system is to eliminate the ‘near–far effect’. All users
in the system control their transmitted powers in such
a way to be received at approximated a fixed power
level at their chosen base station. IS-95 implements
both open-loop and closed-loop power control.

Open-loop power control attempts to keep the
received power near the target level, requiring no
feedback from the base station. This is achieved by
measuring the strength of the pilot signal transmitted
by the base station and so estimating the path gain
from base station to the mobile unit. The mobile unit
then controls the transmitted power level according
to the automatic gain control (AGC) measurement
of the pilot signal. Because IS-95 is implemented
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in a frequency division duplex mode, the uplink and
downlink are not identical, and open-loop power con-
trol cannot totally compensate for the uplink fluctua-
tion. The remedy is closed-loop power control.

The closed-loop power control consists of inner-
loop and outer-loop components. The inner loop
involves one-bit feedback from the base station to
the mobile unit to lower or raise the power by 
dB, depending on the difference between the mea-
sured SIR values and a setpoint. The one-bit feedback
is simple enough to allow fast implementation (at
800 Hz), so the power control is adaptive and cap-
tures fairly fast changes in both propagation condi-
tions and interference levels from other mobile units.
However, the received power measurement is based
on matched filter outputs, and the accuracy of the
power control is limited by measurement errors as
well as the one-bit quantization. An outer loop varies
the SIR setpoint as a function of frame error rates.

Although this framework of power control was
originally proposed for IS-95 CDMA systems, it has
been extended to FDMA/TDMA systems in Ref-
erence [26]. The outer loop component should be
applicable to other power control schemes. While
the power control scheme eliminates the ‘near–far
effect’, it only considers a single class of service
(voice), and does not fully exploit the potentiality of
power control.

3.3. SIR-based Power Control

Many papers propose link-quality-based power con-
trol schemes, which control the transmitted power
such that the link quality can be maintained at a
desired target. These schemes provide greater con-
trol over connection quality but require more infor-
mation (quality measure) to be fed back for power
adjustment. To simplify the discussion, we base our
formulation of the power control problem assuming
accurate SIR measurements at the receivers. Note that
schemes based on link QoS measures other than SIR
[27, 28] are also possible, and discrete levels of SIR
and power can be considered by simply using quan-
tization [29].

Early results on SIR-based power control date back
to the 1960s in planning radio broadcast networks
[30]. Aein [31] addressed the problem of balanced
power control to reach a common SIR in satellite sys-
tems. Meyerhoff [32] proposed an iterative procedure
for this power control. Nettleton [33] and Nettleton
and Alavi [34, 35] improved and applied these results
to cellular radio systems and spread-spectrum sys-
tems in particular. Nagatsu et al. [36] and Fujii and

Sakamoto [37] showed the improvement of capacity
in power-controlled systems via simulations. Zan-
der [21, 38, 39] and Grandhi et al. [40–42] further
refined the concepts of Aein, Nettleton, and Alavi
in the context of minimizing the outage probabil-
ity, and also explored the distributed implementation
for FDMA/TDMA systems with uniform SIR require-
ment and no background noise. Foschini and Miljanic
[43] generalized the results to individual SIR targets
with nonzero background noise, presented a simple
distributed implementation, and showed that the con-
vergence rate is geometric.

We next introduce the distributed algorithm in Ref-
erence [43], which is a milestone in the development
of power control. Rewriting Equation (3) in matrix
notation, we get {

	I � F
P ½ U
P ½ 0

	4


where P D 	P1, P2, . . . , Pn
T is the transmitted
power vector,

U D
(

�1�1

G11
,

�2�2

G22
, Ð Ð Ð ,

�n�n

Gnn

)T

is the normalized noise power vector, I is the n ð n
identity matrix, and F is the normalized cross-link
gain matrix with 	i, j
 entry

Fij D
{ �iGij

Gii
i 6D j

0 i D j

In Equation (4) and throughout the paper, vector
or matrix variables are shown in bold face, and
vector inequalities are componentwise. One objective
of power control is to find the power vector that
minimizes the total power consumption

∑
i Pi subject

to Equation (4). To this end, there exists an iterative
power updating algorithm

P	k C 1
 D FP	k
 C U, k D 1, 2, . . . 	5


It was first conceived by Foschini and Miljanic [43]
that the above algorithm is equivalent to

Pi	k C 1
 D �i

SIRi	k

Pi	k
 	6


for every link i 2 f1, 2, . . . , ng. We call algorithm (6)
the Foschini-Miljanic algorithm.

Note that all terms to the right hand side of (6)
are locally available to link i, so the algorithm
is distributed and incurs no intercellular commu-
nication overhead. Different links can have differ-
ent SIR thresholds, which allows for heterogeneous
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services. If there exists a power vector P that satisfies
Equation (4), we say the system is feasible. For
a feasible system, the Foschini–Miljanic algorithm
converges (from any initial power) to PŁ D 	I �
F
�1U, at which SIRi D �i for all i. Furthermore,
the power vector PŁ is Pareto optimal in the sense
that P ½ PŁ componentwise for any other P satisfy-
ing Equation (4). By the Perron–Frobenious theorem
[44], the system is feasible if and only if �F < 1,
where �F is the maximum-modulus eigenvalue of
F. It follows from this result and Equation (5) that
the convergence rate of the Foschini–Miljanic algo-
rithm applied to a feasible system is geometric. Mitra
[45] proved that convergence also holds in the asyn-
chronous case, i.e., users need not update their powers
at the same time. However, if the system becomes
infeasible, this algorithm diverges. This phenomenon
is called ‘power warfare’ in Reference [46]. The rea-
son for the divergence is that the SIR requirement
in Equation (3) is hard, and has to be satisfied at
any power. Intuitively, what user i does through
Equation (6) is to adjust its transmitted power Pi such
that its SIR just achieves the threshold �i in the next
step, given that the interference remains unchanged.
In an infeasible system, every user blindly adjusts
its power without realizing that it is impossible to
satisfy these SIR requirements simultaneously, and
transmitted powers build up higher and higher during
this procedure. We will present some solutions to this
problem in the next section.

The Foschini–Miljanic algorithm may drop calls in
progress inadvertently because the SIR can fall below
the required threshold during the dynamic process
caused by mobility or originating calls. Bambos et al.
[47] solved this problem by a distributed power con-
trol algorithm with protection to active links called
DPC-ALP:

Pi	k C 1
 D
{ υ�i

SIRi	k

Pi	k
 if link i is active

υPi	k
 if link i is inactive
	7


where υ is a control parameter slightly higher than
1, and link i is said to be active if SIRi	k
 ½ �i.
DPC-ALP has the desirable property that an active
link remains active in the next iteration of power
updating, while an inactive link increases its power
and improves its SIR in a guarded manner controlled
by υ. As to be shown soon, this property can also
be exploited for infeasibility detection and admission
control. Note that the converging power vector will
not be Pareto optimal here because the SIR threshold
is artificially raised by a factor υ to provide a protec-
tion margin. Moreover, DPC-ALP converges slowly.

In practice, the transmitted power level cannot be
arbitrarily high. This is especially true for the uplink
transmission, where the transmitter (mobile unit) is
supplied by a battery with limited capacity. Grandhi
et al. [48] examined the power control problem for
systems subject to constraints on the maximum power
level. They simply modify the Foschini–Miljanic
algorithm by introducing a projection:

Pi	k C 1
 D min

{
�i

SIRi	k

Pi	k
, Pi,max

}
where Pi,max is the maximum allowable transmitted
power of link i. It is proved that the algorithm always
converges to a fixed point, which is the optimum
power assignment for a feasible system, and lies on
the boundary of the power constraints if the system
is infeasible. However, infeasibility can still result in
call dropping because the SIR of the link with power
hitting the boundary remains lower than its thresh-
old. Note that in the downlink, the base station is
the transmitter of the pilot as well as signals to all
users in the cell. Thus, the downlink power control
is subject to a constraint of total power consumption.
In IS-95 CDMA systems, a fixed fraction of power
at the base station is assigned to the pilot signal and
the remainder is allocated among downlink transmis-
sions [16]. The power allocation problem using the
Foschini–Miljanic algorithm is considered in Refer-
ence [49].

Since the publication of the Foschini–Miljanic
algorithm, there have been numerous other enhanced
schemes [29, 50–56]. In Reference [57], Yates unifies
most of the known distributed power control schemes
under a framework called standard power control.
If the users’ SIR requirements can be described by
P ½ A	P
, then the corresponding iterative power
control algorithm is P	k C 1
 D A	P	k

. This algo-
rithm is said to be standard if A satisfies the following
properties for all P ½ 0:

ž Positivity: A	P
 > 0.
ž Monotonicity: If P0 ½ P, then A	P0
 ½ A	P
.
ž Scalability: For all � > 1, �A	P
 > A	�P
.

A typical example of a standard power control is
Foschini–Miljanic algorithm (6). Every power con-
trol algorithm under this framework converges geo-
metrically in both synchronous and asynchronous
cases for feasible systems. However, when the traf-
fic congestion increases, the convergence becomes
slower and slower, and the system (with no constraint
on powers) diverges if infeasibility arises.
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4. Resource Management Techniques

The strength of power control lies not only in greatly
improving system capacity [38], but also in its inte-
gration with other radio resource management tech-
niques. It actually relies on the latter to some extent.
For example, most of the distributed power con-
trol schemes do not work well without an effective
admission control scheme. In this section, we will
address several resource management techniques in
power-controlled cellular wireless systems, including
admission control, base station assignment, and chan-
nel allocation. Some techniques, such as rate control,
relevant only to wireless data, are explored in the
next section. A synthesis of these techniques helps to
promote a spectrum-efficient cellular wireless system
providing flexible services.

4.1. Admission Control and Infeasible Link
Removal

A feasible system may become infeasible after new
arrivals or user movement. The task of admission
control in power-controlled systems is to decide if
the admission of a new user will make the system
infeasible, and to reject the new user in this case.
A new call with SIR threshold �nC1 coming into
the above system is admissible if there exist positive
power assignment P and PnC1 (for the n existing links
and the new link, respectively) such that[

I � F �FÐ,nC1

�FT
nC1,Ð 1

] [
P

PnC1

]
½

[
U

UnC1

]
	8


where UnC1 is the normalized noise power at the
receiver of the new link, FÐ,nC1 is the cross-link
normalized gain vector from the new link to existing
links, and FnC1,Ð the vector from existing links to the
new link.

We have stated in the last section that the system
is feasible if and only if �F < 1. The quantity �F

has been used as a measure for system congestion
in Reference [46], and it also provides an admission
criterion here. However, the criterion involves global
information in the form of matrix F, and is not suit-
able for practical implementation. In Reference [43],
Foschini and Miljanic assume a centralized ‘genie’ to
determine if the system is feasible. It is challenging
to solve the admission problem of a power-controlled
system in a distributed manner, because feasibility
depends on all links in the system while locally avail-
able information is limited.

An admission control scheme may be subject to
two types of errors: type-one errors are owing to
erroneous acceptance of an inadmissible user, and
type-two errors result from erroneous rejection of an
admissible user [58]. A type-two error is associated
with conservative admission or inefficient utilization
of radio resource. A type-one error is more serious
for a power-controlled system because it may diverge
or drop ongoing calls if an inadmissible user is
inadvertently accepted.

Using DPC-ALP, an inadmissible new call, which
is inactive, will gradually improve its SIR but never
achieve the threshold. An admission control scheme
based on voluntary dropping of the new users was
proposed in Reference [47], which rejects a new call
when its SIR does not improve fast enough. How-
ever, this scheme has long admission delay and may
result in type-two admission errors. To overcome the
long admission delay, channel-probing-based admis-
sion control was proposed in Reference [59]. It is a
quick, noninvasive, and fully distributed way to deter-
mine if a new call is inadmissible. However, the prob-
ing depends on measurements of small quantities, and
it is applicable only to systems using DPC-ALP. In
Reference [60], for power-controlled systems under
any optimal algorithm (converging to the Pareto opti-
mal point), we describe a rigorous admission control
scheme that is distributed and free from either type
of error. We discuss this scheme next.

In power-controlled systems, by adjusting the trans-
mitted power, a communication link interacts with the
rest of the network and can get feedback information
by monitoring the interference induced on its receiver
by the other reacting links. This feedback information
turns out to be sufficient for making admission deci-
sions [60]. Define the discriminant of the new link
to be

nC1 D 1 � FT
nC1,Ð	I � F
�1FÐ,nC1

It is proved in Reference [60] that the new link is
admissible if and only if nC1 > 0, and nC1 D
2 � Rnew

nC1/Rinitial
nC1 , where Rinitial

nC1 is the initial interfer-
ence received by the new link from the existing
links, and Rnew

nC1 is the resulting received interfer-
ence after the new link transmits at fixed power
Pinitial

nC1 D Rinitial
nC1 �nC1/GnC1,nC1. To make an admission

decision, we only have to check if Rnew
nC1 < 2Rinitial

nC1 .
Since both interference levels are measurable by the
new link, the admission procedure is distributed.
The necessary and sufficient condition nC1 > 0
implies that the admission criterion is also free from
either type of admission errors. This criterion is
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applicable to systems under any optimal power con-
trol scheme (including the Foschini–Miljanic algo-
rithm) that converges to the Pareto optimal power
assignment as long as feasible. Moreover, we have
shown in Reference [60] that the optimal power of
the new link is PŁ

nC1 D Pinitial
nC1 /nC1, which means

that a user with smaller discriminant requires higher
power to maintain the link quality. Hence, the dis-
criminant, like �F, also provides a measure of channel
quality.

The above discussions have not taken the power
constraints into account. Systems with bounded pow-
ers can still be infeasible if PŁ exists but violates
the power constraints. In References [20, 61], admis-
sion control for the constrained case is done by
broadcasting a distress signal when an existing link
hits the constraint boundary. This problem is also
addressed in Reference [58], which presents both
noninteractive and interactive schemes. The nonin-
teractive admission control scheme is based on a
maximum-interference threshold, and may be sub-
ject to both types of admission errors. The interac-
tive scheme is referred to as soft and safe admission
control, which is free from either type of errors but
requires exchanging global information on admission
margin. Further research is needed to design a dis-
tributed admission control scheme with no admission
error for systems with power constraints.

Admission decisions are often based on a snapshot
of the system state at the time of a new arrival, i.e.,
assuming the path gains are fixed. This assumption
is not valid in mobile cellular systems, because the
gain matrix varies as the users move around. While
there is no rigorous solution to the admission problem
of power-controlled systems in the face of mobility,
existing results indicate that some margins should
be left when making admission decisions to absorb
fluctuations and to prevent aggressive responses.

Even with admission margins, a feasible system
can still become infeasible because of mobility.
Mobility prediction may facilitate admission control
[62, 63], but uncertain prediction errors always affect
performance significantly. It is the task of infeasible
link removal to remove existing links such that the
system consisting of the remaining links becomes fea-
sible. It is desirable to first remove the ‘bottleneck’
link that causes most congestion to the system. For
this purpose, several heuristic criteria were considered
in Reference [64]. We believe that the discriminant
and �F are bases for appropriate criteria, but how
to estimate these quantities in a distributed manner
requires further study.

4.2. Dynamic Base-Station and Channel
Assignment

The admission control and infeasible link removal
schemes considered so far assume that the chan-
nel and the base station are given for each user. In
fact, channel and base-station assignments are integral
parts of resource management, and should be jointly
considered with power control. Admission control
only functions at the call-setup stage, but channel
and/or base-station assignment can be invoked at the
call-maintenance stage as well. It is suggested in Ref-
erence [65] that as mobility increases, admission con-
trol becomes less critical while the ability to reassign
resource (channel or base station) to users promptly
becomes essential. Measure of channel quality (such
as Ri/Gii, the discriminant, or �F) plays an important
role here in providing assignment criterion. The prob-
lem of joint power control and base-station assign-
ment is considered in References [66, 67]. Zander
[39], Foschini and Miljanic [68], and Lozano and
Cox [65] explored the close relationship between
link-quality-based power control and dynamic chan-
nel allocation. Power control of DS-CDMA systems
with multiuser detection using MMSE receivers is
considered in References [69] and [10], and the latter
also studied the optimal signature code assignment
in these systems. An algorithm to solve joint chan-
nel, base-station, and power assignment problems
was considered in Reference [70]. Channel and base-
station assignment constitutes a higher level optimiza-
tion above power control, and achieves traffic load
balancing in some sense. Properly assigning channels
and base stations avoids unnecessary call blocking
(by admission control) and call dropping (by link
removal).

As pointed out before, the pilot signal can be used
to implement handoff and to extract information about
path gains. In Reference [71], a novel pilot power
control is proposed for balancing traffic load. When
the traffic load in a specific cell is high, reducing
the pilot signal power will discourage admissions and
handoffs into the cell and expedite outward handoffs,
reducing the load.

5. Evolution Toward Multimedia Wireless
Systems

The schemes discussed so far are mainly for cellular
telephony systems. Cellular telephony systems only
provide circuit-switched voice service with relatively
low requirements on bandwidth, bit error rate, and
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spectral efficiency. Since future systems are to sup-
port multimedia applications over wireless channels,
it is natural to look for new power control algorithms
that are more appropriate for multimedia wireless sys-
tems. In this section, we first summarize some power
and rate control schemes proposed for wireless data,
and then present a utility-based distributed power
control algorithm that is applicable to integrated sys-
tems with both voice and data traffic.

5.1. Power and Rate Control for Wireless Data

Many of wireless multimedia services are in the cat-
egory of wireless data communications. The key to
meeting the increasing demand for wireless data com-
munications is the development of high-performance
radio systems, which take the unique features of data
service into account. Unlike voice traffic, data traf-
fic tends to be highly bursty, tolerates much lower
transmission error rates, but has less stringent delay
requirements. As a result, techniques like packet
switching, retransmission and forward error correc-
tion, and link adaptation are necessary for data appli-
cations. Correspondingly, the power control problem
for wireless data has to be formulated differently.

The power control problem for systems of one-
class wireless data is formulated in References [72,
73] using concepts from microeconomics and game
theory. As the objective to be maximized by indi-
vidual users, the utility function is defined to be the
number of information bits received per unit of energy
expended. Since the solution is only locally opti-
mum, a cost term is introduced to improve efficiency.
In Reference [74], heterogeneous sources are consid-
ered, where each user is characterized by on–off
transmissions that occur on a fast time-scale. The
objective of power control is to satisfy the SIR
requirement in a statistical sense. To take into account
the random, bursty nature of the interferers, the pro-
posed power control algorithm includes a measure-
ment of the variance of the interference. By observ-
ing the temporal correlation of co-channel interfer-
ence in broadband, packet-switched TDMA systems,
Leung proposes a Kalman filter method for power
control [75]. Power-induced multiple-access schemes
are proposed in References [76–78] based on ana-
lytic results obtained for a single link operating in a
channel with random interference, by minimizing the
sum of power cost and packet backlog cost. Using
these multiple-access schemes, the power increases in
interference first to reduce the backlog; it decreases in
interference after a turning point and before a turnoff

point is reached; and then it remains at zero. The turn-
ing point and turnoff point depend on the number of
backlogs and the interference distribution.

The previous approaches do not attempt to con-
trol the traffic rate of the users. Because data users
are often delay-insensitive, the bursty traffic can be
queued at the transmitter to perform explicit rate allo-
cation and power control in adaptation to the con-
gestion level, channel conditions, and traffic demand
from the users. In fact, link adaptation has been con-
sidered in Enhanced Data Services for GSM Evo-
lution (EDGE), an enhancement of GSM to support
packet data transmission with data rate conforming to
the IMT-2000 specification. It uses high-level modu-
lation combined with forward error correction (FEC)
coding adapted to the received SIR, which is mea-
sured at the receiver and fed back to the transmitter
[79]. Unlike power control, rate control alone will
not change the interference to other links in the sys-
tem. Integrated power control and rate control have
been studied in References [80, 81]. It is interesting to
note that under the assumption of saturated senders
(i.e., having an unlimited amount of data to send),
the power control to maximize throughput is proved
in Reference [81] to be bang–bang control, which
transmits at maximum power level as the mobile unit
is within some range of the base station and turns off
otherwise. Lu and Brodersen [82] proposed a scheme
of unified power control, FEC coding, and scheduling
for the downlinks of CDMA systems. Information-
theoretic optimal rate and power control for CDMA
systems have been studied by Hanly and Tse (see
Reference [83] for a survey).

Despite the efforts to enhance data services, the
bit rate and cost of data services to be provided by
third-generation systems may still be unacceptable for
applications such as Web browsing. For wireless data
users that may not absolutely require ubiquitous cov-
erage, an alternative structure to the cellular system
called an infostation system is suggested in Refer-
ence [84] to provide high bit rate ‘pockets’ of cover-
age close to base-station antennas through multilevel
modulation. In this scheme, the cost can greatly be
reduced at the expense of universal access. To bring
high-speed data service to a mobile population with
few compromises on coverage, an advanced cellular
Internet service (ACIS) system is proposed in Refer-
ence [85]. ACIS is a TDMA system based on orthog-
onal frequency division multiplexing and dynamic
packet assignment. It enables packet data rates of 2
to 5 Mbps in macrocellular environments and up to
10 Mbps in microcellular and indoor environments,
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as a complementary service to evolving second- and
third-generation wireless systems. Power control as a
component of dynamic packet assignment of ACIS is
considered in Reference [86].

5.2. Utility-based Power Control

Although achieving satisfactory quality of service
(QoS) is important to users, they may not be will-
ing to achieve it at arbitrarily high power levels,
because power is a valuable commodity and high
power means high interference to other users in the
system. This observation motivates a reformulation
of the power control problem using concepts from
microeconomics and game theory. The framework
was originally proposed in Reference [87] for voice
traffic, and it was also adapted to data traffic in Ref-
erences [72, 73]. We next present a scheme that is
applicable to both types of users and exhibits some
desirable properties [88].

Instead of enforcing a hard constraint SIRi ½ �i,
we use a utility function Ui	SIRi
 to represent the
degree of satisfaction of user i of the service quality,
and introduce a cost function Ci	Pi
 to measure the
cost incurred by power consumption. The objective
of user i is

max
Pi½0

NUi 	9


where NUi D Ui	SIRi
 � Ci	Pi
 is the net utility
of user i. The utility function satisfies Ui	0
 D 0,
Ui	1
 D 1, and that Ui	SIRi
 is increasing with
SIRi. The requirements for the cost function Ci are
Ci	0
 D 0 and that Ci	Pi
 increases in Pi. As an
example, we use a sigmoid utility (see Figure 1) and
linear cost function, i.e., Ci	Pi
 D ˛iPi, where ˛i is
the price factor. Then from Equation (2) the slope of
the cost line in Figure 1 is ˛iRi/Gii.

Clearly, when the cost line is above the tangent
line of the utility function (line 2 in Figure 1), the
optimal solution to Equation (9) is 0, because any
positive transmission power will result in negative
net utility. If the cost line is below line 2, then the
optimal solution satisfies

∂	NUi	SIRi, Pi



∂Pi
D 0

which means U0
i	SIRi
 D ˛iRi/Gii by definition of

NUi. Therefore, the optimal power of user i corre-
sponds to ŜIRi D f�1

i 	˛iRi/Gii
 where fi	SIRi
 D
U0

i	SIRi
, when the cost line is below the tangent
line of the utility function (line 2 in Figure 1), and
ŜIRi D 0 otherwise. As illustrated in Figure 2, ŜIRi
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Fig. 1. Sigmoid utility (and linear cost) versus SIR for
user i.

decreases in ˛iRi/Gii and remains 0 after reaching a
point called the turnoff SIR of user i, which corre-
sponds to line 2. This formulation leads to a utility-
based power control (UBPC) algorithm of the form:

Pi	k C 1
 D ŜIRi	k


SIRi	k

Pi	k
 	10


Compared to the Foschini–Miljanic algorithm (6),
the target SIR here (ŜIRi	k
) is not fixed but decreases
automatically as the transmission environment dete-
riorates, i.e., for larger values of Ri	k
/Gii	k
. More-
over, if the transmission environment becomes so
hostile that there is no positive net utility, the trans-
mission will be totally shut off. To be consistent with
the hard SIR requirement SIRi ½ �i, we only have
to let the turnoff SIR of user i be �i, because under
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Fig. 2. Target SIR versus transmission environment of
user i.
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this setting user i always achieves SIR higher than �i

when transmitting. Thus, UBPC exhibits active link
protection, cooperation, and implicit admission con-
trol/infeasible link removal. The quantity Ri	k
/Gii	k

also provides a measure of channel quality, which
can be used for integrated base-station and channel
assignments.

There are two tunable parameters in a sigmoid util-
ity: the steepness (the maximum slope) and the turnoff
SIR. If a user has a utility function with large turnoff
SIR, it gets high SIR when in service, but it is easy
to be turned off and so may experience long delays.
Such a utility is suitable for a data user. For a user
having a steep utility function with small turnoff SIR,
it is not easy to be turned off (especially when the
price factor is small as well), and the target SIR is
not sensitive to the transmission environment. This
setting is appropriate for voice traffic. In fact, in the
limit as the utility function becomes a step function
at the turnoff SIR and there is no cost, UBPC just
reduces to the Foschini–Miljanic algorithm, which is
mainly for voice systems. These observations illus-
trate that UBPC can work for integrated wireless
systems with both voice users and data users. In Ref-
erence [88], we have proved that UBPC is standard
(in the sense of Reference [57]) under a mild condi-
tion satisfied by both voice and data users. UBPC, like
the Foschini–Miljanic algorithm, can be readily inte-
grated with other resource management techniques
as well.

Another tunable parameter in UBPC is the price
factor. Intuitively, a high price tends to discourage
transmission. From previous discussions, we should
discourage transmission as the congestion builds up,
so the price should be an increasing function of the
channel quality (measured by Ri/Gii, the discrimi-
nant, or �F). Note that, in this case, far users have
small path gains and high cost values. Hence, these
users are more likely to receive degraded service
under UBPC, i.e., UBPC under the above price-
setting policy is unfair against far users. To improve
the ‘near–far fairness’, the price should be an increas-
ing function of path gain. Other fairness problems
(e.g., deadline fairness) can be solved similarly. Since
fairness is often achieved at the cost of through-
put, what price to use should depend on the tradeoff
between fairness and throughput.

Although our description of UBPC is of a some-
what preliminary nature, it suggests a promising
framework for distributed power control of multi-
media wireless systems. In multimedia wireless sys-
tems, users can have different service requirements

and heterogeneous traffic patterns, and the demand
for spectrum becomes more stringent. With properly
chosen utility and cost functions in UBPC, a user
can achieve its desired performance by maximizing
its own net utility. To share the limited resource
in cellular wireless systems in an efficient manner
requires users to cooperate towards a system ben-
efit. While distributed power control schemes are
essentially non-cooperative, some cooperation can be
achieved in the UBPC framework by setting a higher
price to discourage behaviors undesirable to the sys-
tem, e.g., high power or long backlogs. It is inter-
esting to note that similar to UBPC, several recent
schemes proposed for wireless data [76, 81, 84, 89]
include a backoff phase that holds back transmis-
sion when the transmission environment becomes too
hostile.

6. Conclusions and Open Problems

The inherent limitations of cellular wireless systems
and the strong demand for high-performance per-
sonal communications require efficient management
of radio resource. Power control is a technique that
not only improves spectral efficiency but also can be
used as a platform for resource management. From
the viewpoint of practical applications, distributed
power control schemes are of special interest and
importance. We have endeavored in this paper to
review the developments of distributed power control
and related resource management problems in cellular
wireless systems. We discussed the key issue of fea-
sibility in power-controlled systems, which impacts
system convergence and provides the basis for an
admission criterion. The knowledge of feasibility
allows us to push the system towards high efficiency,
and prevent the system from collapsing at the same
time. Considering the unique features of data ser-
vice, we also summarize some power and rate control
schemes for wireless data. We then describe a frame-
work of utility-based power control as a possible
candidate for distributed power control of multimedia
wireless systems.

There are many open problems in the area of power
control. A primary problem is power control and
admission control in stochastic systems, where ran-
domness arises in the wireless channel, mobility, and
data source behavior. Distributed admission control
under power constraints and optimal infeasible link
removal have not been rigorously solved so far. Chan-
nel measurement and channel feedback also warrant
more study for a high-performance power control
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scheme. The utility-based power control scheme, like
other power control schemes for wireless data, is still
not well-developed. How to translate different QoS
requirements into utility and cost functions that lead
to a solvable power control problem, how to achieve
system optimality, and how to relate a cost term to
practical pricing schemes are all topics requiring fur-
ther research.
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