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The perturbative expansion of the correlation and response functions in Fokker-Planck 
dynamics is carried out through a Wick's theorem for a general non-stationary situation. 
The stochastic force is introduced dynamically by means of noncommuting variables and the 
equivalence of Langevin dynamics and Fokker-Planck dynamics in the Heisenberg picture is 
explicitly proved. No restriction is imposed on the initial value distribution, so that initial 
non-Gaussian correlations are considered. It is concluded that the whole effect of the 
stochastic force is the appearance of a stochastic propagator that dresses the free correlation 
function. Wyld's equation for the turbulence problem is derived. 

§ l. Introduction 

The increasing attention1)~ 61 that classical perturbation theory has received 
recently, is mainly related to phenomenological and model equations of motion 
for a set of gross variables. 71 It is the aim of this paper to establish a consistent 
perturbation theory for these systems of wide physical interest on the basis of a 
classical Wick's theorem. The explicit unrenormalized perturbation scheme for 
the correlation and response functions achieved with such procedure enables one to 
discuss the hypothesis and approximations involved in particular calculations. Our 
work is related to the perturbation theory for canonical systems developed some 
years ago81 and to the proof of a classical Wick's theorem restricted to canonical 
systems. 11 Specifically, we prove here the existence of a Wick's theorem for Fok­
ker-Planck dynamics in a general non-stationary situation that allows us to examine 
carefully the role of a stochastic force. 

We consider in what follows equations of motion of the type 

(1·1) 

where F"(</J (t), t) is an arbitrary polynomial in rjJ (t), and ~ 1 , (t) 1s a stationary 
stochastic force assumed to be independent of <j; (t), Gaussian with zero mean and 

white noise spectrum: 

(1· 2) 

where fP (~) is the Gaussian probability distribution functional of ~ (t). 
Equation (1·1) can describe, for a suitable selection of the parameters A~ 
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Response and Correlation in Fokker-Planck Dynamics. I 41 

and the arbitrary nonlinear function F~', a variety of physical situations that includes 

critical dynamics,9J-12l hydromagnetic turbulence phenomena/3J-mJ structural phase 

transitions,6' and the nonlinear dynamics of general gross variables studied in trans­

port theory. 6'' 16' 

The non-equilibrium statistical mechanics treatment of Eq. (1·1) is accom­

plished in this paper by the evaluation of the correlation and response functions, 

which are here defined as averages, in the Heisenberg picture of motion, over the 

distribution of initial conditions. Our definition of response function is a generali­

zation of the one given within the MSR formalism2' and it applies to situations in 

which the external field is coupled to the gross variables. *J Besides the average 

over initial values, essential to define propagators in the Heisenberg picture of 

motion, there remains the second average over realizations of the stochastic force 

to be considered. This second average is taken into account in the present work 

in a dynamical manner from the very beginning, by replacing ~~' (t) in (1·1) by 

a derivative operator. We are then led to non-commuting classical gross variables 

which include the stochastic average in themselves, precisely because they do not 

commute. The validity of such procedure is proved in the Appendix for any order 

of perturbation theory. The equation of motion for these non-commuting variables 

defines what it is here understood by Fokker-Planck dynamics. 

We make no restriction at all on the probability distribution of initial condi­

tions, and therefore initial non-Gaussian correlations come in. In order to arrive 

at a useful expression for Wick's theorem, initial correlations are manipulated 

through a cluster decomposition which is the classical counterpart of the procedure 

followed by Fujita 17' for the quantum case. 

We proceed in §§ 4 and 5 to develop Wick's theorem in two steps without 

any stationary assumption. The first step is operational. It does not involve initial 

conditions and gives rise to two propagators, the free response function R 0 and 

a stochastic propagator UO. The second step is the statistical one, and it consists 

in performing the average over initial conditions. The average to be considered 

over realizations of the stochastic force, is already included in the Fokker-Planck 

equations of motion satisfied by the gross variables t/J~' (t) and its whole effect is 

a dressing of the free correlation function by the stochastic propagator U 0• The 

role of this stochastic propagator has not been discussed, to our knowledge, in the 

existing literature. 

The formalism presented is applied, as an example, to the turbulence problem 

in § 6. Wyld's equations 13' are derived clarifying the assumptions needed and its 

range of validity for other physical situations. 

The connections of this work with other related approaches, which will not 

be discussed further, deserve some comments. Indeed, the goal of Kawasaki's"' 

*l As stressed in Ref. 12), the response function defined in Ref. 2) is not the physical one. 
See further comments in § 3. 
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42 L. Garrido and ;'II. .'-/an i\ligucl 

and Enz's 61 papers is similar to ours. Kawasaki's scheme makes use of the classical 

second quantization representation of Zwanzig. 161 Therefore it is based on a Ga us­

sian local distribution function acting as a ground state. For a general nonequi­

librium situation, this implies the assumption of an adiabatic switch-on condition. 

Finally, the development o£ Ref. 6) makes use of a similar switch-on condition, 

and it is incomplete in the sense that the results of Ref. 1) are taken for granted 

once the free response functions are extracted. Indeed. the result uf Ref. 1) 

needs much nwre elaboration in the present case smce now we handle classical 

noncommuting variables that give rise to the stochastic propagator which is not 

considered in I\.ef. 6). 

In summary. in this paper we define, for general dynamics, a response {unction 

tu an external field arbitrarily coupled and we proye the existence oi a Wick's 

theorem for Fokker-Planck dynamics that enables to expand perturbatively the 

correlation and response functions in a general nonstationa ry situation in which 

non-Ga11ssian correlations are taken into ;1 ccount. On these grounds \Ye concl ucle 

that the introduction of the stochastic force only accounts for the appearance oi 

il st·ochastiL' propagator that dresses the free correlation function. This is one of 

our main conclusions. Wylcl's equations ;~re cleriYecl from the general formalism. 

In d forthcoming paper, the specialization to the stationary situatim1 is carried out. 

;dluwing us to discuss a number of fluctuation dissipation theorems. 

§ 2. Fokker·-Pian1·k 1hnamie" 

In this section. the basic equations of motion ;11Hl cnmmutc~tion relations implied 

by a Fokker·Planck dynamics arc studied. VVe take (l) to stand for il set of ~y 

gross \·ariables 7J whose dynamics is dosed in themseh·es. e:;.cept for a possible 

stuch<lstic force representing the effect of the irreleYant variables. The dynamical 

eYolution is speciiiecl by a generalized Liom·illian" L (c,'J (t) .1/J (t). t). in such a \\·ay 

th;lt 

(!) J. \:!. I ) 

\\here the square bracket denotes a cummut<1tor. 

\Ve proceed in the Heisenberg picture stated 111 (2·1) ancl (2· 2) "ith 

(0). (t) is giYen by Eq. (2·2) with y; 1 ,~~yJ 1 ,(0) --r]/r]c\,(0). The operator 

(t) \\·as already introduced in Ref. 8) where it is interpreted as a deriYatiYe 

operator with respect to the \'alue of s'' at time t. 

Ecpwtion (1·1) can be obtc1ined from (2·1) when the following Liom·illian 

ts used: 

L (~! (t). i./J (t)' t) = L u;,\11;, (t) + F/, \)11 (t)' t) + ;!, (t)) <(;;; (t). (2. :3) 
!< 

\\'e ;1re not going to study the dynamic., ;~s.,ociated 1\ith (2·3) but rather 
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Re:,ponse and Correlation in Fokker-Planck Dynamics. I 4:) 

the dynamics associated with the adjoint*J 

sponding to the Langevin equation (1·1). 

equal to (2 · 3) when the replacement 

of the Fokker-Planck operator corre­

Such adjoint operator is found to be 

:;1, (t)--'> I: D 1,</Jv (t) (2· 4) 

' 
Is made. 

Therefore, we start considering the dynamics defined by the following gener­

alized Liouvillian operator: 

(2·5) 

\Vhen we do so, account is taken in a dynamical manner uf the a\·erage that 

should be evaluated over the realizations of the stochastic force. This statement 

is proved to be true in the Appendix. In fact. replacement (2 · 4) is implicitly used 

in Refs. 3). 6) and 9). and has been remarked in Refs. 2), 4) and 5). It is our 

purpose to explore fully its consequences in this paper. 

The equations of motion (2-1) and (2- 2) become. when (2·5) is used. 

(2-6) 

12-1) 

Since \\ e plan to study perturbation theory. we ha,-e to select the unperturbed 

generalized LiouYillian L 11 • vVe take it to be 

(2·8) 

so that it contain.'> the stochastic part of the problem. The .'>olutions of the hee 

evolution equations of motion define the interaction picture. We take it to bt· 

coincident at t=O with the Heisenberg picture. Explicitly 

v\' e ha \ e defined 

W, (I) =~c• '1 • 

,~ #" (t) == _2n,,: c rv, (t) - w, c- t)). 
1.# --- l, 

The solutions (2 · 9) and (2 ·10) are reached by writing 

','J/(t) •-exp(L 0 (cp,<j;)!)</J#exp( ·Ln(VJ.~)t) 

(2-9) 

(2·10) 

(2. 11) 

(2·12) 

and similarly for ~ 1 , 0 (t), and summing up the resulting commutator senes. 

The definition of adjoint operator i,o the well-known one given, for example, in H. Mori 

and H. Fujisaka, Frog. Thl'or. Phy:s. 49 (197:31, 7ti4. 
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44 L. Garrido and JYI. San JYfiguel 

From (2 · 9) and (2 ·10) follow the commutation relations 

[$/(t), $,0 (t')] =0, 

[$,0 (t)' ¢,0 (t') J = a/1. w. (t') w/1 (- t)' 

[<jl11° (t), <jl,0 (t')] = V 11, (t- t'). 

(2·14) 

(2·15) 

(2·16) 

Therefore, the <J!} (t) variables do not longer commute at different times when 
their evolution is of the Fokker-Planck type. This non-commutativity accounts 

for the introduction of the stochastic average in the dynamics by means of the 
quadratic term in $11 (t) of the· Liouvillian (2 · 5). 

The proof of Wick's theorem for classical-canonical systems 1' relies upon the 

fact that (2 ·14) holds and that the <P/ (t) variables commute. Therefore an ex­

tension of that result is not immediate, and this makes the results of Ref. 6) 

incomplete. However before we prove the corresponding Wick's theorem for Fok­

ker-Planck dynamics, we turn in the next section to define the propagators and to 

evaluate them in the interaction picture. The latter is the fundamental tools used 

to introduce a perturbation theory for classical mechanics. 

§ 3. Propagators 

The statistical-mechanical description of a system of gross variables obeying 

Eqs. (2 · 6) and (2 · 7) is given by a correlation function G11 , (t, t') and a response 

function R11, (t, t'). G11, (t, t') is defined for a general non-stationary state as the 

following average over initial conditions: 

G 11,(t, t')=(T(<jJ11 (t)<jJ,(t')))= s If d<jJ,p(<jJ!, ···,<J!N; O)T(<jJ,(t)1;,(t')), 

(3 ·1) 

where p (<jJ1 , • • ·, <J!N; 0) is any giVen probability distribution of the initial values 
<jl11 at time t=O, and T is the time antiordering operator.v Any other average 

over the realizations of the stochastic force is already included in the equations 

satisfied by the gross variables <jl11 (t), not making irrelevant the time antiordering 

in (3 ·1). Then, G11, (t, t') takes account of correlations arising from the initial 

conditions and those originated by the stochastic driving force. In this way we 

have introduced the Heisenberg picture of motion for the definition of propagators. 

To study the response of the system to an external field f. (t) coupled to the 

1;11 (t) variables through a function T 11,(<jJ(t), t), let us add to the Liouvillian 

(2·5) the term L'='E. 11,T11,(<jl(t),t)f,(t)$11 (t). The variables 1;/(t) whose evo­

lution is given by L + L' are related to <jl11 (t) by 11 ' 8' 

<PJ (t) =Sf (0, t) <jl11 (t) Sf (t, 0), (3·2) 

Sf (0, t) = T exp { [t dt' 2:. T 11 , (<P (t'), t')f. (t') $ 11 (t')}. Jo t.tv 

(3· 3) 
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Response and Correlation in Fokker-Planck Dynamics. I 45 

In the linear approximation, we have 

<cf;/ (t) >=<cf;J! (t) > 

+ rt dt'(}(t-t') L.<[Fa.(cf;(t'),t')$a(t'),cf;J!(t)])f.(t'). Jo va 
(3·4) 

Therefore, the linear response function is 

R"" (t, t') = \ ~~~t~;) f~o = ~ (T (cjJ" (t) Fa. (cjJ (t'), t') $a (t'))) . (3·5) 

On the other hand, since 

0:;. ~~~;)- = (} (t- t') Sf (0, t') ~ Fa.(¢ (t'), t') $a (t') Sf (t', t), (3·6) 

we have from (3 · 2) that, for any value of the external field f. (t) 

o¢/(t) (}(t-t') L, [Fa.(¢1 (t'), t')(/J/(t'), ¢/(t)]. 
of. (t') a 

(3·7) 

Thus, the nonlinear response function is given by (3 · 5) if cf;ll (t) is substituted by 

cf;/ (t). However, it is evident, that no similar expression to (3 · 4) can be written 

for the nonlinear response function. 

We should like to point out that if the external field term is considered to 

be already included in the Liouvillian (2 · 5), we can think of the response function 

(3 · 5) either as the linear response function to small perturbations of the external 

field, or as the nonlinear response function to the external field. 

In previous papers dealing with the MSR formalismll~ 4 J FJ!V (cf; (t), t) is taken 

as unity and then, Rll, (t, t') only gives the response to an external field not coupled 

to the variables, which is usually taken to be a stochastic force.*J We shall 

denote the response function by RJ!. when FJ!V = 0/!V' 

Going over to the interaction picture in (3 ·1) and (3 · 5), we arrive atll 

Gf!v (t, t') = ( T (S (0, T M) cf;/!0 (t) c(;,0 (t')) ), 

Rll• (t, t') = L, ( T (S (0, T M) cf;/ (t) F 8, (cf;0 (t'), t') (/J8° (t')) ). 
8 

T M is any time larger than t and t', and 

(3·8) 

(3·9) 

(3·10) 

It has been possible to obtain a time antiordering product when going over the 

interaction picture because the perturbing Liouvillian L 1 = L,J!Fil (cf; (t), t) (j}ll (t) is 

a differential operator, and hence, S(t1o t 2 ) is unity when it sta~ds completely to 

*l One of the shortcomings of Wyld's scheme"l is the lack of an analytical definition of the 
response function. An expression for it, which is not perturbatively expanded, is given by Ma and 
Mazenko."l That expression is recovered from (3·5) under their special requirements on F.(cf;(t), t). 
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46 L. Garrido and AI. San J\lliguc! 

the right. This would not be true if the evolution were g1ven by the Fold~:er­

Planck operator, which is the adjoint of (2·5). 

According to the Wick's theorem to be proved in the next sections, there 

are two kinds of free propagators appearing in the perturbation series. They are 

readily evaluated by means of (2·9) and (2·10) 

where 

(:1-11) 

(3 ·12) 

(3 ·13) 

(3 ·14) 

Due to the commutativity (2 ·14) the free response function does not depend 

on the stochastic term. It also does not depend on initial conditions and it exhibits 

invariance under time translation. 

The free correlation function has two well-differentiated parts. 20 J g~,v (t, t') 

takes account of correlations arising from initial conditions and it corresponds to 

the non-stochastic term of L 0• UZv (t, t') a rises from correlations originated by the 

stochastic term. The appearance of u/~V (t, t') in (3 ·12) is the whole effect of the 

Stochastic term in the perturbation Series tO be developed. uj~V (t, t') will be ref­

erred to as the stochastic propagator. In fact, it comes out explicitly due to the 

second term on the right-hand side of Eq. (2 · 9). The stochastic propagator does 

not depend on initial conditions and its dynamical nature, on the same footing as 

R~, (t, t'), will be made apparent in the next section. 

In the next section we prove a Wick's theorem for the perturbative expanswn 

of (3 ·1) and (3 · 5) under quite genera I circumstances, without any stationary 

assumption. 

§ '.1-. Opet•ational Wick's theorem 

The perturbation expansion for tll'., correlation and response functions comes 

out when (3·10) is substituted in (3·8) and (3·9). Each term of this expansion 

has the form (T (r/h 0 (t1 ) • ··r;6,0 (t,J) ), where r/;1,0 (t,J stands either for 0 (t 1,) or 

(/~ 1 , 0 Uu). The purpose of a Wick's theorem is the factorization of such terms into 

free correlation and free response functions. A part of this factorization is previous 

to the statistical average to be performed and therefore valid for any initial con­

ditions. It follows from an operational Wick's theorem for T (¢1° (t1) ···r/!,0 (t,J). 

Any ¢1,0 (t) is a linear time dependent combination of the initial values and 

tjJ, (Y- l, · ·· N). Let us introduce a distributi\'e normid ordering of the r/;,0 (I)'s i11 

which all the (/Jv are placed to the right of the This normal ordering is 

denoted by the symbol 1V. A contraction between il ny two fields ¢,,0 (t) i.s then 

defined as 
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Response and Correlation in Fokker-Planck Dynamics. I 47 

¢/ (t) ¢.0 (t') = T (¢~ 0 (t) ¢.0 (t')) - N(¢/ (t) ¢.0 (t')). (4·1) 
L--.J 

From (4·1), (2·9), (2·10), (2·14), (3·11) and (3·14) three different contractions 

are obtained 

(4. 2) 

(4·3) 

(4·4) 

With the above definitions of normal ordering and contractions, the quantum 

operational zero-temperature Wick's theorem2!l applies, and so, 

T (¢h0 (tl) · · ·¢n° Ctn)) = 

i'J KO {~ 2}}{1 f~~ Ctr) f~' Ctr,) · · · f~•-1 Ctr.~) f~• CtrJ } 

Here .L;P' stands for a sum over the permutations of the set r,, = {1, · · ·, n}. K = 0 

if n=2N and K=1 if n=2N-1 (N=1, 2, ···). 

The remarkable fact of (4·5) is that the whole problem of initial conditions 

is relegated to the normal ordered product, while the propagators R 0 and []0 

have been extracted through the contractions. In this manner, the factorization 

of the stochastic term in the Wick's theorem is already finished operationally, 

and it explicitly exhibits the inclusion of the stochastic average in the dynamics. 

§ 5. Statistical Wick's theorem 

The statistical Wick's theorem comes out by averaging (4·5) over the initial 

conditions specified by p (t/J~o · · ·, <.f;N; 0). Only the normal ordered product depends 

on ({;1,. Whatever the initial distribution, we have 

<N (c/Jt0 (tt) · · ·¢m0 (tm))) 

{
0 if ¢"0 (t") =1J"0 (t") for some ,U=l, ... , m, 

= lVt(tt) ... wm(tm)<<fh"'¢m) if ¢"0 (t") =cj;"0 (t") for all ,[1=1, ... , m. 

(5·1) 

Let I be the number of <J;,,"(t,,) m (4·5). Due to (4·2) and (5·1) tht> 

average of (4·5) vanishes if Z>N. or l=N and 11 is odd. If l=iVand n is even, 

it reduces to the first term on the right-hand side of (4·5) that becomes a product 

of free response functions. For l<::.;N, the average of (4·5) is written as 
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48 L. Garrido and lvl. San lvliguel 

(I' C$1° Ct1) · · -$~ 0 Ctt) ¢1+1 (tz+1) · · ·¢n° (tn))) 

- o {"" -1---R0 (t t) · · ·R' (t t) - KO 7' 2N-LCN -l)! ,.,,,,1 YH) 1 ,.,,,l Y2l' L 

X u~2l•I>Y21•2 (t,.2l•P t,.21•2) ... u~n-!.rn Ctrn-P t,.J} 

(5·2) 

where ~P stands now for a sum over the permutations of the set /j = {l + 1, .. ·, n}. 

To specify the initial distribution is equivalent to giving the complete set of its 

moments (i.e., < ljJ1 .. ·c/Jj) for any i .. ·j) that are explicitly present in (5 · 2). There­

fore, without further assumptions on p (c/J1 , • • ·, 0), (5 · 2) is the final expressiOn 

£or Wick's theorem. 

However, it is physically appealing to decompose the moments of the initial 

distribution in terms of the reducible initial correlations defined as the following 

combination of the cumulants 22 l or truncated functions <c101 .. ·1/Jm)r of the distribution 

p (s'J1, ... , s0v; 0): 

'Xm (¢1"" ·¢m) = <¢1· .. ¢m) T 

+~~[I ~I I <¢,., .. ·¢rz )T .. ·<¢rm-l ... cj;,.m)T. 
(l,) P' 1 .... q• q. 1 q 

(5. 3) 

Here La,J indicates a sum over all the possible partitiOns of m such that ~'l~1li = m 

and Zi=F1, li=F2. ~P' stands for a summation over the permutations of the set 

r1,= {1, ... , m}. For simplicity, it is assumed that the ljJ11 (t) variables are defined 

in such a way that <cfJ1,)=0, ,L£=1, ... , N. For m=2 

(5. 4) 

and 

vVhen the resummation indicated in (5. 3) IS carried out in the expansion 

of a moment of order m in its corresponding smaller order cumulants, an expansion 

m terms of the irreducible initial correlation functions is obtained. Namely, 

X 'X2i-K C¢r,N-''"' · · ·¢,.J · (5·6) 
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Response and Correlation in FoHer-Planck Dynamics. I 49 

1V and K are related to min the same way that they are related ton in (4·5). 

The functions Xm are called reducible in the sense that they contain initial 

correlations in any order smaller than m, except those contributions involving 

a first order correlation (i.e., m = 2). In contra position the cumulant of order m 

is irreducible because it does not contain any correlations of order inferior to m. 

The free time dependence can be restored in (5 · 6) by multiplying both mem­

bers by 1V1 (t1) · · ·1Ym Ctm). Nevertheless, to substitute </JP by <jJp0 (tP) in (5 · 6) the 

normal ordering should be taken into account inside the brackets and the X func­

tions. 

Replacing the expansion (5 · 6) in (5 · 2) two kind of terms come out. In one 

of them, no reducible initial correlations appear. This is the "normal" term and it 

is the only one that contributes for a Gaussian p (tj;; 0). The other term, or "spu­

rious" term, contains the X functions, and it is present whenever the initial distri­

bution is not Gaussian. The spurious term is often disregarded, by using a switch­

on condition1l, 5l.ol or by assuming a unique inverse for the full propagator when we 

deal with functional methods 2l (see Refs. ] 8) and 19) .) 

The normal term vanishes if n is odd. If n = 21V it reads 

{ 1 uo ( ) uo ( ) X t t · · · t t 
2N-l (N -l)! 72l+I•72l+2 T2t+n T2l+2 Tn-l>Tn Tn-n Tn 

Here I:" stands for a sum over the permutation of the set oi = {r2N-2i+b ... , rn}. 

By considering the sum over all permutations that do not change {r~+~> ... , ru}, 

the response functions appear as a multiplicative factor of a sum of products of 

the U 0's and the gD's. This sum is just the product of 1V -l binomials, each of 

which is the sum of some U 0 with its corresponding g0 with the same indices. 

No index is repeated in different binomials. Therefore in view of (3 ·12) we arrive 

at 

(5·8) 

For the spunous term a similar resummation of U 0 and g0 can be performed. 

We finally arrive at 
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(5. 9) 

Therefore the statistical \Vid;.'s theorem is expressed for l<:iV as the sum 

of (5·8) and (5·9), bearing in mind that the normal part vanishes whenever n 

is odd. 

It should be stressed that the free correlation function G 0 appears in the final 

results (5 · 8) and (5 · 9) only after the U 0 coming from the operational \Vick's 

theorem is added to q0• The term rl is a nondynamical propagator a rising from 

the statistical ayerage. The possible spuriosity of the initial distribution function 

is eYidencecl through the reducible initial correlations X· 

Comparison of the present Wick's theorem with that v·alid for classical ca­

nonical systems. 1l clarifies that the only effect of the stochastic force is the replace­

ment of g0 by G 0 • Therefore, vve are led to the conclusion that the whole effect of 

the stochastic force is accomplished by a shift of g0 in the quantity [!0 which is 

the stocl1astic propagator. G 0 is the free correlation function dressed by the sto­

chastic process. Thus, the analysis of Jiagrams and self-energies of Ref. 1) applies, 

up to spuriosities, to the Fokker-Planck dynamics for the G and R functions. 

Then to pass from canonical diagrams to Fokker-Planck diagrams, the free cor­

relation function g0 of the canonical case has to be substituted by G"=g0 + U 0, 

IYhile the free response function remains unchanged. Ne\'ertheless, it should be 

remembered that the general response function R can involve an arbitrary number 

of yariables c/J(t') and the analysis of diagrams must then be made for each par­

ticular case. 

§ 6. Turbulence problem 

The homogeneous hydromagnetic turbulence problem can be represented by 

Eq. (1·1). In this case (t) stands for the real independent parts of the Fourier 

modes of the \-clocity and magnetic induction fields. 23 l Tbe J.;/s are damping fac­

tors; F 1, (0'1 (t)) is a quadratic energy conserving term, and ~ 1 , (t) represents an 

external stirring force exciting or maintaining the turbulence in tbe most random 

possible way. 131 

E \·en in a non-stationary situation, if i nitia 1 correlations il re somehow dis re­

garded, Dyson's equations 1l are ndid for the present problem with the free prop­

agators replaced by those discussed in § 3. With some rearrangelllents of the self­

'"nergies we are able to obtain \Vyld's equations, 13u 1 including ;t non-stationary 

hee correlution function. 

Dyson's equations are formally written its 11 
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R=R0 +R01FR, (6·1) 

RT=R0r +R0rJIRT, (6·2) 

C=C0 +COJIRT +R0JITC+R0IRT. (6· 3) 

It should be remembered that now C 0 = g0 + UO, where U0 is the stochastic propa­

gator. 

Equation (6 ·1) implies that 

and similarly from (6 · 2) 

l+JIRT= (Ror) -1RT. 

By substituting (6 · 5) and R 0 from (6 ·1) in Eq. (6 · 3), it reduces to 

(1-R 0JIT) (C-RIRT) =C0 (R 0r) -tRT. 

Replacing (6 · 5), we are finally led to an equation for C: 

(6·4) 

(6·5) 

(6·6) 

. Since in any diagrams contributing to the response function, there is a trunk 

of R 0 lines and I is an irreducible self-energy, the second term on the right-side 

of (6 · 7) includes all those diagrams which can be split into two pieces by severing 

a single C 0 line (class A of diagrams in Ref. 13) .) 

U 0 given by (3 ·14), can be written by means of (2 ·11) '""'-' (2 ·16) as 

U~,. (t, t') = 1
2D ~'{-WI' (t) W. (t') - 1

2D ~'; [R~il (t- t') + Re. (t'- t)]. (6 · 8) 
11.1'+ li.v 11.1'+ li.v 

For Rd,,<O, (3 ·12), (3 ·13) and (6 · 8) lead to 

C~p(t1, t2) = Wa(tt) Wf3(t2) {<¢a¢(3) + 2Da(3} 
l.a+l.f3 

+2Daf3 JdrR~a(t 1 -t 2 -r)R~p(-r). (6·9) 

Thus, 

(R~a (tt) )-~c~, Ctt, t2) = 2D a(3R~ (t1- t2) . (6 ·10) 

Substituting (6 ·10) in (6 · 7) and recalling (6 · 2), we have 

C ~'" (t, t') = .L; Sdt1dt2 Rpa (t, t1) .Sap (tt, t2) R~. (t2, t') 
aP 

(6 ·11) 
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This is Wyld's equation13l whose second order approximation is the direct in­

teraction approximation of Kraichnan. Equation (6 ·11) as derived above, applies 

to many other physical situations, namely, to those described by Eq. (1·1) in a 

general non-stationary condition whenever the real part of A, represents a damping 

and the spurious term (5 · 9) can be disregarded. This derivation is an alternative 

to the one given by Martin et al., 2l derivation that clarifies the exact content and 

range of applicability of (6 ·11). 
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Appendix 

Replacement (2·4) has led us to classical non-commuting variables that already 

contain in their dynamics an average over the realizations of the stochastic force. 

To stress the different dynamics generated by (2 · 3) and (2 · 5), we denote in this 

appendix by </J/ (t) the variables satisfying (1·1) and whose evolution is then 

governed by (2 · 3). Substitution (2 · 4) follows from4l 

E.{~,(t')A(</JL(t))} =8(t-t')E<{ ~ 2D,v[$v(t'), A(</JL(t))J} (A·1) 
v 

and then 

<E.{~, (t') A (</JL (t))}) = ~ 2D,/T (Ed$v (t') A (</JL (t))}) ), (A·2) 
v 

where A (</JL (t)) is any functional of </JL (t). 

To obtain Eq. (A ·1) use is made of Novikov's theorem24l 111 the form 

(A·3) 

The functional derivative of A (</JL (t)) with respect to the random force is then 

evaluated similarly to (3 · 7) by taking the random force as an uncoupled external 

field. 

We feel that a complete understanding of (2 · 4) IS given by proving its 

validity in each order of perturbation theory as we now do. The explicit manner 

111 which the stochastic propagator is constructed from the Langevin equation gives 

to (2 · 4) its exact meaning. 

Starting with the Langevin Liouvillian (2 · 3) we take now the free part 

to be 

L 0 (cjJ, $, t) = ~ (A"cjJ"+ ~"(t)) $". (A·4) 

" 
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The equation of motion for $~ (t) is the same as that calculated with the Liouvillian 

(2 · 5), and therefore we do not distinguish between$~ (t) and $/ (t). The ~J~L (t) 

variables do now commute, and the free evolution 1s 

(A·5) 

where 

h"(t) = Iw"(t-sH"(s)ds. (A·6) 

The definitions of the propagators involve now one further average over the 

realizations of ~ 1 , (t). They are 

G~v (t, n = < E<{(f;/1 L (t) (/J/ (t')} ), 

R~, (t, t') = I:< T (Eds0/ (t) r,, (~JL en' t') $a (t')}) ). 
8 

The free response function is again given by (3 ·11) and 

G~, (t, t') = W~ (t) W, (t') <(f;1,c/J,) + Edh 11 (t) h, (t')}. 

According to (1 · 2), 

and therefore (3 -12) is still valid. 

(A·7) 

(A·8) 

(A·9) 

(A-10) 

Equation (A ·10) establishes in an explicit manner the desired connection be­

tween the statistical treatment of the Langevin and adjoint Fold<:er-Planck Liouvil­

lians. 

The operational vVick's theorem of § 4 holds for the Langevin Liouvillian 

but only the contraction giving rise to R~v (t, t') does not vanish. In the cor­

responding statistical Wick's theorem for the Langevin equation (1·1) there are 

two averages to be evaluated. We perform first the average over ~~(t). A tedi­

ous combinatorial calculation leads to an expression that only differs from ( 4 · 5) 

in terms that will vanish when the second average over initial conditions is carried 

out, whatever the initial distribution may be. (This is due to the Gaussian charac­

ter of ,;1, (t) and to Eq. (A ·10) .) Those are terms in which the J;,, (t) variables 

at time t=O are placed at the extreme right. Thus, for any p((/J; 0) we obtain 

again Eq. (5 · 2). 
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