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Abstract Considerable effort has been put toward the devel-
opment of intelligent and natural interfaces between users
and computer systems. In line with this endeavor, several
modes of information (e.g., visual, audio, and pen) that
are used either individually or in combination have been
proposed. The use of gestures to convey information is
an important part of human communication. Hand gest
recognition is widely used in many applications, such,as
computer games, machinery control (e.g., crane),
ough mouse replacement. Computer recogniti
gestures may provide a natural computer inte
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1 Intr

omputers have become a key element of our society since
ir first appearance. Surfing the web, typing a letter, play-
a video game, or storing and retrieving data are few
amples of tasks that involve the use of computers. Com-
puters will increasingly influence our everyday life because
of the constant decrease in the price of personal comput-
ers. The efficient use of most computer applications require
more interaction. Thus, (HCI) has become an active field of
research in the past few years [1]. To utilize this new phe-
nomenon efficiently, many studies have examined computer
applications and their requirement of increased interaction.
Thus, human computer interaction (HCI) has been a lively
field of research [2,3].

Gesture recognition and gesture-based interaction have
received increasing attention as an area of HCI. The hand
is extensively used for gesturing compared with other body
parts because it is a natural medium for communication
between humans and thus the most suitable tool for HCI
(Fig. 1) [4]. Interest in gesture recognition has motivated con-
siderable research, which has been summarized in several
surveys directly or indirectly related to gesture recogni-
tion. Table 1 shows several important surveys and articles
on gesture recognition. Comprehensively analyzing pub-
lished surveys and articles related to hand gesture recognition
may facilitate the design, development, and implementation
of evolved, robust, efficient, and accurate gesture recogni-
tion systems for HCI. The key issues addressed in these
research articles may assist researchers in identifying and
filling research gaps to enhance the user-friendliness of HCI
systems.
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Body Parts

Fig. 1 The graph shows the different body parts or objects identified

in the literature employed for gesturing [4] to a glove that acts as tranglucer of er flexion into
electrical signals to determii \ hand gosture, as shown in
Fig. 2. The relative pgfitio hand is determined
2 Hand Gesture Analysis Approaches by an additional sepéar, sensor is normally a mag-
netic or an acoustj sor att, -hed to the glove. For some
Hand gesture analysis can be divided into three main  data-glove applifati ok-up table software toolkits are
approaches, namely, glove-based analysis, vision-based  provided wi e used for hand posture recogni-

analysis, and analysis of drawing gestures [12]. The first  tion [13],
approach employs sensors (mechanical or optical) attached by an additi sensor. This sensor is normally a mag-

Table 1 Analysis of some y
comprehensive surveys and Moeslund and Granum [5]

survey discussing initialization, tracking, pose estimation, and
¢ /gnition of motion capture systems and discusses the types of infor-

articles Scope of analysis
gdtion processed

The analysis primarily focuses on gesture recognition

System functionality is broken down into four core processes: initial-
ization, tracking, pose estimation, and recognition

This survey is significant because it provides a comprehensive overview
of publications on motion capture for over two decades and of the effect
of machine vision on full-body motion capture and discusses the existing
state of research in this area as well as future research directions

Key iss ssed System functionality characteristics and field advancements are compre-
hensively discussed and evaluated. Remarkably, several features (e.g.,
robustness, accuracy, and speed) are required in a specific domain but
not in others

Problems predominant in a domain, such as lack of training data, con-
siderable time required to capture gestures, lack of invariance, and
robustness, are explored, and possible solutions, such as using an
approach similar to speech recognition and abstracting the motion layer,
are investigated

Although these solutions have been successfully applied to a certain
extent, almost all approaches are significantly limited by a lack of mod-
ularization

Derpanis [6]
Scope of analysis The paper reviews vision-based hand gestures for HCI

Various aspects of vision-based gesture recognition problems related to
the feature set, classification method, and underlying representation of
the gesture set are discussed

Key issues addressed Feature extraction, classification methods, and gesture representation
should be investigated to facilitate HCI. The problem with most
approaches is that they are based on several underlying assumptions
that may be suitable for a controlled laboratory setting but not general-
izable to arbitrary settings
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Table 2 Continued analysis of
some comprehensive surveys
and articles

Mitra and Acharya [7]

Scope of analysis

Key issues addressed

Chaudhary et al. [8]

Scope of analysis

Key issues addressed

netic or an acoustic sensor attached to the
table software toolkits are provided with t

how humans perceive information ab
However, this approach is probably
implement. Several different aj
thus far. One is by building a t
the human hand. The is

and joint angles are then esti-
then used to perform gesture

sionally for symbolic communication. However, mechanical
hand posture sensing (static gesture) has a range of problems,
including reliability, accuracy, and electromagnetic noise.
Visual sensing has the potential to make gestural interac-
tion more practical, but it probably poses some of the most
difficult problems in machine vision [13].

Gesture recognition techniques, particularly those for hand and facial
movements, are comprehensively surveyed

The survey covers the use of hidden Markov models (HMM:s), particle
filtering and condensation, finite-state machines (FSMs), optical flow,
skin color, and connection models

Gesture recognition has manifold applications, ra
guage to medical rehabilitation to virtual reality
Different recognition algorithms should be developed
size of the data set and the gesture made. Mxi
drawn out in this regard

For example, a HMM and FSM ma;
plex gesture consisting of many s
may be used for large data set

Developed systems should d expandable to maximize

nsibility

ective technique where the exact position of the hand or fingers is not

2.1 Enabling Technologies for HCI

The two major types of enabling technologies for HCI
are contact-and vision-based devices. Contact-based devices
used in gesture recognition systems are based on the physi-
cal interaction of users with the interfacing device. That is,
the user should be accustomed to using these devices; thus,
these devices are unsuitable for users with low computer
literacy. These devices are usually based on technologies
using several detectors, such as data gloves, accelerome-
ters, and multi-touch screens. Other devices, such as the
accelerometer of Nintendo Wii, use only one detector. These
contact-based devices for gesture recognition can further be
classified into mechanical, haptic, ultrasonic, inertial, and
magnetic devices [14]. Mechanically primed devices are a
set of equipment used by end users for HCI. These devices
include the IGS-190, a body suit that captures body gestures,
and CyberGlove II and CyberGrasp, wireless instrumented
gloves used for hand gesture recognition (Fig. 2) [11]. These
devices should be paralleled with other devices for gesture
recognition. For instance, the IGS-190 should be used with 18
inertial devices for motion detection. Cybergloves and mag-
netic trackers are also used to model trajectories for hand
gesture recognition. Haptics-primed devices are commonly
used, touch-based devices with hardware specially designed
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Table 3 Continued analysis of
some comprehensive surveys
and articles

‘Wachs et al. [9]

Scope of analysis

Key issues addressed

Corera and Krishnarajah [10]

Scope of analysis

Key issues addressed

This article comprehensively discusses vision-based hand
gesture applications

The article focuses on different aspects of gesture-based
interfaces using hands

n the differ-
recognition sys-

The article also provides an overvie
ent challenges in vision-based gest
tems.The paper also discusses diff
trollable by hand gestures

No single method for auto
is suitable for every appli
algorithm depends on

e recognition

The paper also discusses logic issues and design consid-
erations for gesture recognition systems

The paper compares the merits and demerits of vision-
and sensor-based techniques

These techniques can best be advanced by integrating
with modularization and scalability and essentially decen-
tralizing the entire approach from gesture capture to
recognition

devices such as the
es with/multi- touch

for HCI, including multi- touch scre
Apple iPhone, tablet PCs, and other d

tures used in daily activities by using an accelerometer. Noury
et al. [18] proposed a system for multimodal intuitive media
browsing whereby the user can learn personalized gestures.
Variations in the artificial magnetic field for motion detec-
tion are measured by magnetic primed devices, which are not
preferred because of health hazards related to artificial elec-

@ Springer

tromagnetism. Contact-based devices are restrained by their
bias toward experienced users and are thus not extensively
used. Therefore, vision-based devices are used to capture
inputs for gesture recognition in HCI. These devices rely on
video sequences captured by one or several cameras to ana-
lyze and interpret motion [7]. Such cameras include infrared
cameras that provide crisp images of gestures and can be
used for night vision (Fig. 3a). Traditional monocular cam-
eras are cheapest with variations, such as fish eye cameras
for wide-angle vision and time-of-flight cameras for depth
information. Stereo visionbased cameras (Fig. 3b) deliver
3D global information through embedded triangulation. Pan-
tiltzoom cameras are used to identify details in a captured
scene more precisely. Vision-based cameras also use hand
markers (Fig. 3¢) to detect hand motions and gestures. These
hand markers can be further classified into reflective markers,
which are passive in nature and shine only when strobes hit
them, and light-emitting diodes, which are active in nature
and flash in sequence. Each camera in these systems delivers
a marker position from its view with a 2D frame that lights
up with either strobe or normal lights. Preprocessing is per-
formed to interpret the views and positions onto a 3D space.
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Fig. 4 Concept of the proposed service robot with gesture recogniti
system [19]

Firstly, the human gesture which is
commands for the service task is give
detected in real time and given as the p
human arm, i.e., positions of no¢ Jgn
the Kinect sensor installed in the

input signal, i.e., symbo %

command, the ro
and the audio

s in Vision-Based Gesture Recognition

The mgin challenge in vision-based gesture recognition is
the large variety of existing gestures. Recognizing gestures
involves handling many degrees of freedom, huge variabil-
ity of 2D appearance depending on the camera viewpoint
(even with the same gesture), different silhouette scales (e.g.,
spatial resolution), and many resolutions for the temporal
dimension (e.g., variability of gesture speed). The trade-off

Table 4 Comparison between contact- and vision-based devices

Criterion Contact-devices Vision-devices

User cooperation Yes No

User intrusive Yes No

Precise Yes/No No/Yes

Flexible to configure Yes N

Flexible to use No

Occlusion problem No (Yes) Yes

Health issues Yes (No) No

between accuracy, perfo c efulness also requires

balancing according
solution, and sev

hi e of application, cost of the
ther crj.cria, such as real-time per-
ility, and user-independence. In

ane and out-of-plane image rotations. Scalability facilitates

management of a large gesture vocabulary, which may

ude a few primitives. Thus, this feature facilitates the

sers control of the composition of different gesture com-
mands. User-independence creates an environment where
the system can be controlled by different users rather than
only one user and can recognize human gestures of dif-
ferent sizes and colors. A hand tracking mechanism was
suggested to locate the hand based on rotation and zooming
models. The method of hand-forearm separation was able to
improve the quality of hand gesture recognition. HMMs have
been used extensively in gesture recognition. For instance,
HMMs were used for ASL recognition by tracking the hands
based on color. An HMM consists of a set (S) of n dis-
tinct states such that S = sl1, s2, s3sn, which represents a
Markov stochastic process.All these enabling technologies
for gesture recognition have their advantages and disadvan-
tages. The physical contactrequired by contact-based devices
can be uncomfortable for users, but these devices have
high recognition accuracy and less complex implementation.
Vision-based devices are user-friendly but suffer from con-
figuration complexity and occlusion. The major merits and
demerits of both enabling technologies are summarized in
Table 4.

2.4 Hand Gestures Images Under Different Conditions

In image capture stage,as seen in Fig. 5, a digital camera
Sumsung L.100 with 8.2 MP and 3 x optical zoom to capture
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few traliing images facilitates the measurement of the robust-
ness of the proposed methods, given that the use of algorithms
that require relatively modest resources either in terms of
training data or computational resources is desirable [20,21].
In addition, [22] considered that using a small data set to rep-
resent each class is of practical value especially in problems
where it is difficult to get a lot of examples for each class.

@ Springer

3 Vision-Based Gesture Taxonomies and
Representations

Gesture acts a medium for nonvocal communication, some-
times in conjunction with verbal communication, to express
meaningful commands. Gesture may be articulated with any
of several body parts or with a combination o . Gestures
as a major part of human communicatio

have an invariable or universal mgani
Thus, semantically interpreting gestures
a given culture.

I agingle gesture.
ctly depends on

3.1 Vision-Based ure nomies
ssifies gestures into two types,
res. Static gestures refer to the orien-
f the hand in space during an amount of
ovement. Dynamic gestures refer to the
ovement. Dynamic gestures include those
involving body parts, such as waving the hand , whereas
atic gestures include single formation without movement,
as jamming the thumb and forefinger to form the OK
bol (i.e., a static pose). According to [23], 35 % of human
ommunication consists of verbal communication, and 65 %
is nonverbal gesture-based communication. Gestures can be
classified into five types: emblems, affect displays, regula-
tors, adaptors, and illustrators [24]. Emblematic, emblem,
or quotable gestures are direct translations of short verbal
communication, such as waving the hand for goodbye or nod-
ding for assurance. Quotable gestures are culture-specific.
Gestures conveying emotion or intention are called affect
displays. Affect displays generally depend less on culture.
Gestures that control interaction are called regulators. Ges-
tures such as head shaking and quickly moving the leg to
release body tension are called adaptors, which are gen-
erally habits unintentionally used during communication.
Ilustrator gestures emphasize key points in speech and thus
inherently depend on the thought process and speech of the
communicator. [llustrator gesticulations can further be clas-
sified into five sub categories: beats, deictic gestures, iconic
gestures, metaphoric gestures, and cohesive gestures [24].
Beats are short, quick, rhythmic, and often repetitive ges-
tures. Pointing to a real location, object, or person or to an
abstract location or period of time is called deictic gesture.
Hand movements that represent figures or actions, such as
moving the hand upward with wiggling fingers to depict
tree climbing, are called iconic gestures. Abstractions are
depicted by metaphoric gestures. Thematically related but
temporally separated gestures are called cohesive gestures.
The temporal separation of these thematically related ges-
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tures is due to the interruption of the communicator by
another communicator.

3.2 Vision-Based Gesture Representations

Several gesture representations and models that abstract and
model the movement of human body parts have been pro-
posed and implemented. The two major categories of gesture
representation are 3D modelbased and appearance-based
methods. The 3-D model based gesture recognition employs
different techniques for gesture representation: the 3-D tex-
tured kinematic or volumetric model, 3-D geometric model
and 3-D skeleton model. Appearance-based gesture repre-
sentation models include the color-based model, silhouette
geometry model, deformable gabarit model, and motion-
based model. The 3-D model based gesture representation
defines the 3-D spatial description of a human hand for
representation, with the temporal aspect being handled by
automation. This automation divides the temporal character-
istics of a gesture into three phases [23]: the preparation or
pre-stroke phase, the nucleus or stroke phase, and the retrac-
tion or post-stroke phase. Each phase corresponds to one or
more transitions of the 3-D human models spatial states. One
or more cameras focus on the real target and compute p

meters spatially to match the real target, and then follow 1

target. Three
red kinematic or

¢ models are more precise
respect to skin information,

rkers to track the motion of the body or of a body
tzner et al. [25] proposed a hand gesture recogni-
tion method employing multi-scale color features, hierarchal
models, and particle filtering. Gesture tracking has a wide
range of real world applications, such as augmented real-
ity (AR), surgical navigation, ego-motion estimation for
robot or machine control in industry, and in helmet-tracking
systems.Recently,researchers have applied the fusion of mul-

tiple sensors to overcome the shortcomings inherent with
a single sensor, andnumerous papers on sensor fusion have
been published in the literature. For example, multiple object
tracking has been realized by fusing acoustic sensor and
visual sensor data.The visual sensor helps to overcome the
inherent limitation of the acoustic sensor for simultaneous
multiple object tracking, while the acoustic gensor supports
the estimation when the object is occlud

ity, centroid, and orientation
the hand skins bounding bo
gestures [27]. Deformal

ally based on deform

contours. Ju et al. [28] used
properties were parameter-
tures and actions in technical talks

gesture representations and models that abstract
the movement of human body parts have been
osed and implemented. The two major categories of ges-
representation are 3D modelbased and appearance-based
ethods. The three-dimensional (3D) model-based gesture
recognition has different techniques for gesture representa-
tion, namely, 3D-textured volumetric, 3D geometric model,
and 3D skeleton model. Appearance-based gesture repre-
sentation include color-based model, silhouette geometry
model, deformable gabarit model, and motion-based model.
The 3D model-based gesture representation defines a 3D
spatial description of a human hand for temporal represen-
tation via automation. This automation divides the temporal
characteristics of gesture into three phases [24], namely, the
preparation or prestroke phase, the nucleus or stroke phase,
and the retraction or poststroke phase. Each phase corre-
sponds to one or more transitions of the spatial states of the
3D human model. In the 3D model, one or more cameras
focus on the real target, compute parameters that spatially
match this target, and follow the motion of the target during
the recognition process. Thus, the 3D model has an advantage
because it updates the model parameters while checking the
transition matches in the temporal model. This feature leads
to precise gesture recognition and representation, although
making it computationally intensive requires dedicated hard-
ware. Many methods [25] combine silhouette extraction with
3D model projection fitting by finding a self-oriented target.
Three kinds of model are generally used. 3D-textured
kinematic/volumetric model contains highly detailed infor-
mation on the human skeleton and skin surface. 3D geo-
metric models are less precise than 3D-textured kine-
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matic/volumetric models with regard to skin information but
contain essential skeleton information. Appearance-based
gesture representation methods are broadly classified into
two major subcategories: 2D static model-based methods and
motion-based methods. Each subcategory has several vari-
ants. The commonly used 2D models include the following:

e based model uses body markers to track the motion of a
body or a body part. Bretzner et al. [27] proposed hand
gesture recognition that involves multiscale color fea-
tures, hierarchical models, and particle filtering.

e Silhouette geometry-based models include several geo-
metric properties of the silhouette, such as perimeter,
convexity, surface, bounding box/ellipse, elongation, rec-
tangularity, centroid, and orientation. The geometric
properties of the bounding box of the hand skin are used
to recognize hand gestures [28].

e Deformable gabarit-based models are generally rooted
in deformable active contours (i.e., snake parameterized
with motion and their variants). Ju et al. [29] used snakes
to analyze gestures and actions in technical talks for video
indexing.

e Motion-based models are used to recognize an object or
its motion based on the motion of the object in an ima,
sequence. Luo et al. [30] introduced the local mot
histogram that uses an Adaboost framework for legsnin
action models.

space.
e K-nearest
for clasg

r lazy learning where function is only
imated and all computations are deferred

prior knowledge of the number of clusters and does not
constrain cluster shape. The main idea behind mean shift
is to treat the points in the d-dimensional feature space
as an empirical probability density function where dense
regions in the feature space correspond to the local max-
ima or modes of the underlying distribution.

@ Springer

Support vector machine (SVM) [34]: SVM is a nonlinear
classifier that produces classification results superior to
those of other methods. The idea behind the method is
to nonlinearly map input data to some high dimensional
space, where the data can be linearly separated, and thus
provide desired classification or regression results.

Hidden Markov Model (HMM) [35]: is g/joint statistical

used to find the optimal
DTW algorithm calculat
possible pair of poigfou

uses such distances to cal-
matrix and finds the least
this matrix.

e dista

individual neurons to store the history of their
input signals.

Finite state machine (FSM) [38]: An FSM is a machine
with a limited or finite number of possible states (an infi-
nite state machine can be conceived but is impracticable).
An FSM can be used both as a development tool for
approaching and solving problems and as a formal way
of describing solutions for later developers and system
maintainers.

Artificial neural networks (ANNs) [39]: An ANN is
an information processing paradigm based on the way
biological nervous systems, such as the brain, process
information. The key element of this paradigm is the
structure of the information processing system. An ANN
is composed of many highly interconnected process-
ing elements (neurons) working in unison to solve
specific problems. Similar to humans, ANNs learn by
example [24]. A neural network consists of intercon-
nected processing units that operate in parallel. Each unit
receives inputs from other units, sums them up, and then
calculates the output to be sent to other units connected
to the unit.

Template matching [40]: One of the simplest and earliest
approaches to pattern recognition is based on template
matching. Matching is a generic operation I-pattern
recognition used to determine similarities between two
entities (points, cures, or shapes) of the same type. In
template matching, a template (typically a 2D shape) or
prototype of the pattern to be recognized is available and
is matched against the stored template while considering
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Table 5 Analysis of major literature related to vision static and dynamic hand gesture recognition

Author/References 3 Model Appearance Static Dynamic Application

Cheng et al. [43] Yes Yes Virtual reality application
Sangineto and Cupelli [44] Yes Yes Desktop application
Wang et al. [45] Yes Yes Sign language
Radkowski and Stritzke [46] Yes Yes Augmented

Tran and Trivedi [47] Yes Yes

Rautaray and Agrawal [48] Yes Yes

Reale et al. [49] Yes Yes

Vrkonyi-Kczy and Tusor [50] Yes Yes Yes

Gorce et al. [51] Yes Yes

Sajjawiso and Kanongchaiyos [52] Yes Yes

Henia and Bouakaz [53] Yes Yes al reality application
Ionescu et al. [54] Yes Ye aming application

Yang et al. [55] Yes Yes Desktop application
Huang et al. [56] Yes Yes Desktop application
Ionescu et al. [57] Yes Yes es Entertainment application
Bergh and Gool [58] Yes Yes Entertainment application
Bao et al. [59] Yes S Virtual reality application
Bellarbi et al. [60] Yes Yes Desktop application
Hackenberg et al. [61] Ye Yes Virtual reality application
Duet al. [62] Yes Yes Virtual reality application
Rautaray and Agrawal [63] Yes Yes Entertainment application
Visser and Hopf [64] Yes Yes Desktop application

He et al. [65] S Yes Gaming application

Tan et al. [66] S Yes Gaming application

Ho et al. [67] Yes Yes Desktop application
Huang et al. [68] Yes Yes Yes Desktop application
Hsieh et al. [69] A s Yes Desktop application

all allowable poses (translation an on) and scale

changes.

_css consists of two passes
[ the network a forward pass

[42]:

(1) Step tralj’e weights. (Set to small random values)

2 1. stopping condition is false do steps 2:9

1 each training pair do steps 3:8 Feed-forword:

. Each input unit ( Xi,1i= 1,..., n) receives input

al X 1 And broadcasts this signal to all units in the
layer above (the Hidden units).

(5) Step 4. Each hidden unit (Zj,j = 1,..., p) sums its
weighted input Signals, Zin = Voj + X1 Vij i =1,V0
Bias on hidden unit j.Vij Weight between input unit and
hidden unit. Applies its activation function to compute
its output signal

(6) Step 5. Each output unit (Yk , k = 1,..., m) sums its
weighted input signals, yink = Wok + Z j W jk Back
propagation of error:

(7) Step 6. Each output unit (Yk , k = 1,..., m) receives a
target pattern corresponding to the input training pattern,
computers its error information term, computers its error
information term,

(8) Step 7. Each hidden unit (zj ,j = 1,..., p) sums its delta
inputs (from unit in the layer above),

(9) Step 8. Each output unit (Yk , k = 1,..., m) updates its
bias and weights ( j =0,..., p).

5 Analysis of Existing Literature

Research on hand gesture recognition has significantly
evolved with the increased usage of computing devices in
daily life. This section surveys studies on HCI to classify
them according to the gesture representations used for man

@ Springer
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and machine interaction. Table 5 classifies previous hand
gesture interaction research based on gesture representations
used, such as 3D modelbased or appearance-based gesture
representations and the techniques used in proposed systems
from 2005 to 2012. An exhaustive list of these studies is given
in Table 5. The list has been made as exhaustive as possible.
Detailed analysis of the table reveals interesting facts about
ongoing research on HCI in general and vision-based hand
gesture recognition in particular. Literature presents various
interesting facts that compare and contrast the two object
representation techniques: 3D model- and appearance-based.
The 3D modelbased representation technique is based on
computer-aided design through a wired model of the object,
whereas the appearance-based technique segments the poten-
tial region with an object of interest from the given input
sequence. Although the 3D model allows for real-time object
representation along with minimal computing effort, the
major difficulty with this approach is that the system can han-
dle only a limited number of shapes. The appearance-based
model uses global and local feature extraction approaches.
Local feature extraction has high precision with respect to
the accuracy of shapes and format. Appearance-based meth-
ods use templates to correlate gestures to a predefined set of
template gestures and thus simplify parameter computations,
However, the lack of precise spatial information impairs

suitability of the method for manipulative postures or ge

sensitive to viewpoint changes and thus cannot
cise spatial information. This constraint make
less preferred for more interactive and manj
tions.

6 Commercial Products and Sof

Hand gestures are considered a prprhisiag research focus for
applications. This section
ilable products and software

ical areas. These products should be modified in terms of
cost-effectiveness, robustness under different real-life and
real-time application environments, effectivity, and end-user
acceptability. Table 6 lists several vision-based hand gesture
recognition commercial products and software available for
interacting with the computing world.

7 Conclusion

Numerous methods for gestures, taxonomies, and represen-
tations have been evaluated for core technologies proposed
in gesture recognition systems. However, these evaluations
do not depend on standard methods in some organized for-
mat but have been conducted based on incrgasing usage in
gesture recognition systems. Thus, an ishof the sur-

gesture representations are prefe
ture representations in hand ge

tions on both techniques, the
of 3D modelbased repre ti
The existing state ofsshe ications of gesture recogni-
p applications are the most
for gesture recognition systems.

Industrial applications also require specific advances in man-
-machifie and machine-to-machine interactions.
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