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ABSTRACT 
 

Context: Software Product Line Engineering (SPLE) has emerged as a thriving approach for software 
products constructions.   In SPLE, a triumphant software product is highly reliant on the validity of an 
SPLE. Hence, validation is a significant process within SPLE.  
Objective: In this paper, we reviewed the related works in the area of automated validation of SPLE to 
bring to light the pros and cons of the related works and suggest the future directions in this research area. 
Method: We started by defining the validation operations followed by classification of the related works in 
eight groups based on the technique or method that is used. The general attributes of each class are 
highlighted and the main strengths and weaknesses of each class related to the validation of SPLE are 
thrashed out.  Subsequently, we analyzed each work to find out which validation operations are achieved 
and how they are satisfied. Finally, we abridged the current situation and recommended how the validation 
of SPLE can be enhanced in each operation. 
Results: The research gap in the area of validation of SPLE has been clarified by recommending the future 
directions.    
Conclusion: It is concluded that some works cannot gratify all the validation operations because the 
technique or method used has its weaknesses that prevented the completion of the validation process. 
Moreover, we conclude that this area of research has room for improvement by validating the domain-
engineering directly instead of validating software products during the configuration process.    
 
Keywords: Software Product Line, Domain-Engineering, Configuration, Automated Analysis. 
  
1. INTRODUCTION  
 
Software Product Line Engineering (SPLE) 
consists of two processes known as, domain-
engineering and application-engineering. 
Collecting software-assets regarding a specific 
business area is a domain-engineering 
consciousness. The process of presenting the 
software assets (in domain-engineering) is called 
variability modelling. The principal objective of 
application-engineering is to configure a 
successful specific software product from the 
domain-engineering process by managing SPLE 
assets using variability modelling technique. 
Configuration is the task of selecting a valid and 
suitable set of features for a single system. From 
this definition, it is clear that configuration is 
part of the application-engineering process. 
 

Now, what is the meaning of the validation of 
SPLE? Mannion [1] defines validation in SPLE 
as a mechanism that is used to ensure that an 
SPLE can produce at least one product that can 
satisfy the constraint dependency rules. Lan et al. 
[2] define validation (in variability) as a 
mechanism to check if the configuration output 
satisfies corresponding variability constraints (in 
a specific domain) or not. As a conclusion, 
validation of SPLE means ensuring that domain 
engineering contains no errors and that the 
configuration process is error-free. 
 
In this paragraph, we clarify the significance of 
the validation of SPLE by providing two reasons.  
The first is based on the size of SPLE. Usually, a 
medium-sized SPL contains thousands of 
features with constraint dependency rules among 
them. The second is based on the nature of 
domain-engineering. Developing domain-
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engineering is a continuous process; when there 
are new assets, these are added to the existing 
assets. Cumulative aggregation (for the software 
assets) may produce some errors. The grouping 
of assets may be made at different times and by 
different groups of people. In some cases, there 
is a parallel development process, i.e., several 
people add assets (to develop domain-
engineering) at the same time. Concluding from 
the above two reasons, the validation of SPLE is 
a vital process. The first reason justifies 
validation in application-engineering process and 
the second justifies the validation in domain-
engineering process.  In addition, configuring a 
successful software product is highly dependent 
on the validity of an SPLE. Hence, validation is a 
significant process within SPLE.  
 
Automated validation of SPLE is considered as a 
part of the automated analysis of SPLE. The 
automated analysis of SPL is a software program 
that extracts useful information from the SPL for 
SPL engineers, experts, or users [3]. In other 
words, the automated analysis of SPLE is a 
research field answering the questions of how to 
get constructive information and how to ensure 
the correctness of the software products. Two 
steps are formulated for the lifecycle of the 
automated analysis of SPLE [4]: 1) 
Formalization. In formalization, SPL is 
translated into a specific representation that 
allows auto-reasoning; and 2) Reasoning. By 
using standard tools or ad hoc software 
programs, the SPL representation (formalization) 
can be reasoned [5]. 
 
Although the Feature Model (FM) [6] and the 
Orthogonal Variability Model (OVM) [7] are the 
most popular techniques for modelling 
variability in Software Product Line (SPL), both 
lack a formal mechanism to reason SPL [8]. This 
has encouraged the development of other 
techniques that can be used for modelling and 
validating variability at the same time. All of 
these methods are supported by a specific 
software tool. On the other hand, some methods 
have been developed for validating SPL within 
the existing variability modelling technique. 
 
 
There are numerous papers in the literature 
which have surveyed methods of modelling the 
domain-engineering process [9-14]. These 
studies focus only on methods of variability 
modelling. Although automated analysis of the 

SPL is a relatively new issue, there are a great 
many works in this research area. However, to 
the best of our knowledge, there are only two 
papers [15, 16] and one technical report [17] 
which have surveyed the automated analysis of 
SPL. These three survey papers are limited only 
to those works which have used the FM as a 
variability modelling technique and ignore the 
other methods of variability modelling. 
 
There are many works used to validate FM, 
because FM was the first and remains the more 
popular method to model variability. The 
automated validation of FM has already been 
identified as a critical task in [18-21]. Although 
the FM is a successful variability modelling 
technique for SPL, some other techniques have 
also been used to model variability in SPL. 
 
Although the automated validation of SPL is a 
relatively new area of research, a great many 
proposals have been put forward in both the 
academic and industrial fields. We analysed the 
literature in two steps by: 1) classifying the 
previous studies based on the technique used to 
automate the validation operations, and the 
strengths and weaknesses of each class are 
presented; and 2) analysing each study and 
highlighting the validation operations that were 
implemented. 
 
This paper is structured as follows: in section 2, 
the validation operations are defined and 
classified under two groups: domain-
engineering, and configuration. Methods for the 
automated validation of SPLE are discussed and 
section 3. In section 4, the current situation is 
highlighted and some directions to improve the 
validation operations are suggested.  
 
2. OPERATIONS FOR THE 

VALIDATION OF SOFTWARE 
PRODUCT LINE ENGINEERING 

 
In the literature, the works in the automated 
analysis of SPL is divided into several 
operations. These operations have been identified 
and discussed in [16, 17]. These operations can 
be divided into two groups: 1) operations for 
validating the SPL and 2) operations for 
analysing the SPL. The first group (operations 
for validating the SPL) is responsible for 
detecting, removing, or overcoming errors in 
SPL; whereas the second group (operations for 
analysing the SPL) is responsible for providing 
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more information about the SPL. In this paper, 
we focus only on the operations that relate to the 
validation of SPL.  
In the introduction of this paper, we defined the 
meaning of the validation method in SPL as a 
method used to ensure the correctness of assets 
in domain engineering and to produce error-free 
products, including the possibility of providing 
explanations to the modeller so that errors can be 
detected and eliminated in both the domain-
engineering and configuration process. 
 
In the following, we will discuss each operation. 
The diagrams used to describe these operations 
are based on a FM. Some figures and definitions 
are borrowed from [16]. 
 
2.1.  Determine the validity of SPL  
 
This operation examines SPL validity. An SPL is 
valid if it can produce at least one product. Due 
to the incorrect usage of constraint dependency 
rules, SPL may fail to produce any product. An 
SPL without any product is called a void SPL. In 
Figure 1, both features B and F are common 
features, which means they both must be 
included in any product. The exclude relation R1 
between feature B and feature F means that both 
features cannot be included together in any 
product. This condition cannot be implemented 
because of the nature of features B and F (both 
are common features). Thus, the SPL in Figure 1 
cannot produce any product. 
 

 
Figure 1: Example of Void SPL. 

 
2.2. Dead Feature  
A dead feature is a feature that never appears in 
any valid product. Dead features occur as a result 
of the incorrect usage of constraint dependency 
rules. In Figure 2, common feature B excludes 
feature C. Feature B must be included in any 
product (common feature). According to the 

exclude relation, feature B and feature C cannot 
be included together in any product. This means 
feature C is excluded from all products. Thus, 
feature C is defined as a dead feature. 
 

 
Figure 2: Example of a Dead Feature 

 
2.3. Redundancy Detection  
 
This operation deals with redundancy in an SPL. 
In an SPL, it is possible that the same set of 
products can be modelled more than once [19]. 
This operation is also known as normalization or 
simplification. Although redundancy is a 
lightweight error, a huge number of redundancies 
increase the complexity of an SPL. In addition, 
removing the redundancy enhances the 
readability and comprehensibility of an SPL. 
Figure 3 shows an example of redundancies in an 
SPL. In Figure 3, feature C denotes the 
redundancy. Feature B is a common feature 
which means that it must be included in any 
product. Common feature B requires feature C, 
which means that feature C must follow feature 
B. Therefore, feature C should be included in any 
product. Feature D also requires feature C, which 
is repeated information. Thus, the require 
relation between features D and C is redundant. 
 

 

Require

 

Figure 3: Example of Redundancy 
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2.4. False Option Feature Detection 
 
A false optional feature is a feature included in 
any product but not assigned as a common 
feature, i.e. a common feature without a common 
label [20]. Figure 4 illustrates an example of a 
false option. Feature B is a common feature, 
which means B must be included in any product. 
Feature B requires feature D, which means that 
feature D must be included in all products. This 
property formulates feature D as a common 
feature. Thus, feature D has the same behaviour 
as a common feature but is not labelled as a 
common feature, which means feature D is a 
false option. 
 
 

 

Require  

Figure 4: Example of False-Option Feature 
 
2.5. Inconsistency Detection 
 
Inconsistency is identified in [18] as a particular 
research challenge. Inconsistency occurs as a 
result of contradictions in constraint dependency 
rules. This type of error is very complicated 
because it can take different forms and can occur 
between groups of features or between individual 
features. Inconsistency in a FM describes 
relations between features that cannot be true at 
the same time, e.g. (A requires B) and (B 
excludes A), which means selection of A must be 
followed by selection of B, but selection of B 
prevents selection of A. Therefore, these 
relations cannot be true at the same time. An SPL 
can contain some other complicated forms of 
inconsistency. For instance, (A requires B) and 
(B requires C) and (C requires D) and (D 
excludes A), or ((A and B and C) require (E and 
F)) and (F excludes B).  Another example is: ((A 
and B and C) requires (D and E)) and (A 
excludes E). This example describes the 
existence of features A, B, and C together which 
requires the existence of features D and E. At the 

same time, feature A excludes feature E. Thus, 
these relations could not be implemented at the 
same time. 

Inconsistency is a critical error; it can 
prevent the production of any software product 
that has an inconsistency relation between its 
features. Inconsistency is also known as a 
conditional dead feature [22]. 
 
2.6. Wrong Cardinality Detection 
 
Cardinality is wrong if the maximum or 
minimum number of variants those allowed to be 
selected from a variation point cannot be 
implemented [20]. Figure 5 illustrates an 
example of wrong cardinality. The maximum 
number allowed to be selected from this group is 
3. Feature B excludes feature D, which means 
both features B and D cannot be included in one 
product. Therefore, only two features can be 
selected for the exclude relation. Thus, 
describing the maximum number as 3 is wrong. 

 

Exclud
e 

 

Figure 5: Example of Wrong Cardinality 
 

2.7. Explanation 
 

In general, the source of error is defined in the 
explanation operation. Debugging a huge SPL 
manually is almost impossible. Although a 
software solver can be used to detect whether or 
not an SPL has errors, defining the sources of 
errors is still a challenge. For example, the 
source of error (dead feature) in Figure 2 is the 
exclude relation between feature B and feature C. 
Generally, incorrect usage of constraint 
dependency rules (require, exclude) is the main 
reason for errors in the configuration process. In 
this research, the explanation operation is limited 
to defining the source of error within the 
configuration process. The other types of error 
are detected using other operations. 
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2.8. Corrective Explanation 
 
Corrective suggestions (to overcome the error) 
are provided in a corrective explanation 
operation. These operations are vital in the stage-
configuration process because they allow users to 
correct their errors. For instance, in Figure 2, the 
suggestions to overcome the error (dead feature) 
could be either: 1) remove the exclude relation or 
2) remodel feature B as an option. Determining 
the best suggestion from the list of provided 
suggestions represents a challenge in this area of 
research. 

 
2.9. Decision propagation  

 
The selected feature represents the input for this 
operation. This operation describes auto-select 
and auto-deselect features during the 
configuration process. Based on constraint 
dependency rules (require and exclude) some 
features are auto-selected or auto-deselected. For 
instance, if feature A requires feature B and A is 
selected then B must be auto-selected. 
Conversely, if A is removed from the 
configuration then B must be auto-deselected. 
This operation is also recognized as dependency 
analysis or satisfying constraint dependency 
rules. 
 
 
2.10. Deadlock Detection  
 
Deadlock is always a serious issue in concurrent 
systems. In an SPL, deadlock is presented as a 
challenge that needs to be overcome [23, 24]. 
Deadlock occurs when two or more 
configuration actions are blocked and are waiting 
for each other‟s decisions before they can 
continue [24]. In an SPL, deadlock can occur in 
parallel configuration where different users 
configure solutions simultaneously and the 
quantity of features is limited. There are four 
conditions for deadlock: mutual exclusion, hold 
and wait, no pre-emption, and circular wait [25]. 
The first three conditions exist in parallel 
configuration by default. Therefore, circular wait 
is the most important condition to detect 
deadlock in parallel configuration. Deadlock 
detection is a basic operation designed to handle 
the deadlock problem [25]. Czarnecki [26] 
illustrates examples using diagrams to describe 
deadlock situations.  
 

3. METHODS FOR THE AUTOMATED 
VALIDATION OF SOFTWARE 
PRODUCT LINE  

 
The methods that are used for validating SPL are 
classified into eight approaches. This 
classification is done based on the general 
properties of each method. These approaches are: 
unified modelling language, propositional and 
first order logic, description logic, constraint 
programming, domain specific language, 
extensible markup language, higher order logic, 
and ad-hoc algorithms. In this section, these 
methods are described in brief and the main 
characteristics of each method are highlighted. 
The works in automated validation of SPL also 
are highlighted and grouped under these eight 
approaches. Each work is discussed to show how 
the validation operations (that are included in the 
work) were solved. Generally, there are 
advantages and disadvantages to the use of each. 
 
3.1. Unified Modelling Language (UML) 
 
Unified Modelling Language (UML) is a 
standard modelling language that is used to 
define, model, and share requirements. It 
contains different diagrams that allow developers 
and users to share a common standard language. 
These UML diagrams can be used to describe the 
system at different levels of abstraction. 
Standardization is the main benefit that can be 
gained from using UML as a variability 
modelling technique. Mainly, UML was 
developed for modelling single systems; 
however, the ability of UML to have standard 
extensions also makes it suitable for the SPL 
[27]. Although variability modelling needs many 
notations, UML can easily provide extensions 
using UML comments [28]. In the literature, 
UML is used mainly for modelling variability 
including the description of how the software 
product can be derived [29]. Standardization of 
UML notations has encouraged developers to 
move from using FMs to using UML [27, 30, 
31]. In UML, Object Constraint Language (OCL) 
is used as a validation tool [32]. Various 
researchers have adopted UML in different ways 
to provide solutions for modelling variability in 
the SPL [33-40]. These methods also 
implemented OCL to satisfy dependency 
constraint rules. 
 

The advantages of using UML as a 
variability modelling technique are:  
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standardization, usability and provision of 
multiple views for SPL [40]. On the other hand, 
using only OCL as a validation tool represents 
the main drawback of UML as a variability 
modelling technique because OCL is usually 
implemented over a specific object or an object’s 
structure [26]. This property limits the 
implementation of OCL.  

 
Figure 6 shows how use case diagrams (the use 
case diagram is a popular UML diagram) can be 
used to represent variability. In Figure 6(a), 
“Authentication” is illustrated as a variation 
point. Both “Give fingerprint” and “Insert chip 
card” represent variants of the “Authentication” 
variation point. In Figure 6(b), both “Choose 
bank transfer” and “Choose standing order” 
illustrate variants of the “Select order” variation 
point. Figure 6 is borrowed from [20]. 

Figure 6: Use case diagrams representing 
variability Source 

 
Clauss[27] suggests two stereotypes for 
modelling variability “<<variation point>>”, 
which indicates the variability of an element and 
„<<variant>>‟, which indicates the extension 
part. Clauss [30] suggests the use of OCL to 
satisfy constraint dependency rules. Korherr and 
List [41] proposes a UML 2 profile to model 
variability. Korherr and List’s [41] model uses 
OCL to satisfy the three levels constraint 
dependency rules (variant-variant, variant-
variation point, and variation point-variation 
point). Ziadi et al. [42] and Ziadi and Jézéquel 
[43] use OCL in the form of a meta-model level 
to satisfy constraint dependency. Sturm and 
Berge [44] present an approach to model domain 
engineering. This approach enables the 
validation of domain-specific application models 
against their domain models and uses OCL to 
satisfy constraint dependency rules. Various 
other works have adopted UML in different ways 
to provide solutions for modelling variability in 

the SPL [33, 34, 35, 37, 38 , 40,  45,46, 47]. 
These methods implemented OCL to satisfy 
dependency constraint rules. Sinnema et al. [48] 
introduced a framework (base on UML) to model 
dependency constraints based on formalized, 
documented and tacit knowledge. Czarnecki and 
Kim [49] introduce a method to satisfy constraint 
dependency rules and filtering using OCL. 
According to [32], OCL is a common tool used 
to satisfy the dependency constraint rule when 
variability is modelled using UML.  
 
Table 1 demonstrates an example of OCL code 
for the variant-variation point constraint. In this 
example, each variant has only one 
representation in each variation point.  

 
Table 1: OCL code for variant-variation point 
constraint. 

 context <<variant>> 
inv: self.supertype → select(oclIsKindOf(Variation  
→size()=1 

 

 
3.2. Propositional and First Order Logic  (PL and 

FOL) 
 
In general, truth and provability are the main 
concepts considered by logic. In logic, a model 
theory denotes how to study the abstraction and 
properties of a problem structure [60]. This fact 
has encouraged researchers to use logic as a 
solution for SPL validation. Propositional logic 
attempts to formalize reasoning by using a set of 
symbols and a set of logical connectives, e.g., 
not, and, or, and if..., then [51].  
 
Propositional logic as a validation technique for 
the SPL is completed in two steps. Step one 
consists of representing an SPL formally using 
propositional formulas. Step two consists of 
reasoning an SPL using off-the-shelf tools such 
as Logic Truth Maintenance System (LTMS), 
Satisfiability Solvers (SAT), and Binary 
Decision Diagram (BDD).  
 
Propositional logic is chosen for the benefit 
provided by its supporting tools. However, 
unfortunately, propositional logic is not powerful 
enough to represent most real-life cases [52]. 
This drawback has encouraged some researchers 
to introduce FOL as a validation technique for 
the SPL. First Order Logic adds two quantifiers: 
for all and there is. These two quantifiers make 
FOL more expressive and more able to handle 
most real-life problems [50]. In the literature, 

 
(a) 
 

 
 

 
(b) 
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there are some contributions which validate the 
SPL based on FOL e.g.,[53]. 
 
The first proposals which connected 
propositional formulas to the FM were those 
presented by [54,55]. Mannion in [54] explains 
how an SPL can be represented as a logical 
expression. However, Mannion and Camaras’s 
[55] model did not investigate dependency 
constraint rules (require and exclude constraints). 
Zhang et al. [56-57] propose a propositional 
logic-based method for the validation of a FM. In 
[56,57] model, constraints are formalized into 
logic sentences and general-purpose model 
checkers are suggested in order to automate the 
validation process. Two validation operations are 
satisfied by [56,  57]: 1) determine the validity of 
SPL and 2) constraint dependency checking. 
Constraint dependency checking is satisfied at 
the basic level (feature-to-feature). Zhang et al. 
[56, 57] model classifies features into three 
groups: bound, remove, and undecided. After 
opting for all products, the undecided group 
represents dead features. By defining the pre-
condition and post-condition for each feature, 
explanation and dead features operations are 
satisfied. 
 
Batory[58] proposes a coherent connection 
between the FM, grammar and propositional 
formulas. Batory’s study represents the basic FM 
using context-free grammars plus propositional 
logic. This connection allows arbitrary 
propositional constraints to be defined among 
features and enables off-the-shelf SATs and 
Logic-Truth Maintenance Systems to debug the 
FM. The use of SAT and LTMS solvers satisfies 
the constraint dependency rules and the 
explanation operations. Sun et al. [53] propose a 
formal semantics for the FM using first-order 
logic. Sun et al. [53] use Alloy Analyser (a tool 
for analysing models written in alloy) to 
automate the constraint dependency checking 
and the explanation operations in the 
configuration process. Alloy Analyser is a 
declarative specification language for describing 
the constraints and structures of complex 
systems. Gheyi et al. [59,v60] also validate a FM 
using Alloy Analyser. Using Gheyi et al.’s 
theory, the constraint dependency checking 
operation is satisfied. 
 
Storm [61, 62] suggests a method for mapping 
the FM to a propositional logic formula. This 
mapping provides a mechanism for validating 

both 1) determine the validity of SPL and 2) 
constraint consistency checking operations. 
Zhang et al. [63] proposed a Binary Decision 
Diagram (BBD) data structure to handle the 
dependency constraint checking operation.  
 
A knowledge-based product derivation process 
[64, 65] is a configuration model that includes 
three entities of the Knowledge Base (concept 
model, procedural knowledge and task 
specification). The second entity (procedural 
knowledge) is used to satisfy the constraint 
dependency rules.  
Hemakumar [66] uses a connection between 
context-free grammar and propositional logic to 
detect inconsistency in the configuration process. 
However, Hemakuma‟s work detects only direct 
inconsistency in the software product. Yan et al. 
[67] propose an optimization method for 
validating the FM. Yan et al’s method removes 
validation-irrelevant constraints from the FM in 
order to reduce the size of the problem. Yan et 
al’s method handles dead features and 
determines the validity of SPL operations. 
Constraint dependency checking and propagation 
are defined and supported in Mendonca et al. 
[68-71]. Salinesi et al. [72] developed a tool to 
support automatic validation of SPL. Salinesi’s 
tool detects dead features and satisfies constraint 
dependency checking. Elfaki et al. [73, 74] detect 
dead features by searching only for predefined 
cases, i.e. defined dead features in the domain-
engineering process. Elfaki et al. [75] propose an 
interactive configuration. Elfaki et al.[76] 
introduce first order logic rules to detect 
inconsistencies in domain-engineering.  
 
As stated earlier, two properties characterize 
constraint dependency rules in SPL. These 
properties are: require and exclude. Table 2 
shows an example of how propositional logic can 
be used to represent the constraint dependency 
rules in SPL. Table 3 illustrates an example of 
FOL representation for constraint dependency 
rules. 
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Table 2: Representation of SPL constraint 
dependency rules using propositional logic. 

Properties Example Propositional logic 
representation 

Require In Figure 
4, the 
feature B   
requires 
the 
feature 
D. 

B 
 
D 

Exclude In Figure 
5, B 
excludes 
D. 

¬ (B∧D) 

 
Table 3: Representation of SPL constraint 

dependency rules using FOL. 
Property FOL representation Explanation 
Require ∀ x, y: require(x, y) 

∧ select(x) ⟹ 
select(y)   

If x requires 
y and x is 
selected then 
y must be 
selected. 

Exclude  ∀ x, y: exclude(x, y) 
∧ select(x) ⟹ ¬ 
select(y)   

If x excludes 
y and x is 
selected then 
y must not 
be selected. 

 
In addition to the tools availability, the ability to 
describe the problem in an abstract way is the 
main advantage of using PL and FOL. PL and 
FOL are limited to work with certain 
environment in which all elements and variables 
are well defined. In SPL, if all constraints 
dependency rules are well defined then this is a 
certain environment.    
 
3.3.  Description Logic (DL) 

 
Description logic (DL) is defined as a knowledge 
representation technique. In description logic, 
formal knowledge regarding a specific domain is 
described in a well-structured and well-
understood way [77]. Description logic is 
characterized by its ability to build complex 
classes and relation from simple ones. It is the 
formal logic used to develop ontologies and is 
supported by a wide range of well-established 
solvers and reasoners. 
Various works (78-82) have proposed different 
approaches for representing FMs using 
ontologies. These works satisfy two operations: 

1) determine the validity of SPL and 2) 
constraint dependency rules. Wang et al. [83, 8] 
propose that Ontology Web Language (OWL) be 
used to validate a FM. Wang et al. [8] use OWL-
DL to capture the inter-relationships between the 
features in a FM. Asikainen et al. [84] satisfy the 
constraint dependency rules and the explanation 
operations by translating the model into Weigh 
Constraint Rule Language (WCRL), which is a 
general-purpose knowledge representation 
language. Wang et al [8] support the constraint 
dependency rules and the explanation operations 
by using Fast Classification of Terminologies 
(FaCT++)  and Renamed ABox and Concept 
Expression Reasoner (RACER) as tools for 
reasoning. Dedeban [85] use OWL-DL and a 
rule-based system to support the constraint 
dependency rules and the explanation operations. 
Kaviani et al. [86] map a FM to ontology in 
order to deal with the non-functional 
requirements and also satisfy the constraint 
dependency rules. AboZaid et al. [87] use 
semantic web technology for validating a FM. 
AboZaid et al’s [87] proposal detects dead 
features and provide explanations. Table 4 shows 
the DL representation for require and exclude 
constraint dependency rules. 
 

Table 4: Representation of SPL constraint 
dependency rules using DL. 

Propert
y 

Description 
logic 

representatio
n 

Explanatio
n 

Require 
 

GRule ⊑ 
∃has f1.f2 

 

f1 requires 
f2 

Exclude GRule ⊑ ∃ 
¬(has f1.f2) 

f1 excludes 
f2 

 

 The main advantage of DL is the ability 
of transmission from simple relations to very 
complicated relations. DL is limited to work with 
certain environment only. 

3.4. Constraint Programming (CP) 
 

In constraint programming, a problem is 
structured as a finite set of variables, finite set of 
domain values for these variables, and finite set 
of constraints between these variables. The 
problems that are solved by constraint 
programming are recognized as constraint 
satisfaction problems. The responsibility of a 
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constraint program is to find the solutions that 
satisfy these constraints. A solution of constraint 
programming is described as assigning a value 
(from the domain) to each variable in such a way 
as to satisfy all constraints simultaneously. The 
basic algorithm for solving constraint 
programming is based on finding all possible 
combinations of values (assigning values to 
variables). Afterwards, the algorithm checks 
each combination for satisfaction of the 
constraint. A successful combination satisfies all 
constraints simultaneously. This algorithm is 
completely inefficient. This inefficiency has 
motivated the researcher to develop different 
search algorithms for solving constraint 
programming problems. 

The use of constraint programming to deal with 
the analysis of the FM is suggested in [88, 89] 
where the FM is translated into a Constraint 
Satisfaction Problem (CSP). In the automated 
analyses of SPL, CSP proposals use traditional 
constraint solvers as an implementation tool. 
These studies satisfy two validation operations 
(constraint dependency checking, determine the 
validity of SPL, and explanation) in non-
interactive mode. Trinidad et al. [90, 91] define a 
method for detecting dead features. Trinidad et 
al’s method is based on finding all products and 
then searching for unused features. Trinidad et 
al. [92, 93] detect false optional features based 
on finding all products and then searching for 
common features among those which are not 
assigned as common. White et al. [94, 95] 
propose a method for automated analysis of SPL 
configuration errors in the FM. White et al’s 
method starts by transferring the current invalid 
configuration and the FM constraints into a CSP 
solver. Then, the solver derives a classification 
of the investigative CSP. Finally, this 
classification is transformed into a series of 
suggestions to select or deselect features. These 
recommendations aim to convert the invalid 
configuration into a valid configuration. White et 
al’s [95] method solves the configuration 
problems without interactivity with the users. 
Djebbi et al. [96] use Integer Linear 
Programming (ILP) notations to satisfy both the 
filtering and dependency constraint checking 
operations. Table 5 shows the constraint 
programming representation for require and 
exclude constraint dependency rules. 
 
 

Table 5: Representation of SPL constraint 
dependency rules using constraint programming. 

Property  
Constraint 
programming 
representation 

Explanation 

Require if (f1 > 0) 
     f2>0 

f1 requires 
f2 

Exclude if (f1 > 0) 
     f2=0 

f1 excludes 
f2 

 
Availability of open-source tools is the main 
motivation to work with CSP in SPL. On the 
other hand, the aiming of CSP searching is to 
find all solutions that satisfy the constraints 
which mean CSP works in application 
engineering. CSP almost fails with the huge size 
of data. 
3.5. Domain Specific Language (DSL) 

 
Domain specific language (DSL) is a special 
type of programming language which is oriented 
to a specific domain. Consequently, DSL is not 
able to solve general problems [97]. The 
advantages and disadvantages of DSL are 
summarized below [97]:  

Examples of advantages are: 
 More expressive than normal 

programming languages;  
 Explains the domain in high level of 

abstraction which provides a clear 
picture of the   domain. This property 
could be used as a learning tool; 

 Easy for domain experts to be involved 
in the developing, maintaining, testing 
and updating processes. 

 
Examples of disadvantages are: 

 Cost of learning is comparatively high 
considering its limited applicability; 
 A supporting tool needs to be 

developed; 
 Standardization is difficult: 

occasionally, there is different 
vocabulary within the same domain. 

 
Cao et al. [98] developed an algorithm to transfer 
FMs into data structures. This algorithm 
generates complete feature instances from a 
feature diagram under constraints. Cao et al. [98] 
use the Generic Modelling Environment (GME) 
to develop the algorithm; however, their 
algorithm satisfies only the constraint 
dependency checking and explanation 
operations. Deursern and Klint [99] propose a 
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feature description language to describe the FM. 
From this language, FM algebra is described 
based on rules over the ASF+SDF Meta–
Environment [100]. Using the system of 
Deursern and Klint [99], two validation 
operations (constraint dependency checking, and 
explanation operations) are satisfied, but in non-
interactive mode. Pohjalainen [101] describes a 
subset of regular expressions that can be used to 
express a FM. Pohjalainen [101] presents a 
compiler for translating a FODA model to a 
deterministic finite state machine with support 
for implementing model constraints via post-
augmentation of the compiled state machines. 
This model satisfies three validation operations 
(constraint dependency checking, determine the 
validity of SPL, and explanation). Groher and 
Voelter [102] propose an approach for managing 
variability on the model level. The Groher and 
Voelter [102] approach uses techniques of DSL 
to develop a supporting tool. This approach 
satisfies the constraint dependency checking 
operation and their approach is validated using a 
home automation system. Table 7 shows an 
example of how the FM could be represented as 
a Java property file. The DSL presented in Table 
6 was suggested in Deursern and Klint[99]. 
 

Table 6: DSL representation of FM 
car.transmission = automatic, manual 
car.engine = electric, gasoline 
car.body= true 
car.cruise = false 

 

3.6. Extensible Markup Language (XML) 

Extensible Markup Language (XML) is defined 
as a set of rules used for encoding data and 
documents electronically [103]. Extensible 
Markup Language is considered to be a generic 
format which can ensure maximum flexibility in 
providing data, information and generating 
documents in different structural formats. The 
strengths of XML are: simplicity, usability, and 
generality. Although XML was initially 
developed to deal with documents, due to these 
strengths, XML has a wide range of applications 
and has proved useful for representing different 
data structures [103]. Moreover, the great 
strength of XML is the availability of different 
XML specifications that satisfy different 
applications. 
 
Cechticky et al. [104] propose a feature meta-
model and use a XML for expressing the 
complex composition rules that can be found in 

features. Cechticky et al. [104] describe a 
compiler that can translate the constraint model 
designed as a FM into an XML structure and 
which can check compliance with the constraints 
in the configuration process. 
 
The XML-based Variant Configuration 
Language (XVCL) [105-109] is a configuration 
language. In this configuration language, domain 
models are analysed and variation points, variant 
and constraint dependency rules are recorded. 
The implementation of XVCL is based on (XML 
Metadata Interchange) XMI and XML 
technologies, and four validation operations 
(constraint dependency checking, determine the 
validity of SPL, propagation, and explanation) 
are satisfied. 
 
3.7. Higher Order Logic (HOL) 

In Higher Order Logic (HOL), a predicate can 
handle more predicates as arguments [110] To 
the best of our knowledge there is only one work 
to date which has used HOL to reason about SPL 
variability model. Janota and Kiniry [111] 
formalize a FM using HOL. This formalization 
satisfies the constraint dependency checking, 
determine the validity of SPL, and explanation 
operations. 
 
3.8. Ad hoc algorithms 
The underpinnings of some the proposals in the 
literature are not clearly expressed. We 
categorize these types of proposals as ad hoc 
algorithms. Lengyel et al. [112] propose an 
algorithm to handle constraints in the FM which 
is based on graph rewriting-based topological 
model transformation. The implementation of the 
Lengyel et al. [112] method is done based on the 
semantics of OCL and constraint dependency 
checking is satisfied based on the feature-to-
feature level. Broek et al. [113] present an 
algorithm to eliminate constraints from the FM. 
This algorithm only eliminates the require and 
exclude constraints. Broek and Galvão [114] 
design an algorithm to validate the FM based on 
transforming the FM into a generalized feature 
tree. In a generalized feature tree, multiple 
occurrences could be true for one feature. Using 
the algorithm of Broek and Galvão [114], dead 
features, and constraint dependency checking are 
implemented. 
 
Weyns et al. [115] suggest an SPL for automated 
transportation systems. Deadlock avoidance is 
done manually through an I/O client. La Rosa et 
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al. [116] define precedence and order constraints 
to avoid deadlock. Although these constraints 
prevent contradictory constraints that lead to 
deadlocks during configuration, there is no 
description of the deadlock detection method. 
Aalst et al. [117] discuss a deadlock scenario in 
the configuration process. Their method checks 
the variation points that are attached to parallel 
splits, decision points, and synchronization 
points. All these points are represented in a 
configurable process model. Aalst et al. [117] 
represent a process model using workflow nets (a 
special type of Petri net) to ensure the 
configuration is deadlock-free. Yang et al. 
[118,119] propose an SPL design and 
implementation method based on the feature-
oriented adaptive component model. In order to 
ensure deadlock-free configuration, Yang et al. 
[118] define and compose behavioural protocols 
using CSP (Communicating Sequential 
Processes) composition operators, whereas Yang 
et al. [119] integrate a Labelled Transition 
System Analyser (LTSA)1 tool in their model. 
 
Cordy et al. [120] developed an algorithm to 
verify SPL based on model checking technique.  
First, Cordy’s proposed featured transition 
systems to formally represent SPL then later 
Cordy used abstraction-based model checking 
for the verification of SPL. Cordy’s work 
satisfying the constraint dependency rules.  
Bagheri et al. [121] developed an algorithm to 
validate the configuration process. Bagheri’s 
algorithm is developed on based of   
propositional logic and concrete domains. 
Bagheri’s algorithm is validating only the 
configuration process.  
 
4. SUMMARY AND DISCUSSION 

 
Various proposals that deal with validation 
operations have been discussed in this paper. 
First, the main validation operations are 
discussed. Then, the proposals were classified in 
eight groups based on the main attributes of each 
proposal. Later, each class was defined and 
discussed, and the main pros and cons were 
highlighted. Finally, each proposal was analysed 
and its contribution regarding SPL validation 
was described. 

                                                           
1 LTSA is a tool for verifying the concurrent 
systems. LTSA checks the specifications against 
the required properties. www.doc.ic.ac.uk/ltsa/  
 

In the following, the current situation is 
summarized and the future directions are 
suggested. 
 
The most basic and most important operation of 
all SPL validation operations is the constraint 
dependency checking. There is no guarantee that 
an error-free software product can be produced 
without satisfying the constraint dependency 
rules. In this paper, many of the works discussed 
in section 3 satisfied constraint dependency 
rules. These works implement the constraints 
checking operation based on the one layer (also 
called feature-to-feature or variant-to-variant) 
basis. In the configuration process, each selected 
feature (selected feature is defined as a feature 
selected to be part of the software product) is 
checked regarding the constraint dependency 
rules. This type of constraints verification is 
based on feature-to-feature, i.e. one layer. The 
constraint relations between parent features must 
be reflected in their child features. The works 
that have been discussed in this chapter do not 
show how the constraint relations between parent 
features are reflected in their child features. 
 
Explanation (discovery of errors) is mentioned 
and implemented in many of the works discussed 
in this paper. In these works, explanation is 
implemented at the end of the configuration 
process, which generally contains several steps. 
Discovery of the errors which need correction at 
the end of the configuration process is 
considered time consuming. Interactive 
explanation in which a user can correct the 
configuration errors immediately (i.e. guide the 
user step by step) is the best way to reduce time 
consumption. 
 
Corrective explanation, which provides 
suggestions for a user to resolve errors, is 
mentioned in [94] in which a constraint solver is 
used to derive the minimal set of features which 
should be selected or deselected to bring the 
configuration to a valid state. Their method is 
also implemented at the end of the configuration 
process. The addition of an interactive 
mechanism would enhance corrective 
explanation. 
 
Dead feature detection is implemented in [90, 
91] based on finding all products and searching 
for unused features. In the automated analysis of 
SPL, finding all products is the toughest 
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operation to perform and unfeasible, even with a 
medium-size SPL. 
 
The inconsistency detection operation is 
discussed in [22] in which inconsistency is 
detected in the configuration process; however, it 
is limited in that it only detects inconsistency 
between the configuration features. For example, 
if there is an inconsistency between two features 
and only one of them is included in the 
configuration process then this inconsistency 
cannot be detected. 
 
Some proposals attempt to deal with deadlock 
detection. In the literature, methods dealing with 
deadlock use extra constraints, tools or methods. 
Detecting deadlock without extra constraints 
represents a challenge. 
 
False optional feature detection is discussed in 
Trinidad et al. [90,91] based on finding all 
products and then searching for common features 
(included in all products) among those are not 
assigned as common. This method is a very high-
cost solution. 
 
The (FeAture Model Analyser) FAMA 
framework [122] defines a deductive operation 
for wrong cardinality in general. Wrong 
cardinality is described in the literature as a 
general problem. However, this description is not 
complete. The error could be in the minimum 
number, the maximum number or both. 
Moreover, regarding the specific variation point, 
in some cases, there is no wrong cardinality and 
in some cases there is. Wrong cardinality 
therefore needs to be divided into more sub-
problems. Table 7 shows the current and future 
directions in the validating of SPLE. 

 
Table 7: The current and future directions in the 

validating of SPLE. 
Operation Current 

Situation 
Future 
Directions 

Determine 
Validity of 
SPL 

Configuring at 
least one 
software 
product to 
prove the 
validity of the 
SPL 

Providing 
auto-solution 
for invalid 
SPL. 

Inconsistency 
Detection 

Check the 
inconsistency 
during 
configuring a 

Remove the 
inconsistency 
from the 
domain-

software 
product. 

engineering. 

Dead Features 
Detection 

Finding all 
products first, 
then search for 
unused 
features. 

Finding dead 
features in the 
domain-
engineering. 

Redundancy 
Detection 

Check the 
redundancy 
during 
configuring a 
software 
product. 

Detect and 
remove the 
redundancy in 
the domain-
engineering. 

False-option 
features  
detection 

Finding all 
products first, 
then search for 
common 
features (those 
features 
included in all 
products) and 
signed as not 
common 
features. 

Finding and 
fixing the 
false-option 
features in the 
domain-
engineering. 

Wrong 
cardinality 
detection 

Detecting 
wrong 
cardinality 
during the 
configuration 
process.  

Provide auto-
solution for 
wrong 
cardinality 
problem 

Constraint 
consistency 
check 

Check the 
constraint 
consistency 
during the 
configuration 
process. 

Provide an 
interactive 
configuration 
which can 
guides user 
step by step. 

Explanation 
and corrective 
explanation 

Implementing 
the 
explanation 
and corrective 
explanation 
after the 
configuration 
process. 

Provide an 
interactive 
explanation 
and corrective 
explanation in 
each user 
choice. 

Deadlock  Using extra 
constraints 

Detect the 
deadlock 
without 
additional 
cost. 

 
5. CONCLUSION 
  
Generally, the problem of the current research is 
that the checking of the software product’s 
correction only happen after it has been 
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developed as in the process of application 
engineering. This is not feasible to ensure the 
correctness of the SPL because the medium-size 
SPL can contain huge number of software 
products. Validating domain-engineering itself 
represent the challenges due to the huge-size of 
data. The second problem is that the current 
configuration tools are lack of interactivity. Due 
to the type of stage-configuration, the 
interactivity is a must. 
 
The current works are limited to work only in a 
certain environment, i.e., where constraint 
dependency rules are well known in all cases. In 
some SPL, constraint dependency rules are 
different from product to product. These types of 
SPL are known as uncertain SPL environments. 
The working with uncertain SPL is a good area 
for future work. 
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