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Abstract 

Telecommunication sector generates a huge amount of data due to increasing number of 

subscribers, rapidly renewable technologies; data based applications and other value added 

service. This data can be usefully mined for churn analysis and prediction. Significant research 

had been undertaken by researchers worldwide to understand the data mining practices that 

can be used for predicting customer churn. This paper provides a review of around 100 recent 

journal articles starting from year 2000 to present the various data mining techniques used in 

multiple customer based churn models. It then summarizes the existing telecom literature by 

highlighting the sample size used, churn variables employed and the findings of different DM 

techniques. Finally, we list the most popular techniques for churn prediction in telecom as 

decision trees, regression analysis and clustering, thereby providing a roadmap to new 

researchers to build upon novel churn management models. 

Keywords: Customer Churn, Telecom, Churn Management, Data Mining, Churn Prediction, 

Customer retention 

1. Introduction  

Today’s customers have a seemingly endless supply of information at their fingertips. 

Smartphones, for example, enable much faster access to brand, product and price-comparison 

information. As a result, companies in multiple industries are having difficulty in attracting 

and retaining customers. Due to the rapid technological advances and increased competition, 

customers have multiple options to choose and this has become a challenge for telecom 

operators. Companies are losing a lot of revenue due to switching by their existing customers. 

This process is called “Churn”.  

Churn in telecom industry, means measurement of customers that change service or 

service provider over a given period of time [13], [16], [26], [102], [21], [79],[11],[60]. Churn 

can be both voluntary and involuntary. Voluntary churn happens when existing customer 

leaves the service provider and joins another service provider, while in involuntary churn 

customer is asked by the service provider to leave due to reasons like non-payments etc. 

[34],[57]. Voluntary churn can be sub-divided into: incidental churn and deliberate churn 

[35]. Incidental churn occurs, not because the customers planned for it but because something 

happened in their lives e.g. a change in financial condition, change in location etc. Deliberate 

churn occurs for reasons of technology (customers wanting a newer or better technology, 

price sensitivity, service quality factors, social or psychological factors and convenience 

reasons) [69]. 
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The term ‘Churn Management’ is a process, used by telecom companies to retain their 

profitable subscribers. Similarly, [53] explains churn management in the telecom industry as 

the procedure of retaining the most important customers for the company. He also emphasized 

to predict how each customer will react to specific offers and predict which customers will be 

positively influenced. Authors of [93] stated that if an existing subscriber terminates a 

contract with one service provider and becomes a subscriber of another service provider, then 

this subscriber is called as ‘lost’ customer or ‘Churn’ customer.  

Data mining predicts future trends and behaviors, which helps businesses to become more 

proactive and allows them to take knowledge driven decisions. Data mining can answer 

business questions that traditionally were too time-consuming to resolve. Data mining (DM) 

is the science of analyzing large databases to find patterns and trends [61], [37], [88], [29]. It 

is defined as “the nontrivial extraction of valid, novel, potentially useful and understandable 

information from data” [37], [99], [36].  

The effective research cannot be accomplished without critically studying what already 

exists in the form of general literature and specific studies pertaining to churn.  

In this study, we tried to address the following questions:  

 

• What are the specific customer-based application areas to which DM methods have 

been applied? 

• What are the commonly used DM methods applied in these domains?  

• Over what kind of churn dimensions and sample size, do the methods operate in 

telecom sector?  

• To summarize the most popular DM techniques used in churn prediction models in 

telecom sector. 

• To indicate fertile areas for further research work in the field. 

 

Such a study helps the researcher to avoid overlapping efforts and make new basis for 

novice researchers. The following sections provide the review of various literatures on 

understanding the variety of data mining strategies used for building churn prediction models. 

This paper aims at reviewing the research intensity during the year of 2000 to October, 2014. 

The research methodology is presented in section 2. The review of various mining techniques 

is stated in section 3 and section 4 gives the discussions. The conclusions and future scope of 

the paper are shown in section 5. 

2. Research Methodology  

In the field of data mining, there’s extensive literature that is spread across several domains. 

We started the literature survey in September 2014. Consequently, to capture as many 

citations as possible relevant to customer churn prediction models, the following online 

journal databases were searched with keywords ‘Churn Prediction model’ and ‘Data Mining’. 

 

 Emerald 

 Kluwer and Wiley 

 Science Direct 

 IEEE Transaction  

 Elsevier  

 SCOPUS 

 Springerlink 

 IEEE Xplore 

 EBSCO (electronic journal service)  

 

The electronic search was supplemented by manually searching journals, periodicals, 

abstracts, indexes, directories, research reports, conference papers, market reports, annual 
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reports and books on marketing, customer relationship management, data mining and 

knowledge discovery. This extraction resulted in 1826 citations. Out of these, 1511 citations 

were excluded as irrelevant. Only those articles that had been published in business 

intelligence, knowledge discovery or data mining related journals were selected, as these were 

the most appropriate for data mining research and the focus of this review paper. The full 

papers of the remaining 315 citations were then evaluated to select those primary studies that 

were published starting from year 2000 till date. These criteria excluded 209 studies and left 

106 in the review. They originated from thirteen countries, published in various languages 

between 2000 and 2014. Of these studies, unpublished working papers were excluded and 

finally 100 relevant to the purpose of review aided in recognizing how previous researchers’ 

choice on data mining techniques affects their research discoveries. Because journals are 

considered as the most reliable source of research [75], so firstly, some renowned online 

journal databases were explored to get a comprehensive academic literature on the topic. Here 

is a list: 

 

List of prominent Research Journals and Reports (International and Indian) 

 

 Abhigyan 

 Advanced Data Mining and Applications  

 Advances in Knowledge Discovery and Data Mining 

 Bell Labs Technical Journal 

 Cellular Operators association of India Reports & statistics 

 Cellular operators association of India, Trends and Development. 

 Data Mining and Knowledge Discovery  

 Asia Pacific Financial Markets  

 European Journal of Marketing 

 European Journal of Operational Research 

 Expert Systems with Applications 

 IEEE International Conference on Data Mining  

 IEEE Transactions on Evolutionary Computation 

 IEEE Transactions on Knowledge and Data Engineering 

 Indian Journal of Marketing. 

 International conference on Computational Science and Its Applications  

 International conference on Extending database technology: Advances in database 

technology  

 Knowledge-Based Systems 

 Marketing Intelligence and Planning 

 National Telecom Policy 2012. Retrieved from Regulatory Authority of India. 

 Telecom Regulatory Authority of India –Statistics & performance 

 The Journal of Mobile Communication, Computation and Information  

 The Mckinsey Quarterly 

 Omega The International Journal of Management Science 

 US mobile - Telecommunications Policy 

3. Usage of Data Mining in predicting churn in Telecommunication 

The purpose of data mining (DM) is to analyze large set of data to retrieve meaningful 

information. Customer churn prediction has been raised as a key issue in many fields such as 

telecommunication [44], [84], [96],  [46] , [41],[56], Credit Card [75], Internet Service 

Providers [43], [55 ] Electronic Commerce [17] , [57], [30], [63], [94] Retail Marketing [19], 

Newspaper publishing companies[28], [8], banking [62],[22],[102],[4] and financial services 

[65]. 

One of the important applications of data mining is Churn Analysis in telecom industry. It 

is used to predict the behavior of customers who are most likely to quit the services of 

existing provider and join new service provider. Understanding the current and past trends, 
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behavior and planning for the future is important in business. Hence, data mining applications 

play an important role in decision making and providing prediction on future estimates.  

Technically, data mining is the process of finding correlations or patterns among fields in 

large databases. Key data mining functionalities can be classified as follows: multivariate 

statistical analysis (regression analysis), relationship mining (frequent pattern mining 

algorithms), clustering, classification (decision trees, neural networks), prediction and outlier 

detection [10], [38]. 

Predictive modeling is essentially concerned with foreseeing how the customer will 

behave in the future by investigating their past behavior [40]. Anticipating customers who are 

likely to churn is one example of the predictive modeling. It is used in analyzing Customer 

Relationship Management (CRM) data and data mining (DM) to deliver customer-based 

models that depict the probability that a customer will take a specific action [73]. These 

actions could be sales, marketing and customer churn/retention related. There are many 

models that can used to distinguish between churners and non-churners in an organization. 

Researcher [74] classified Customer Relationship Management dimensions into four sets 

i.e. Customer Identification, Customer Attraction, Customer Retention and Customer 

Development using popular data mining functions such as Association, Classification, 

Clustering, Forecasting, Regression, Sequence Discovery and Visualization. 

According to [49], neural networks have wide range of applications for prediction and 

classification problems in industrial and business domains. Authors [77] used neural networks 

techniques to predict the customer churn. Authors used the randomly selected 5000 customers 

from a Jordian telecommunication company. They utilized customers billing information 

(monthly fee, call rate, SMS fee), usage behavior (minutes of usage, number of SMS), users 

past churning status and plan type (3G). They found that monthly fees, total minutes of usage 

and 3G services have been the most influencing factors to predict the churn. 

As explained by [67], logistics regressions, classification, clustering and decision tree are 

very successful for predicting the customer churn. Author used survival analysis and hazard 

function to investigate the customers who are highly likely to churn and the time when they 

will churn. Survival analysis provides the probability of survival of a customer after an 

observation period, while hazard function is used to predict that customer will churn during a 

time period. He used a sample data set of 41,374 from a telecom company in one of the state 

in USA and used customer demographic data (age, gender, income etc.), customer internal 

data (plan type, billing agency, billing disputes, number of weekly calls, national and 

international call billing etc.) and customer contract records for their study. Author opined 

that using these techniques they could find 90% of the churners. 

Authors [44] conducted a study to predict the churner in the Taiwan telecom industry, 

which had become a major focus of the industry. They considered customer demography 

(age, tenure, gender), billing and payment information (billing amount, monthly fee, overdue 

payment), call details (call duration, call type), customer care services of the customers from 

one of the telecom company including the churners for a period of one year. They segmented 

the customers into various clusters using K-means clustering based on amount, tenure, 

outbound call usage, inbound call usage, and payment rate. Authors found that the corporate 

users has high probability to churn, may be due to change in job. They suggested that users 

who do not make call to other users on the same network have a high probability to churn. 

They also found that users whose contract is going to expire in near future have more 

probability to churn. 

Author [93] conducted a research in Turkey, where telecom sector was suffering huge 

customer loss, to find out what types of customers are switching the service provider and what 

are the reasons behind that. Authors analyzed records of 1000 customers for a period of 6 

months and used Logistic Regression and Decision Trees mining techniques. They used the 

subscriber’s usage as parameter to predict the churn and found that if subscriber does not have 

any discount package, then there is 75%  likely hood that subscriber will churn. Authors also 

found that other important factor responsible for churn is number of incoming calls and long 

distance calls. Subscribers who receive maximum calls from subscribers using same service 

provider are less likely to churn than subscribers using other service provider. 
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Authors in [55] used the clustering technique to predict the churn. They used the 

demographic, billing and usage data like frequency of usage, minutes of usage and volume of 

data usage pattern of the subscribers from an internet operator in Tehran for their work. They 

selected subscribers registered with in a particular month and then collected their information 

for a time span of 8 months. They used the k-means clustering technique to create the clusters 

based on frequency of usage, minutes of usage and volume of data usage and found that 

billing and usage features has the highest effect on churn prediction on the churn while 

demographical information has least effect on churn prediction. 

In [54], authors used decision tree data mining technique to predict the customer churn for 

Malaysian telecom service provide. They used length of service, area and total of more than 

10 minutes of customer engagement parameter for their investigation. Authors discovered that 

rural and urban users have different churning behavior.  They found that if the subscriber 

belongs to sub-urban area and is engaged by customer services less than 10 minutes, they 

have high probability of churning than rural subscriber. 

Authors [47] used classification data mining techniques to predict the churn behavior of 

subscribers from Satara, Maharashtra, India with a focus on post-paid subscribers only. They 

selected a sample of 895 users from various categories like business, private and government. 

Authors used call related information such as number of calls made, duration of calls, 

different number called for 2 weeks as parameters for their research. Authors stated that 

calling pattern for non-churning subscribers remains same for the period while for churning 

subscriber’s numbers of calls in first few days are less and then it increases significantly. 

Authors in [100] used classification techniques to find the factors affecting the churn and 

calculated the profits generated from retention. They used data from Europe, North America 

and East Asia for their study, collected over a period of three to six months.  Authors 

suggested that customer churn prediction is more applicable in post-paid subscribers as lots of 

information is available about these users rather than pre-paid, where most of the subscribers 

are unknown. Authors found that small sample variables helps to predict churning more 

accurately and oversampling does not improve the churn prediction performance. They 

explained that since numbers of churner are far less than non-churners, this poses a problem 

for classification techniques to create powerful class distribution. They considered top 10% of 

the customers with highest probability to switch for their investigation. They inferred that any 

campaign for retaining customers will be profitable only when it is targeted towards small 

fraction of top customers and saves lots of money for the company. Authors also found that 

most of previous researches used classification techniques on a single data set for predicting 

churn and classification technique to be used for churn prediction is still an open research 

problem. 

Authors [89] employed neural network based approach to predict the customer churn and 

found that neural networks of medium size their performance is better, when different neural 

network’s topologies were investigated. Authors used dataset of 2427 customers from 

repository of Machine Learning Databases at the University of California for their 

investigation. They used state, tenure, area code, plan type, number of voice messages, 

number of calls in day, number of minutes used in a day, daily total charge, number of calls in 

evening, total evening call charges, total night calls, total night charges, number of 

international calls, total international call charges and number of calls to customer service 

variables for their research.  

Authors [92] utilized Markov Logic Networks techniques to find the effect of word of 

mouth on churning of subscribers and their switching. They used the sample data set from a 

telecom provider for 2,645 customers including their call detail records for a period of 8 

months. The sample includes the customer who has churned as well. Authors used various 

customer attributes including usage of data services, number of calls, type of mobile set, 

contract type, tenure, usage trend, plan changes, service center calls, customer demographics, 

including age and gender. Authors found a strong relationship between word of mouth and the 

churn behavior of the customer. 
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Authors [85] applied a social network based approach to predict the churn of subscribers. 

They divided the subscribers into various clusters based on social groups. They investigated 

the interactions between the members within a cluster, to know the status of each member. 

They provided a churn score to each member based on the churn score of the group he 

belongs to. They used statistical model to provide a churn score to each social group. They 

used only call data for their study and found that social leader can significantly impact the 

churn with in their groups. They also found that leader has 3 times greater probability of 

churn compared to other members of the group.  

Authors [31] conducted a study to find out the factors which encourages customers to 

churn in Iran. Authors found that usage of service, customer satisfaction and demographic 

attributes has impact on subscriber churn. For their investigation, they used the data of 3150 

subscribers from an Iranian service provider. The authors used Local Linear Model to predict 

subscriber churn. They used the level of customer dissatisfaction, customer demographic 

attributes, level of use and cost of churn for subscriber.   

Authors [60] used probabilistic data mining Naiye Bayes and Bayesian network and 

decision tree technique to predict the customer churn. For their study, they collected the data 

of the subscribers from a European telecommunication provider for a period of three months. 

Authors used customer profile, traffic details, contract-related features (tenure), call patterns 

features (number of calls, call duration), and calls pattern changes features (change in 

frequency of use, change in minutes of use, change in activity). They used random sampling 

technique to select the sample for study. They reported that traffic details, call pattern features 

and change in call patterns play an important role in predicting customer churn than user 

profile data. They also found that probabilistic data mining classifier Naiye Bayes and 

Bayesian network have more accuracy in predicting the churn compared to decision tree. 

Authors [50] used J48 and C5.0 decision trees as classification mining techniques to 

predict the potential churners, so that companies can use better retention strategies. For their 

research authors used data of 3333 including some churned customers from a telecom 

company in one of the cities in South India. Authors used 10 customer parameters for their 

research purpose, namely account number, area code, voice mail service, number of minutes 

per day, number of calls per day, daily call spend, International call duration, International 

number of calls and churn. Authors compared the accuracy of the two techniques on the same 

set of data and found that C5.0 classification technique is more efficient and accurate than J48 

decision tree technique. 

Authors [32] employed hybrid model using Logistic Regression in parallel with Voted 

Perceptron for classification, and combined with clustering for predicting churn in mobile 

subscribers. Authors used a dataset of 2000 subscribers from an Asian telecom provider for 

their investigation. For their research work authors used billing amount, location, price, tenure 

and age parameters for investigation. They found that subscriber churn has direct relationship 

with higher usage and low tenure and effect negatively. Also they found that monthly billing 

also impact the subscriber churn, higher the billing, higher the probability of churn.  

Authors [2] conducted a survey on various data mining techniques being used in telecom 

industry for predicting the subscriber’s churn. Authors analyzed Neural Networks, Decision 

Tree and regression techniques (Linear regression, Logistic regression, Naive Bayes Classifier 

and K-nearest neighbor’s algorithm). Author found that Decision Tree based techniques are 

more accurate than regression based techniques.  They also found that Neural network based 

mining approach can give better results compared to decision tree and regression based 

mining techniques provided the data size and attributes are carefully selected. 

4. Discussions 

Table 1 shows various DM techniques (decision trees, neural networks, clustering, association 

analysis, support vector machines, clustering and others) that are used for predicting customer 

churn from 2000 and 2014 in different domains e.g. banking, newspaper, retail and credit risk 

analysis. 
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Author (Year) References Technique Used Industry 

Ahn at al. (2006) [1] logistic regressions Telecom 

Almana, Aksoy & 

Alzahrani(2014) 

[2] neural networks, decision tree and 

regression 

Telecom 

Antreas (2000) [3] confirmatory factor analysis , 

clustering 

Banking 

Au et al. (2003) [5] Genetic algorithms Telecom 

Ballings & Poel 

(2012) 

[6] classification and logical regression 

techniques 

Newspaper 

Benjamin et al. 

(2012) 

[7] discriminant & multivariate analysis Telecom 

Buckinx & Poel 

(2005) 

[13] logistic regressions and neural 

networks 

Retail 

Burez & Poel (2009) [15] logistic regression and markov chains 

random forests 

Television 

Burez et al (2007) [14] Markov chain, Logistic regression Pay TV 

company 

Chen & Ching (2007) [18] regression Telecom 

Chiang et al. (2003) [23] association rules Banking 

Chueh (2011) [25] fuzzy correlation analysis Telecom 

Coussement & Poel 

(2008) 

[26] support vector machines, random 

forests logistic regression 

Newspaper 

Datta et al. (2001) [27] decision tree Telecom 

Fasanghari & 

Keramati (2011) 

[31] local linear model Telecom 

Georges & Shuqin 

(2014) 

[32] logistic regression, clustering & 

classification 

Telecom 

Huang et al (2010) [42] neural network, decision tree Wireless 

telecom 

Hung et al. (2006) [44] classification (decision tree, neural 

network) clustering (k-means) 

Telecom 

Hwang H., Jung  and 

Suh (2004) 

[45] Logistic regression, decision tree, 

neural network 

Wireless 

telecom 

Kamalraj & Malathi 

(2013) 

[50] decision tree and classification Telecom 

Kavipriya  & 

Rengarajan(2012) 

[51] discriminant analysis, multiple 

regression 

Telecom 

Kim & Yoon (2004) [57] logistic regression Telecom 

Kirui et al. (2013) [60] decision tree Telecom 

Lariviere & Poel  

(2004) 

[64] hazard model survival analysis Banking 

Mallikarjuna, Mohan 

& Kumar (2011) 

[68] discriminant analysis Telecom 

Morik and Kopck 

(2004) 

[70] Decision tree, support vector 

machines 

Insurance 

Mues et al. (2004) [72] decision diagrams Credit Risk 

Evaluation 

Piotr (2008) [80] Rough-sets Telecom 

Poku, Zakari & 

Sonali (2013) 

[81] regression Hotel 

Rajkumar & 

Rajkumar (2010) 

[83] factor analysis Telecom 

Richter, Tov & [85] clustering Telecom 



190

JIOS, VOL. 39, NO. 2 (2015), PP. 183-197

MAHAJAN; MISRA ; MAHAJAN  REVIEW OF DATA MINING TECHNIQUES FOR CHURN ... 

  

Author (Year) References Technique Used Industry 

Slonim (2011) 

Sathish et al.(2011) [87] clustering Telecom 

Tamaddoni  et al 

(2009) 

[91] neural networks, decision tree Telecom 

Torsten, Martin & 

Krishnan (2011) 

[92] Markov logic networks Telecom 

Verbeke (2011) [96] C4.5, ant miner, support vector 

machines and logistic regression 

Telecom 

Verbeke (2012) [95] classification Telecom 

Wei & Chiu (2002) [98] classification (decision tree) Telecom 

Wei & Chiu (2002) [98] decision tree Telecom 

Xia & Jin (2008) [101] support vector machine telecom 

Zhu et al (2009) [103] Bayesian networks, support vector 

machines 

Wireless 

telecom 

Table 1: Decade overview of Industry wise Research Techniques used 

According to [39], following are the popular techniques have been reviewed in the light of 

academic literature  

 Decision trees: These are most popular prediction models [71]. They are the trees like 

formations that represent sets of choices. These choices create ‘if-then-else’ rules for 

classifying the dataset [24], [9], [19] and [58].   

 Regression Analysis: Regression analysis is next popular technique and is used for 

the investigation of relationships between variables. Regression analysis is done in 

order to evaluate the influence of some explanatory variable on the dependent 

variable. [78], [82], [97], [6]. 

 Neural Network: Neural network is a mathematical model, which is based on 

biological neural networks, which processes information using a connectionist 

approach to computation. [90], [99], [86].  

 Cluster analysis: It attempts to discover natural groupings of observations in the data 

[48], [36]. 

 

 

Figure 1: Technology wise Research Papers in Customer Churn Prediction 
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5. Conclusions and Future Scope 

The findings of the survey show various DM techniques that are used for predicting customer 

churn from 2000 and 2014 in different domains e.g. banking, newspaper (media), retail and 

credit risk analysis. It outlines current trends, dimensions used and challenges of DM 

applications in telecommunications, for the researchers who are beginning to review this field. 

Based on literature review, various mining techniques used for churn so far, are classified in 

Table 1 above. The most popular DM techniques are decision tree, regression, neural network 

and clustering as depicted in Figure 1 above. However, there is no clear common consensus 

on the prediction technique to be used on the data collected [100]. Further, due to the cost 

involved, most of the existing studies involved in survey are using small data sample of 

customer records [52], [12], [33], [66], [59], which may undermine the reliability and validity 

of analysis results. It means an empirical study with a significant larger data set with added 

dimensions may increase the reliability of result. 

It is suggested that the future development of DM techniques can become more problem-

oriented and specific to ‘churner type’ prediction required. Moreover, the hybrid models can 

be introduced and compared with existing models. It will help in designing multidimensional 

customer dataset and devising new churn management techniques specific to different 

datasets and different geographical locations. The decision making based on analysis from 

DM techniques can make churn prediction even more accurate and will provide valuable 

insights to the cellular industry technique. 
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