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Abstract 

Traditional job shop scheduling is concentrated on centralized scheduling or semi-distributed 

scheduling. Under the Industry 4.0, the scheduling should deal with a smart and distributed 

manufacturing system supported by novel and emerging manufacturing technologies such as mass 

customization, Cyber-Physics Systems (CPS), Digital Twin, and SMAC (Social, Mobile, Analytics, 

Cloud). The scheduling research needs to shift its focus to smart distributed scheduling modeling and 

optimization.  

In order to transferring traditional scheduling into smart distributed scheduling (SDS), we aim to 

answer two questions: (1) what traditional scheduling methods and techniques can be combined and 

reused in SDS and (2) what are new methods and techniques required for SDS.  

In this paper, we first review existing researches from over 120 papers and answer the first question 

and then we explore a future research direction in SDS and discuss the new techniques for developing 

future new JSP scheduling models and constructing a framework on solving the JSP problem under 

Industry 4.0. 
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1. Introduction 

Job shop scheduling or the job-shop problem (JSP) is an optimization problem in which various 

manufacturing jobs are assigned to machines at particular times while trying to minimize the makespan. 

Scheduling has direct impacts on the production efficiency and costs of a manufacturing system, thus it 

has attracted a great deal of research attentions since 1956.  

However, JSP is usually a NP combinatorial optimization problem. When scaling up a problem, the 

existing optimization methods concentrated on centralized scheduling or semi-distributed scheduling 

meet great challenges in terms of computational stability and time. Now under the Industry 4.0 

environment, the scheduling should deal with a smart manufacturing system supported by novel and 

emerging manufacturing technologies such as mass customization, Cyber-Physics Systems (CPS), Big 

Data, the Internet of Things (IoTs), Artificial intelligence (AI), Digital Twin, and SMAC (Social, 

Mobile, Analytics, Cloud). The scheduling research needs to shift its focus to smart distributed 

scheduling modeling and optimization.  

In order to shifting traditional scheduling into smart distributed scheduling (SDS), the research issues 

are (1) what traditional scheduling methods and techniques can be combined and reused in SDS and (2) 

what are new methods and techniques required for SDS. Therefore, in this paper, we first review 

existing researches aiming to answer the first question and discusses a future research direction in SDS 

to reduce the complexity of centralized scheduling and support smart manufacturing systems.  

The contributions of this paper are twofold: (1) reviewing the up-to-date JSP models and solution 

approaches to identify their current usages and challenges for SDS, and (2) exploring the new 

development directions, identifying new techniques for reframing problems in JSP to support smart 

factories in the future and constructing a framework on solving the JSP problem under Industry 4.0.  

The remainder of the paper is structured as follows: section 2 introduces our literature review method 

and resultant scheduling models found in our literature review are classified in section 3 and their 

corresponding scheduling algorithms are summarized in section 4. In section 5, we discuss the 

identified new techniques to change a centralized scheduling into a smart distributed scheduling and 

the new development framework for realizing a smart distributed scheduling, which is followed by 



conclusions in section 6. 

2. Research strategy and Literature review method 

2.1 Research strategy 

We structure scheduling researches into two aspects: problem modelling and model solving methods. 

Our research strategy shown in Figure 1 illustrates our research roadmap.  

First, we classify JSP problem into different types, re-classify job shop scheduling models by the 

problem spaces (or structures) to form several JSP structural models and then analyze the features of 

the traditional structural models and explore characteristics of JSP structural models with smart factory 

under Industry 4.0. 

Secondly, the algorithms of solving the scheduling problem are reviewed and analyzed. According to 

the method classification, the related work and applications are reviewed, including early work (mainly 

single algorithm) and recent work (mainly involving various combinations of algorithms and some new 

algorithms). The advantages and disadvantages of algorithms to the traditional scheduling are 

concluded and then the adaptability and challenges of the algorithms to be used in the smart distributed 

scheduling are summarized. 

Thirdly, driving forces in Industry 4.0 for smart distributed scheduling are studied, including IoT, CPS, 

smart factory, cloud computing, big data, deep learning, self-decision and other factors. The framework 

on solving the JSP problem under Industry 4.0 is then constructed with key enabling technologies. The 

implementation steps of a distributed scheduling algorithm are discussed under Industry 4.0. 

Finally, according to the above discussion, the paper summarizes the present solving method of the JSP 

problem and the future research trend in Industry 4.0. 
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Fig.1 Research strategy 

2.2 Literature review method 

Since the first mathematics model for scheduling with two machines was built by Johnson (1954)[1], 

scheduling has been a hot research topic in manufacturing with extensive research and literatures. JSP 

is a NP complete problem when the number of machines is more than 2 (Garey et al. 1976[2]). It can be 

defined as a problem that a given set of jobs Ji (i=1,2,…,n), need to be scheduled on a set of machines 

Mj (j=1,2,…,m) in a way to minimize the makespan (Geyik and Cedimoglu 2004, Çaliş and Bulkan 

2015 [3][4]). When assigning one job on one machine, it must meet some constraints. Firstly, each job 

assigned on a machine is associated with a given order and a machining (or performing) time. Secondly, 

each machine can perform only one job at any moment (Chen et al. 2012 [5]). Lastly, the performing 

(machining) time of a job is fixed, and once the job is started, it cannot be interrupted (Ju 2007[6]). For 

an advanced planning and scheduling (APS) (Van 2003)[7], scheduling techniques consider a wide 

range of constraints to produce an optimized solution, including material availability, machine and 

labor capacity, due dates, inventory safety stock levels, cost, distribution requirements, sequencing for 

set-up efficiency (Lin et al. 2012)[8]. All of above inputs and constrains can be regarded as the general 

constrains for APS. The minimum makespan should then be achieved with utilizing scheduling 

techniques and the general constrains. 

For this review, we searched the Google scholar from 1986 to 2016 with key words “job shop 

scheduling”. We found several early review literatures on scheduling. Graves (1981)[9] focused on 



production scheduling, while Jain (1998)[10] paid attention mainly to job-shop scheduling techniques 

and Akyol (2007)[11] focused on the evolution of production scheduling with neural networks. Recently, 

Neto (2013)[12] focused on the applications of Ant Colony Optimization approach and Çaliş (2015)[4]  

themed on AI solution strategies in JSP. These reviews are mainly focused on various JSP optimization 

techniques, while this paper is focused on reframing the job shop scheduling problems under the new 

Industry 4.0 environment. Therefore, after filtering some literatures in the early review papers, this 

review only selected 122 papers in our discussion mainly on scheduling model classification (or 

definition) and optimization algorithms for scheduling. They are detailed in sections 3 and 4. 

3. Scheduling Model classification 

We classify scheduling models in order to see their features and limitations for Industry 4.0 

environment. 

Scheduling involves determining the allocation of plant resources. For an earlier and more extensive 

explanation of the diverse aspects of scheduling models, there are some direct reviews such as Graves 

(1981)[9], Floudas and Lin (2004)[13] and Floudas and Lin (2005)[14]. There are also various 

classification methods for plant scheduling. Scheduling can be classified by production sources of 

demand, the number of machine tools, complexity of a production system, performance index, 

characteristics of a production environment, processing characteristics of the operation and resource 

constraints (Lin et al. 2012[8], Ju 2007[6], Graves 1981[9]).  

Based on the literature review and considering the plants involved (Lin et al. 2012[8]), there are 16 of 

job shop scheduling models (see the right hand side of Fig 2), which can be classified by sources of 

production demand, number of machine tools, performance index, characteristics of production 

environments, processing characteristics of operations, plant involved and resource constraints. The 

specific classification is summarized and shown in Fig 2.  

http://www.baidu.com/link?url=xrL04fQr-Uo_SWhcDIHOonyVpX5sze7Yv-SoSfISxMwC0ZM6Kr9UaeUloN48e3VFP3ccpYdWdlN_eYm90VNkOkgMm1bQOHG731c4G0HTxU7
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Fig.2 Types of job shop scheduling 

 

Adding more characteristics and constraints in the problem, its problem space (or structure) will 

become more complex. For reframing the scheduling problem and broadly understanding what they are 

and what are their key features，we re-classify the job shop scheduling models by the problem spaces 

(or structures) into five types of structures, namely basic type, multi-machine type, multi-resource type, 

multi-plant type and smart factory type. The five structures are shown in table 1. 

Table 1 Main structures of JSP  

Structures Characteristics Objective Constraint Algorithm Target 

Basic type: 

Job shop scheduling 

model 

(JSP) 

Concentration; 

Simplest in 

scheduling problem 

but a NP problem 

under mostly 

condition 

Min makespan 

(Min Cost) 

the general constrains for APS (Multi-objective) 

Optimization 

algorithm 

Operation 

sequence 

Multi-machine 

type: 

Flexible job shop 

Concentration 

Usually NP 

problem 

min makespan 

balancing workloads 

(Min Cost) 

The constraints of JSP 

Machines can be selected for some 

or all operations 

Multi-objective 

optimization 

algorithm 

Operation 

sequence with 

selected 

machine 



scheduling model 

(FJSP) 

 

Multi-resource 

type: 

FJSP model with 

Multi-resources 

(MrFJSP) 

Concentration 

Usually NP 

problem 

Dynamic 

min makespan 

balancing workloads 

resource transition 

times 

(Min Cost) 

The constraints of FJSP 

Resource information 

Plant layout information 

Multi-objective 

optimization 

algorithm 

Operation 

sequence with 

selected 

machine and 

resource 

Multi-plant 

type: 

MrFJSP model with 

Multi-plants and 

transportation (MpFJSP) 

Semi-distribution 

Usually NP 

problem 

Higher dynamic 

min makespan 

min tardiness 

min mileage of 

vehicles 

(Min Cost) 

The constraints of MrFJSP 

Multi-plant chain  

Pickup and delivery 

Multi-objective 

optimization 

algorithm 

Operation 

sequence with 

selected 

machine, 

resource and 

plant   

Smart factory 

type: 

MpFJSP with Smart 

Factory (SFFJSP) 

Distribution 

Highest dynamic 

Real-time 

Self-organization 

Highest flexible 

Job objective 

Resource objective 

Plant objective 

System objective- 

(Machine utilization 

rate monthly 

Production 

efficiency monthly) 

The constrains of MpFJSP 

System rules 

Real-time information 

 

Distributed 

optimization 

algorithm 

 

Operation 

sequence with 

selected 

machine, 

resource and 

plant   

Basic type (JSP): although the basic type of job shop scheduling model (JSP) is the simplest model 

among five types, most of basic JSPs are still NP-hard problems. In this kind of model, a specified 

operation is processed on a specified machine tool and no more machines can be chosen. Optimization 

algorithms or multi-objective optimization algorithms are employed to make the makespan or cost or 

both of them minimum and achieve a final optimal operation sequence.  

Flexible JSP: Flexible job shop scheduling model (FJSP) is advanced and complex JSP as machines 

can be selected for some or all operations. If all of machines can be chosen in the operations, it is called 

Complete FJSP(C-FJSP). If only some of machines can be chosen in the operations, it is called Part 

FJSP(P-FJSP). Using multi-objective optimization algorithms can achieve either the minimum 

makespan or the minimum cost and sometime both of them with balanced workloads on machines. 

After that, operation sequences with selected machines can be obtained. Most scheduling algorithms 

focus on JSP and FJSP nowadays, although their structures are far away from an actual manufacturing 

system. Therefore another two kinds of extensive JSP are introduced.   

Multi-resources FJSP model(MrFJSP): For a FJSP model, when multi-resources are considered, it is 

called FJSP model with Multi-resources or Multi-resources FJSP model(MrFJSP). Production capacity 

of a job shop is restricted by machines, tools, dies, fixtures, operators, vehicles, robots and other 

manufacturing resource constraints. A machine might be available for some operations, but for 



scheduling it is still subjected to other available resources as constraints. The scheduling has to assign 

different available resources at a time including machines and other resources to a process, which is 

more sophisticated and dynamic than FJSP obviously. Besides the inputs and constraints of FJSP, plant 

resource information and layout information are the inputs and constrains of the model. The purpose of 

scheduling is to generate operation sequences of jobs on each machine to achieve the optimization of 

certain parameters under the constraint conditions. Usually, multi-objective optimization algorithms are 

applied to achieve the objectives of FJSP with minimum resource transition times. This type of models 

can be regarded as extensions to FJSP and JSP mathematical model. Some scholars such as Lin et al. 

(2012)[8], used a disjunctive graph to build a unified model, and other scholars(Ju 2007[6]) used a 

general analytical mathematical model. 

Multi-plants-based MrFJSP(or MpFJSP): Based on a MrFJSP model, when multi-plants and 

transportations among them are taken into account, it becomes MpFJSP model or MrFJSP model with 

Multi-plants and transportation (MpFJSP). This kind of model is the most complicated and dynamic 

model in nowadays scheduling models. Due to different resource management models and dynamic 

reschedules, it is difficult to obtain an optimal solution for a centralized scheduling. Moreover, it must 

be most flexible and adaptable because any abnormal change and disturbance could influence all of the 

other plants. So this type of model can be regarded as a semi-distributed scheduling model. This is to 

say, it is almost a centralized scheduling model except when the rescheduling is employed to meet the 

dynamic needs among plants, it turns into a distributed scheduling model. Agents are always used in a 

multi-plant environment to deal with collaboration scheduling between plants. In one plant, it is the 

same as a multi-resource environment, otherwise, the inputs and constraints in MrFJSP also involve 

multi-plant supply chains, pickups and deliveries. Multi-objective optimization algorithms are devoted 

to find a solution for the minimum makespan, cost, tardiness and mileage of vehicles. An operation 

sequence with selected machines and resources cross plants is then acquired. 

All above four models are concentrated on centralized scheduling or semi-distributed scheduling. 

These types of scheduling are difficult in a speedy way to response to real-time and dynamic changes 

to concerned elements in a distributed manufacturing system. For a NP-hard problem, if real-time 

dynamic changes are occurred simultaneously, a rescheduling should cost more time and often needs a 

longer recovery period with severe disruptions to a manufacturing process. Actually, these changes can 

be happened frequently such as emergency events, new orders, cancelled orders and machine failures at 

http://www.baidu.com/link?url=kUnatQJgk-qLxRmqEJXh3_cDBWXzQFTFU8ffpjJuedjzfV8F0t1DQ6N2-5qPmfpJXCKSXxJMS2JWwozSuGixscxB7500aOwE-6NLEtwO4KQwS1X9QY69pVW1gvRD_y72


any time. Therefore, it is an essential requirement for scheduling in response to mass customization and 

adaptive manufacturing. But it is impossible that the whole system is interrupted to schedule repeatedly 

and continually even in one plant. Therefore, smart factory with smart distributed scheduling is 

demanded in the future because smart agents with self-organization, self-study and 

self-decision-making features can schedule their own processes indeed. This type of scheduling is 

named as MpFJSP with Smart Factory (or SFFJSP) in Table 1. This will be discussed in section 5 with 

more details. 

4. Optimization algorithm for scheduling 

After the identification of a new type of scheduling for Industry 4.0, we continued to summarize the 

characteristics of existing optimization algorithms and identify their challenges for SFFJSP. In the 

Table 1, the optimization algorithms for scheduling are divided into two kinds, which are 

mono/multi-objective algorithms and distributed optimization algorithms. For the traditional problems, 

JSP, FJSP, MrFJSP and MpFJSP are concentrated on semi-distributed scheduling problems, which can 

be solved by mono/multi-objective optimization algorithms. For the future job shop scheduling 

problem under SFFJSP, it is a smart distributed scheduling problem, which should use distributed 

optimization algorithm to deal with. In fact, in a smart distributed scheduling problem, the system is 

divided into several local subsystems and every subsystem builds its own structure according to the 

related smart agent(s). That is to say, the original problem can be decomposed into different smaller 

and more flexible parallel sub-problems and all these sub-problems can be dealt with separately, 

therefore we can use the mono/multi-objective optimization algorithms to solve sub-problems more 

easily than a concentrated scheduling problem and achieve better solutions with less time. 

There are many ways to solve a traditional job shop scheduling problem and many scholars have also 

made a summary of this work, such as the early scholar, Jain (1998)[10], who classified, introduced and 

compared various earlier algorithms. In recent years, due to the development of intelligent algorithms, 

most of the scholars (such as Banu 2015[4]) pay more attention to intelligent algorithms, meta-heuristic 

and some special forms of JSP.  

The optimization algorithms for scheduling are mainly divided into exact optimization methods and 

approximate methods. The exact optimization methods include efficient rule approaches, mathematical 



programming approaches, branch definition methods, and etc. The approximate methods include 

constructive methods, artificial intelligence, local search and meta-heuristic algorithms. In the smart 

factories oriented scheduling under Industrial 4.0, smart agents or intelligent bodies become the 

dominant factors, so that a previous centralized scheduling system can be replaced with multiple 

connected smart scheduling agents. For a single agent, the complexity of scheduling drops substantially. 

Therefore, it is very possible that the earlier methods only for small scale scheduling can be used again 

in specific circumstances. This is the reason why we still have a summary of the various methods 

including contemporary and early approaches in order to give play to the advantages of different 

methods in the future smart manufacturing system. Each method is subdivided with algorithms, as 

shown in Figure 3. 

S cheduling algorithm

exact optimization 

methods 
approximate methods

efficient rule 

approach

 mathematical 

programming 

approach 

constructive 

methods 

branch and 

bound methods

artificial 

intelligence 

methods

local search   

methods

 meta-

heuristic 

methods

priority 

dispatch rule

insert 

algorithm

bottleneck 

based 

heuristics

Constraint 

Satisfaction 

techniques

Expert system 

and 

knowledge 

based methods

neurons 

network

search 

procedure

threshold 

accepting

iterative 

improvement

large step 

optimization

genetic local 

search

simulated 

annealing

genetic 

algorithm

ant colony 

algorithm

 tabu searc

particle 

swarm 

algorithm

 differential 

evolution 

algorithm

firefly 

algorithm

bee colony 

optimization 

algorithm

O ther 

algorithm s
fuzzy logic

 

Fig. 3 Optimization algorithms for scheduling 

4.1 Exact optimization procedure methods 

Mathematical programming and operational research are applied to achieve the global optimal solution 

or deterministic optimal solution from 1950’s to 1980’s.  

(1) Early studies of exact optimization procedure methods 

Efficient rule-based methods are the earliest approaches in this field. According to the input data, a 

series of preliminary rules can be established, which determine the processing order exactly, these 

methods can obtain an exact optimum solution. In 1954, Johnson[1] proposed a set of rules called 

http://www.baidu.com/link?url=FjNk81eGTT0L36r6uqFln5dd2E51njTsBEnxBM0C59OBC8ezYjfKOwbNGG2RqiRyG3Dlwla3T4zlxLyrDXNYa9PPaHq1K5QNYCfrYRVGFrZkF9X_v-Q4qZALG65vQt1s


Johnson rules to solve a two-machine flow job shop problem with a determined order. The criterion of 

minimizing the makespan was set up in this paper, which has brought a great influence on later JSP 

researches. In 1959, Wagner[15] found mathematical programming techniques could solve JSP problem 

optimally. However, researchers also found mathematical programming techniques had their own 

shortcoming because of the excessive computing time required or resulting in poor quality solutions. 

Therefore it turned to enumerative methods, especially branch and bound methods (B&B). In 1965, 

Brooks and White[16] and Lomnicki[17] applied B&B for the exact optimal solution of JSP. Hefetz and 

Adiri (1982)[18] discussed an efficient optimal approach for the two-machine JSP in which each 

operation is carried out with a unit processing time. All above problems are particular problems and 

can be done in polynomial time with efficient rule-based methods. 

(2) Combination algorithms based on exact optimization procedure methods 

Manne (1960)[19] mixed discrete integer and linear programming (MIP) approaches and proposed a 

common form of mathematical formulation, which included a linear objective function, a series of 

linear constraints and the binary integer variables to decision. This formulation involved considerably 

fewer variables and computed more efficiently than Wagner’s. 

Because the B&B method can calculate the lower bound of the some subsets, it is an effective method 

to solve the scheduling problem with a better solution. McMahon and Florian (1975)[20] presented a 

successful application in which branching was built by identifying the critical job with the maximum 

lateness and then determining all the other jobs with longer due dates. Sarin (1988)[21] and Potts 

(1985)[22] improved B&B methods separately. The improved methods are different on the surface, but 

both of methods focus on analysis rules, bounding mechanism and the generation of upper bound.  

The exact optimization methods, such as efficient rule-based approaches, mathematical programming 

approaches and branch definition methods, can achieve the exact optimum solution in polynomial time 

for specified JSP problems. But only small scale problems can be solved with the exact optimization 

methods. As the best exact optimization methods for more complex problems, the B&B methods can 

obtain the optimal solution in theory, but it is difficult to have real practical applications because of its 

complexity. Moreover, for larger scale problems, B&B methods take too much time. For a n×m JSP 

problem, there are (n!)m possible solutions. So for a large-scale problem, the exact optimization 

methods are not possible to complete calculations in a good responding time. After decentralizing 

scheduling, each smart agent will face very different scales of scheduling problems. Using this method, 



we can get the exact solution for a small scale problem. 

4.2 Approximate methods 

With the continuous development of computer technology and intelligent algorithms, the research 

methods related to JSPs have gradually changed from exact optimization procedure methods into the 

approximation methods since 1980’s. 

4.2.1 Constructive methods 

Constructive methods can find the JSP solution fast. They include three typical methods: priority 

dispatch rule, insert algorithm and bottleneck based heuristics. 

(1) Early studies of the priority dispatch rules method 

The first approximation procedure of JSP is the priority dispatch rules method, it uses the priority 

dispatch rules such as the shortest processing time, the longest remaining total processing time, the 

earliest delivery time and the selection of the same machine on the first working process. This method 

is always easy to process with dramatically reduced computation (Baker 1974[23], French 1982[24], 

Morton and Pentico 1993[25]). All the operations are dispatched based on their priorities and the 

operation with the highest priority is selected to be scheduled at first. So the key technology focuses on 

selecting the best priority rules according to different actual problems. For example, if reducing 

average flow time of all jobs is the most important, we can choose the shortest processing time rules. 

But if optimizing the maximum delay is the most important, we should turn to the earliest delivery time 

rules. Usually several priority dispatch rules are built simultaneously to achieve a satisfied solution.  

(2) Combination algorithms and recent studies based on the priority dispatch rules method 

Ingimundardottir and Runarsson (2011)[26] introduced the learned linear priority dispatching rules 

for JSP in which linear classification was used for dispatching rule framework to identify good choices 

from inferior ones by a supervised learning approach and experimental studies showed that the output 

is better than that of using common priority dispatching rules. Mohamed et al. (2015)[27] built a 

simulation model for makespan optimization, used different dispatching rules for each machine to 

select the best rule for every new scheduling problem and showed advantages of using multiple priority 

dispatching finally. Paul et al. (2016)[28] adopted preference selection index method for ranking priority 



dispatching rules for scheduling an assembly job shop. 

(3) Early studies of insert algorithms 

Insert algorithm was developed by Rosenkrantz and Stearns(1977)[29] for dealing with the 

travelling salesman problem. Inserting operations or jobs into partial schedules one by one usually 

could outperforms priority rules. Nawaz et al. (1983)[30] used insert algorithm to handle the permutation 

flow shop problems.  

(4) Combination algorithms and recent studies based on insert algorithms 

By changing the rule for selecting an element to the next insertion, especially combining the insert 

algorithm with beam search or considering different insertion orders, Werner and Winkler (1995)[31] 

and Sotskov et al. (1999)[32] applied the algorithm for dealing with JSP and obtained a better result. 

Zheng et al. (2014)[33] put forward an improved inserting algorithm (IA), in which firstly a pre-schedule 

was obtained through heuristic algorithm and then maintenance tasks were inserted into the 

pre-schedule scheme to realize the dynamic scheduling. 

(5) Early studies of bottleneck based heuristics methods 

Bottleneck based heuristics methods, such as Shifting Bottleneck Process and Bean Search, are 

more sophisticated approaches to balance good results and time consuming. Shifting Bottleneck 

Process(SBP) was applied first by Adams et al. (1988) [34], in which the original problem was relaxed 

and decomposed for the sub-problems of single machine scheduling and was solved separately later. 

One bottle machine was chosen in each round of iterations and the process order of all the jobs on the 

bottle machine was fixed, so the process could be repeated until whole machine orders were fixed. 

Dauzere and Lasserre(1993)[35] modified this procedure by considering delay precedence constrains 

(DPC) of sub-problems. Balas(1998)[36] presented that B&B could solve DPC of sub-problems.  

(6) Combination algorithms and recent studies based on bottleneck based heuristics methods 

Huang and Yin (2004) [37] proposed an improved SBP algorithm(IBP) for the JSP and proved IBP 

could guarantee feasible solutions. By studying structural properties of an extended disjunctive graph 

model, Shi and Erhan (2012)[38] developed a hybrid shifting bottleneck procedure algorithm to treat the 

parallel-machine job-shop scheduling problem. 

Constructive methods, such as priority dispatch rule, insert algorithms and bottleneck based 

heuristics, can acquire a JSP solution very quickly sometimes, but infeasible solutions may be 

generated especially when the problem is sophisticated. In order to improve the quality of solutions, it 



is usually necessary to set up complex heuristic rules. For a sophisticated system, there are so many 

rules that are restricted each other and even trapped in a loop or contradictory at times. Thus it is 

difficult to find a feasible solution to meet all rules. However, the shorter the time of acquiring solution 

is, the faster the dynamic scheduling responses, this is attractive to the SSFJSP. 

4.2.2 Artificial intelligence methods 

In the summer of 1956, a group of outstanding young scientists jointed together, discussed on a 

series of related problems of machine simulating intelligence and proposed the term "artificial 

intelligence" at first time. It represents a milestone of the official birth of the discipline of "artificial 

intelligence"(AI). AI is a uniform name concerned with the field of computer science dedicated to the 

development of programs that attempt to replicate human intelligence (Fonseca and Navaresse 

2002[39]). 

(1) Early studies of artificial intelligence methods 

Constraint satisfaction techniques aim at exploring and reducing the effective size of the search 

space by applying constraints to determine the whole order and sequence by selecting variables and 

allocating possible values, which are referred to as variable and value ordering heuristics. Although 

belonged to the domain of AI, many Constraint Satisfaction methods for JSP apply a systematic tree 

search and are accompanied by B&B algorithms (Jain 1998[10]).  

Foo and Takefuji (1988) [40] presented a two-dimensional Hopfield TSP type matrix of neurons 

and encoding strategies to solve JSP for minimizing the sum of all the starting times of each job’s last 

operation. Akyol and Bayhan[11] provided an extensive literature review on the applications of Neural 

Networks (NNs) to scheduling problems and divided them into four categories: Hopfield type 

networks(HNN), multilayer perceptrons, competition based networks and hybrid approaches in 

accordance with the different structures.  

Many literatures focused on this HNN to solve a static scheduling problem, while Fnaiech et al. 

(2012)[41] applied it to solve joint production and maintenance scheduling problems. However it is 

difficult to be used in actual JSP because the variables involved are so large that various problems have 

brought about, i.e., the computational efficiency is low, and it may not converge to good quality 

solutions. 
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A multilayer feed forward network, called back-propagation(BP) network, was put forward and 

got a wide range of applications. BP networks are not directly involved in optimization, it uses a 

training data set to its input and output layers and trains itself by back-propagation algorithm. After 

training, application of the network involves only the computations of the feed forward phase (Fausett, 

1994[42]). The performances of these networks are generally decided by their generalization capabilities 

and generalization accuracy.  

A common competitive ANN is composed of an input layer and a competition layer of processing 

nodes. Each node on the input layer is connected to every node of the competition layer with the 

established connection weights. The sum of input value of a node in the competition layer competes 

with those of neighbor nodes (Kartam and Tongthong, 1998[43]), and the most extreme one called 

Winner Take All will have a nonzero output signal. Some researchers study competitive networks to 

solve scheduling problems by optimizing and classifying problems more efficiently and simply. Min 

and Yih (2003)[44] applied this network to train with the Kohonen learning rule, and developed a 

multi-objective scheduler to select dispatching rules for initial variables to satisfy the objective finally. 

Expert system and knowledge-based methods are composed of knowledge base and reasoning 

mechanism. The knowledge base includes a number of rules, processes, and heuristics information. The 

reasoning mechanism is used to select a strategy to deal with the knowledge in the knowledge base. 

The more famous expert systems are: ISIS, MPECD, OPIS, SONIA(Ju 2007[6]) and so on. Because of 

the limited capacity of a single expert system, some scholars have put forward the parallel or 

distributed strategies to solve the scheduling problem. Parunak (1985)[45] presented a dynamic research 

of flexible manufacturing system which is carried out by using the distributed decision making method 

of multi-agent structure. Chen et al. (1988)[46] studied scheduling problem of production line by 

multi-agents. 

(2) Combination algorithms and recent studies based on artificial intelligence methods 

A series of improved constraint satisfaction techniques have been presented with different 

objectives, such as Pesch and Tetzlaff (1996)[47], Sadeh and Fox (1996)[48]. Later, these methods were 

applied successfully in scheduling sequence, planning process and planning vehicle routes. More 

detailed information about constraint satisfaction techniques in different fields can be found in Apt 

(2003)[49] and Rossi et al. (2006)[50]. Roman Barták (2010)[51] gave an overview of constraint 

satisfaction techniques in planning and scheduling. 
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In recent years, among artificial intelligence methods, only NNs have been developed. NNs have 

been combined with other methods to form hybrid approaches to overcome some of its limitations. In 

hybrid approaches, one of the combined methods acts as the main problem solver meanwhile the other 

method assists it. EANNs can be considered as the combinations of ANNs and evolutionary search 

procedures and the two approaches hybrid their functions together to deal with the problem more 

efficiently. Different from other hybrid approaches, evolution is united by Artificial Neural Networks 

usually with 3 factors: the connection weights, the structures and the learning rules. Adibi et al. 

(2010)[52] put forward a hybrid method based on variable neighborhood search(VNS) and artificial 

neural network (ANN) for dynamic job shop scheduling to deal with random job arrivals and machine 

breakdowns. Xanthopoulos and Koulouriotis (2015)[53] applied BP neural networks to approximate the 

functional relationship between dynamic sequencing priority rules and performance metrics of the 

production system. The results of the trained BP neural networks for scheduling can be used to predict 

outputs of dispatching rule systems, direct to build new dispatching heuristic and significantly decrease 

the time of simulation studies. Wang, Chuang, and Jiang (2016)[54] proposed general regression neural 

network (GRNN) to establish the explicit mapping function from the data points in high-dimensional 

space to the data points in low dimensional embedded space based on locally linear learning, then least 

square-support vector machine (LS-SVM) was trained and acted as a solver to select an appropriate 

rescheduling method. 

Constraint Satisfaction techniques, NNs and Expert system and knowledge based methods are 

representatives of artificial intelligence methods. All of these methods have been employed widely, 

such as BP network due to its nonlinear mapping ability, self-learning ability, fault to learn and 

predictive capability. But it is also well known BP network exist a lot of shortcomings，such as 

dissatisfied training approximation and generalization, over fitting or over study, non-convergence, 

structure choice without scientific rules. Some of expert system and knowledge based methods are 

so-called “distributed”, but it makes decision by the system not each agent itself. Building the rules of 

whole system is difficult as there are too many factors should be considered for a large and complex 

system. However, it is possible that the trained approximation and generalization can be improved with 

Deep Neural Network, which can be useful for the real-time dynamic and indeed distributed 

scheduling in the future. 
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4.2.3 Local Search Methods 

Local search methods (Aarts and Lenstra 1997[55]) usually consist of a finite set of solutions, an 

optimized function or a set of optimized functions and a searching strategy. According to the searching 

strategies, typical local search methods include greedy randomized adaptive search procedure 

(GRASP), iterative improvement (IM), threshold accepting (TA), large step optimization (LSO), 

genetic local search (GLS) and simulated annealing (SA) (Jain and Meeran 1998[10]). Among these 

methods, SA becomes the most popular local search algorithm to deal with the FJSP currently.  

(1) Early studies of SA 

Simulated annealing first presented by Kirkpatrick et al. (1983)[56] is a random-oriented local search 

method and also a meta-heuristics method. It is similar to a statistical physics process of a heated 

solid’s annealing from its maximum energy state to minimum state gradually by controlling parameter. 

Due to its high time cost, many papers are devoted to reduce searching efficiency by being mixed with 

different meta-heuristic methods.  

(2) Combination algorithms and recent studies based on SA 

Xia and Wu (2005) [57] used SA to avoid being trapped in a local optimum and particle swarm 

optimization method to enhance high search efficiency and the solutions showed it was a practical 

method for a multi-objective flexible job shop scheduling problems at a large scale. In more recent 

study, Zorin et al. (2014)[58] applied SA and a multi-layer model to plan scheduling without the exact 

time of job beginning and ending by estimating the time of execution and proved asymptotic 

convergence of the algorithm. Shivasankaran et al. (2015)[59] proposed a mixed method of SA and 

immune algorithm to solve sorting limits. Harmanani et al. (2016)[60] proposed an implemented SA 

algorithm to deal with the nonpreemptive open JSP problem by efficiently exploring the solution space. 

Zandieh et al. (2017)[61] proposed an improved imperialist competitive algorithm (ICA) for the FJSP 

scheduling problem, enhancing the performance with a hybridization of ICA with SA. In order to use 

manufacturing resources of job shops more effectively in satisfying customers, Güçdemir et al (2017)[62] 

proposed a simulated annealing based simulation optimization approach.  

Jain and Meeran (1998)[10] compared local search methods and gave a conclusion that although the 

best solution could be searched, all of local search methods cost too much time. That is to say, all of 

these kinds of methods, including GRASP, IM, TA, LSO, GLS and SA, can achieve optimum solution 



if enough time is given and this is the greatest advantage undoubtedly. However, with the mass 

customization and global manufacturing, job shop scheduling should be arranged as fast as possible. 

Therefore these methods are rarely used independently in recent years and are combined with 

meta-heuristics methods usually. 

4.2.4 Meta-heuristic Methods 

Reeves (1993)[63] proposed a heuristic algorithm to find an optimal solution with a complex model. One 

of heuristic algorithms called meta-heuristic algorithm with random number search techniques are used 

in a very wide range of practical problems. Early generic meta-heuristic algorithms include genetic 

algorithm and Tabu search method (Jones et al. 2002[64]). By far, a lot of other algorithms, such as the 

ant colony algorithm, particle swarm algorithm, differential evolution algorithm, firefly algorithm etc., 

all of which are the imitation methods of nature or biological circles, being applied in the job shop 

scheduling problem (JSP) and achieved good results. 

(1) Early studies of genetic algorithm for JSP 

Genetic algorithm (GA) is one of popular meta-heuristics which is based on the genetic evolution 

mechanism of biology. One of GAs’ main characteristics is to directly operate on the problem structure 

without derivation and function continuity limitation. GAs also have the inherent implicit parallelism 

and global searching ability and can adjust search directions automatically and self-adaptively. The 

original GA was used to JSP by Davis (1985) [65] who formed a preferred sequence of operations for 

every machine in which GA is an indirect method. After that various efforts have been made to adapt 

genetic algorithms to solve different JSPs and have been improving the performance of genetic search 

by integrating other heuristic methods. Falkenauer et al.(1991) [66] enhanced this method by encoding 

all of operations of each machine as a preferred string of symbols.  

(2) Combination algorithms and recent studies based on GA 

Cheng et al. (1999)[67] and Gen et al. (2014)[68] reviewed the studies on solving JSP problems by GAs. 

Kuczapski et al. (2016)[69] studied the GA and proposed a method to generate the good initial 

population by evolving priority dispatching rules to the arrival of optimal final solutions. Jalilvand 

(2015)[70] put forward an incorporated integer linear programming model for cyclic FJSP and compared 

GA and SA showing that the former is more efficient than the latter. Zhang et al. (2016)[71] proposed a 



multi-objective genetic algorithm incorporated with two problem-specific local improvement strategies 

to solve a bi-objective optimization problem. Zhang et al. (2017)[72] took into account the shortest 

processing time and the balanced use of machines, and put forward the multi-population genetic 

algorithm based on the multi-objective scheduling of flexible job-shop. 

(3) Early studies of Tabu search for JSP 

Tabu search (TS) is a global iterative optimization technique and also one of hot meta-heuristics which 

applies smart search and store history memory to gain global optimum rather than being trapped at 

local optimum. The earliest study of Tabu Search (TS) was done by Glover (1986)[73]. Although TS is a 

simple search procedure, it can prohibit the moves which is the same as or similar to the previously 

achieved solutions according to the search information stored in the memory, and then avoid local 

optimum solutions.  

(4) Combination algorithms and recent studies based on TS 

The summary and comparison of this method used in JSP can be found in the book of Glover (2013)[74]. 

Meeran et al.(2012) [75] devoted their efforts to combine GA with TS to handle JSP by highlighting the 

advantage of global parallel search of the former approach and the advantage of local optimum 

avoidance of the latter approach. Peng et al.(2015)[76] integrated a TS process with path relinking (PR) 

to obtain better solutions to solve JSP by building a path which could connect the initiating solutions to 

optimized solutions and select competitive solutions more effectively and better. They also used it for 

an unsolved problem remained for more than 20 years. Li et al (2016)[77] proposed an effective hybrid 

algorithm which hybridizes the GA and TS for the FJSP with the objective to minimize the makespan. 

(5) Early studies of ant colony optimization for JSP 

Ant colony optimization (ACO) which imitates the process of ant colony foraging is another 

meta-heuristic presented by Colorni et al. (1991)[78], who also is the first researcher using this approach 

to solve the NP-Hard Traveling Salesman Problem. Bullnheimer et al. (1997)[79] applied this approach 

to consider the vehicle routing problems. Merkle et al.(2002)[80], Blum and Sampels(2004)[81] employed 

ACO to solve different scheduling problem. Using ACO-based algorithms to solve scheduling 

problems and other problems was reported by Dorigo et al. (2004)[82].  

(6) Combination algorithms and recent studies based on ACO 

Some researchers improve optimized procedures by integrating other algorithms with ACO to achieve 

the better quality of solution or better efficiency, such as taboo search (Huang and Liao 2008[83]), beam 



search (Blum 2005[84]), knowledge-based (Xing et al. 2010[85]), immunity algorithm (Xue et al. 

2015[86]), two-generation pareto (Zhao et al. 2015[87]). As ant colony algorithm is a kind of 

self-organized parallel algorithm with positive feedback, in recent years, some researchers devoted to 

deal with dynamic JSP by ACO (Saidi-Mehrabad et al. 2015, Huang et al. 2013)[88-89]. Neto and 

Godinho (2013)[12] overviewed ACO-based applications in scheduling and provided a perspective 

prospect of the future trend. Wang et al (2017)[90] proposed an improved ACO algorithm. The main 

improvements include selecting machine rules, initializing uniform distributed mechanism for ants, 

changing pheromones guiding mechanism, selecting node method, and updating pheromones 

mechanism. Huang and Yu (2017)[91] proposed an effective ACO algorithm. Five enhancements are 

made in the proposed algorithms including: a new type of pheromone and greedy heuristic function; 

three new functions of state transition rules; a nimble local search algorithm for the improvement of 

solution quality; Mutation mechanism for divisive searching; and a particle swarm optimization 

(PSO)-based algorithm for adaptive tuning of parameters. 

(7) Early studies of particle swarm optimization for JSP 

Particle swarm optimization (PSO) stemmed from the behavior of birds' prey is a computational 

evolution meta-heuristic technique, which was originally put forward by Eberhart and Kennedy 

(1995)[92]. Based on the observation of the regularity of the prey activities of flying birds, a model with 

swarm intelligence is built and improved by sharing individual information in the population so as to 

obtain the optimal solution. Compared with the genetic algorithm, due to no crossover and mutation 

operations and few parameters need to be adjusted, the advantage of PSO is that it is easy to implement 

and practice. The inherent drawback of PSO is lacking of global convergence owing to large reduction 

of velocity values. 

(8) Combination algorithms and recent studies based on PSO 

Xia and Wu (2005)[93] combined PSO which assigns operations on machines with SA which schedules 

operations on every machine to solve FJSP hierarchically. In order to overcome the drawback of PSO, 

researchers recently explored combinational methods of PSO with others to solve JSP and FJSP，such 

as Baykasoglu et al. (2014)[94], Yin et al. (2015)[95], Nouiri et al.(2015)[96], Teekeng et al. (2016)[97], 

Huang et al.(2016)[98]. Recently, Singh et al. (2016)[99] used an operator in genetic algorithm into 

mutation operation and logistic mapping to generate chaotic numbers rather than random numbers. 

Chaotic numbers generally mean random and pseudorandom numbers with good statistical properties. 



Compared with several popular algorithms, this method is more effective on reducing makespan. 

Muthiah et al (2016)[100] proposed the hybridization of the Artificial Bee Colony (ABC) and Particle 

Swarm Optimization (PSO) optimization techniques to minimize the makespan of the shops. In the 

same vein, Nouiri et al (2017)[101] proposed a two-stage particle swarm optimization (2S-PSO) to solve 

the problem assuming that there is only one breakdown. 

(9) Early studies of differential evolution for JSP 

Differential evolution (DE) was proposed by Storn et al. (1995)[102] and is an evolutionary 

meta-heuristic technique by imitating the evolution organisms and repeating iteration to reserve the 

individuals which have adapted to the environment. Compared with GA, this approach can be realized 

more easily and converged more efficiently for continuous optimization.  

(10) Combination algorithms and recent studies based on DE 

Ponsich et al. (2009)[103] showed that DE alone could not achieve solution as well as GA or TS and the 

reason may be that DE lacks of integrity and self-adaptiveness on the permutation representation 

approach and the mutation operator to a discrete problem or a JSP, although it is practically well for a 

continuous optimization problem. An improved approach focused on hybridizing a neighborhood 

search approach with DE to make the local search more efficiently. Ponsich et al. (2013)[104] combined 

differential evolution and Tabu search approach to solve the JSP problems and showed this DE/TS 

algorithm was comparable with the other current advanced techniques. The optimum solution also 

indicated a common high efficacy of this algorithm by a lot of examples, especially for most of the 

median sized JSP problems, and it could seek the solution with a satisfactory repeatability. Zhao et al. 

(2016)[105] got a balance between the global exploration and local search space efficiency by embedding 

a speed-up neighborhood search procedure for seeking key paths into differential evolution algorithm 

to solve FJSP. Zhang et al (2016)[106] proposed a chaotic differential evolution algorithm (CDEA) with 

makespan minimization criterion. In the CDEA, logistic mapping is used to generate chaotic numbers 

for the initialization because it is helpful to diversify the CDEA population and to improve its 

performance in preventing premature convergence to local minima. 

(11) Early studies of firefly algorithm for JSP 

Firefly Algorithm (FA) is a more recent approach which was original presented by Yang (2008)[107] and 

comes from the population behavior of fireflies. Lukasik and Zak (2009)[108] proposed a further 

research on the firefly algorithm for solving continuous optimization problems.  
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(12) Combination algorithms and recent studies based on FA 

To continuous optimization problems and continuous NP-hard problems, it is very effective. However 

this approach cannot be applied for solving the discrete optimization problems directly because its 

learning process is based on the real number. To solve the discrete problems, a set of conversion 

approaches of the continuous functions should be built, for example attractiveness, distance and 

movement should be changed into discrete functions. Discrete firefly algorithm（DFA）was introduced 

by Sayadi et al. (2010)[109] to solve the flow shop scheduling problems. Marichelvam et al. (2012)[110] 

combined DFA with the SPV rules for dealing with the multi-objective hybrid flow shop scheduling 

problems. Khadwilard et al. (2012)[111] used this algorithm to solve JSP firstly and discussed the 

different parameters’ setting according to their performance. Karthikeyan et al. (2015)[112] developed a 

hybrided DFA with a local search approach to solve a multi-objective FJSP by using rules for the initial 

population. For the hybrid methods, discrete firefly algorithm usually focuses on an extensive search 

for the solution space while the local search algorithm is generally used to reschedule the results for a 

speedy and accuracy convergence. Marichelvam et al (2016)[113] proposed a hybrid discrete firefly 

algorithm (HDFA) to solve the FSSPs to minimize the total flow time. 

There are some other algorithms to be used for dealing with JSP and the extensive problems, such as 

fuzzy logic (FL), which allows the imprecise or fuzzy nature of the data in real-world problems 

(Sakawa 2000[114]) and usually introduces especial rules to solve scheduling problems (Canbolat Y and 

Gundogar 2004)[115]. Bee colony optimization (BCO), which is a population-based search algorithm, 

introduced by Pham et al. (2005)[116] and first proposed by Chong et al.(2006)[117] for dealing with a job 

shop problem by the honey bees foraging model and showing a slight quicker than other heuristics 

approaches sometimes, and so on.  

Meta-heuristics algorithms usually come from the meta-heuristic methods used to solve the continuous 

problems initially. When the method can achieve good results for continuous problems or NP 

continuous problems, it will be introduced to deal with discrete problems sooner or later. In this 

process, a set of conversion rules should be built and the continuous functions should be changed into 

discrete functions. Some meta-heuristic algorithms often win a good efficiency for the global search, 

but for the local search they are easy to fall into local optimum. However some are just the opposites. 

So how to integrate these features to generate a new and effective hybrid method to treat JSP and 

extensive problems is the most popular research. 



4.2.5 Characteristics of existing JSPs algorithms and their challenges 

According to the above review, the characteristics of existing JSPs algorithms and their challenges for 

implementing in the SFFJSP in the future are summarized in table 2 

 

Table 2 the characters of optimization algorithms 

Optimization algorithms Advantages for existing JSP Limitations challenges for SFFJSP  

Exact 

optimization 

procedure 

methods 

Efficient rule methods,  

mathematical programming 

techniques and 

branch and bound methods 

Achieve the exact optimum 

solution in polynomial time for 

specified JSP problems 

Qnly small scale problems can 

be resolved 

How to decentralize scheduling 

in smaller scales so as to use 

these methods to get the exact 

solution 

Approximate 

methods 

Constructive method Acquired the JSP solution very 

quickly sometimes 

Infeasible solutions may be 

generated  

How to avoid infeasible 

solutions 

Artificial intelligence 

method 

Especially for dynamic job shop 

scheduling to deal with random 

job arrivals and machine 

breakdowns 

Dissatisfied training 

approximation 

and generalization and so-called 

“distributed” scheduling 

How to improve generalization 

and turn into indeed distributed 

scheduling 

Local Search Methods Optimum solution can be 

achieved if enough time is given 

need too much time How to improve their efficiency 

Meta-heuristic Methods Some have a good efficiency for 

the global search, and others fall 

into local optimum. 

Some are easy to fall into local 

optimum, and others are with 

poor efficiency. 

How to improve or blend 

methods for get good efficiency 

and avoid local optimum. 

 

5. Smart Distributed (or decentralized) Scheduling in the Future 

The traditional JSPs are focused mainly on centralized or semi-centralized manufacturing system. Now 

under the Industry 4.0 environment, most of elements such as machines are smart or intelligent. So a 

whole manufacturing system will be smart or autonomous decentralized flexible manufacturing system 

(Iwamura and Sugimura 2010, Hino and Moriwaki 2002)[118-119]. The JSP scheduling problem will shift 

its focus to smart distributed scheduling modeling and optimization. The complexity of a centralized 

big system problem can be decomposed and the highest flexibility can be realized. In this model, smart 

agents have their own optimized objectives, which can be divided into job objectives, resource 

objectives, plant objectives and system objectives. According to system objectives of machine 

utilization rate monthly and production efficiency monthly, a series of rules should be set up. Based on 



these rules, smart agents plan their scheduling in accordance with real-time information by distributed 

optimization algorithm. Compared to the traditional concentrated scheduling technology, a satisfied 

operation sequence with selected machines, resources and plants can be obtained more easily and faster 

with this pioneering technology of Industry 4.0. 

5.1 Driving forces in industry 4.0 for smart distributed scheduling 

As we all known, Industry 4.0 leads the fourth industrial revolution nowadays which is the future 

direction of automation and information technologies in manufacturing field. With the information 

communication and exchange between jobs, machines, tools, fixtures, people and other resources, the 

change from centralized control to decentralized or distributed production processes marks one 

important character of Industry4.0 (Kagermann 2015[120]). The fourth industrial revolution usually 

consists of several aspects which are Internet of things, cyber-physical systems, smart factories and 

cloud computing (Hermann et al. 2015[121]). Each aspect influences the job shop scheduling 

dramatically. Deep learning is the most popular method of artificial intelligence recent year and should 

become the major method to solve the fast self-decision of different smart agents. 

Internet of Things (IoT) 

In 1999, the "Automatic Identification Center (Auto-ID)" of Massachusetts Institute of Technology 

proposed an idea of "all things are connected through the Internet" which is the basic meaning of the 

Internet of things. With sensor technology and radio-frequency technique, IoT technology can link jobs, 

machines, tools, fixtures, vehicles, robots and people together to generate ‘big’ data over the whole 

factory. Computer systems with super power can integrate the network information of personnel, 

machine, tools and other resources in order to manage and control production process sophisticatedly. 

It is easy to say that this kind of network control and management with all information of factories by 

IoT technology can make the structure of job shop scheduling more real and make manufacturing 

smarter than ever before so as to perform new jobs quickly, meet production demands timely, and 

improve production process effectively and optimize supply chains in real time. 

Cyber-physical systems 

Cyber-physical systems (Harrion, 2016[122]) can fuse the physical world with the virtual world which 

integrate the computing simulated process and physical real process. Networks with embedded system, 
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computing and control technologies can control the real production processes in accordance with 

scheduling optimized by computations, meanwhile virtual scheduling models should be adjusted by 

physical processes. In this process, the computed scheduling by optimization algorithms is confirmed 

continuously. At the same time, different from the earlier CPS in which a service or agent should be 

applied to store and analyze data centrally, current CPS are built by not only RFID tags but also 

multiple sensors and actuators, network gateways etc., which supports store and analyze data in a 

distributed way. 

Smart factory 

Based on Internet of things and cyber-physical systems, the smart factory could be formed. In smart 

factories with modular structures, cyber-physical systems surpass IoT by communicating and 

cooperating with one another and make decentralized decisions possible. When all of the jobs, 

resources and other things of the whole factory become intelligent and smart, the traditional centralized 

job shop scheduling is changed to the smart distributed scheduling with decentralized decisions. The 

difference is obvious because the traditional distributed scheduling usually still needs a centralized 

scheduling agent. After the system or the scheduling agent computes and optimize uniformly, the 

computing result is transmitted to the scheduling actuator. The realization of the smart distributed 

scheduling under Industry 4.0 will be a true wisdom since each smart agent can self-decide its choice 

and plan the scheduling. Smart agents can remember their machining history, acquire their current 

states and know their future goals, so they can actively not only sequence but also assign themselves. 

For example, tools, fixtures and people etc. can arrange themselves for assisting processes while 

vehicles or robots can master themselves for logistics to the next job. Therefore, the scheduling should 

be changed into flexible job shop scheduling models with multi-resources, multi-plants, transportation 

and smart factory (SFFJSP) in the future.  

Cloud computing 

Integrated with cloud computing, which is one of recent rises of technologies, with the idea of 

“manufacturing equals services”, cloud manufacturing is emerged, which supplies a new structure for 

job shop scheduling problem. In a cloud manufacturing environment with the CPS, IoT, cloud 

computing and other advanced technologies, we can establish a sharing and service platform for 

coordinating regional manufacturing resources and realizing effective sharing and optimal allocations. 

And then integrating the logistics optimization technology with capability of researching the 



cooperation mode between multi-plants and logistics enterprises, we can establish a modern cloud 

manufacturing service platform. With the cloud computing and manufacturing, the structure of 

scheduling includes multi-plants, multi-suppliers and multi-logistic providers, thus smartly distributed 

scheduling and decision is the best choice for solving the complex and dynamic problem. At the same 

time, in the distributed scheduling, each agent makes distributed decisions which can reduce the 

workload by parallel computing, and the local problem can be solved by the big data and cloud 

computing technologies. 

Deep learning and self-decision 

Deep learning applies a complex nonlinear model to represent the relationship between the data, and 

employs big data to analyze and determine what the end relationship between the data is. With the 

development of large data, high performance computing and cloud computing technologies, deep 

learning is approved again, even beyond human wisdom in some ways. In these two years, it is 

becoming the most spectacular area of artificial intelligence. It will be one of the main streams in 

machine learning and be used in more and more industrial fields in the future.  

In the field of job shop scheduling, deep learning should bring us a real sense of autonomous learning 

and independent decisions. For different batch jobs, the scheduling principle is “the first comes, the 

first serviced”. The earlier the jobs arrive, the earlier machining services are scheduled. However, for 

the same batch jobs, preliminary sorting is scheduled by the system at first, which could be random or 

optimized. And according to this kind of sorting, each subsequent job self-determines whether it 

adjusts the queue with deep learning technology. It includes two areas. On the one hand, each job 

judges whether the current sorting can meet its delivery time. If it cannot meet, the job should jump the 

sequence. On the other hand, on the premise of guaranteeing the delivery time, deep learning 

technology with autonomous decision-making should be used to forecast efficiency, costs and machine 

utilization etc. If it could improve efficiency, reduce costs and achieve production line balance after 

adjusting sequence, then change the priority and adjust the queue. When the information could be 

transferred between smart jobs, this autonomous decision-making process could be realized. 

According to the analysis of large data and real-time condition data collection of machine tools and 

other resources, with deep learning and improving learning techniques, the system can predict failure 

and issue the maintenance instructions, and then the jobs involved would respond to choose their own 

process resources and orders. Thus, the self-decision-making process could be realized.  



Automated driving technology based on combining deep learning with incremental learning makes the 

logistics transport resourcing smart, so that vehicles and robots, can perceive their environment at 

real-time, choose the shortest route, and avoid congestion dynamically. When the information could be 

transferred between smart jobs and smart multi-resources, this decision-making process could be 

realized. 

For constructing prediction models, some samples should be available. However before a real 

machining manufacturing is at work, there is no data. Therefore we have to turn to simulation 

technology. After building simulation models by the virtual simulation technology, a variety of 

working conditions are designed and simulated to obtain the required sample data. Based on the data 

obtained from the simulated and actual machining processes, the prediction model can be constantly 

improved by the deep learning and data-driven techniques. 

5.2 The implementation steps of JSP Structure with Smart Factory (SFFJSP) 

Considering a smart distributed scheduling within a smart factory consisting of multi-plants, 

work-pieces, machine tools and other resources, such as cutting tools, fixtures, logistics equipment and 

people, the original centralized scheduling problem can be turned into smart agents-based problems, 

which can be solved step by step with some key enabling technologies. The framework on solving the 

JSP problem under Industry 4.0 is shown on figure 4, which also describe the scheduling relationship 

among them.  
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Fig.4 Framework on Solving JSP under Industry 4.0 with key enabling technologies 

 

According to the framework, we can implement the SFFJSP through five steps (shown in table 3). 

 

 

 

Table 3 five steps of SFFJSP 

Step Structure Characteristics Algorithm Target Key technology 

1 
Pre-stage: 

Construction of 

Internet of things 

and network 

management system 

Semi-distribution 

NP problem 

Higher dynamic 

Real-time 

Multi-objective 

Optimization 

algorithm 

Operation 

sequence with 

selected 

machine, 

resource and 

plant. 

Barcode, radio frequency identification 

technology 

Sensor technology 

Information technology 

Computing technology 

Multi-objective optimization algorithm 

technology etc. 

2 
Information is 

transferred between 

smart jobs and the 

system 

Semi-distribution 

Highest dynamic 

Real-time 

Self-organization 

Multi-objective 

Optimization 

algorithm and 

distributed 

optimization 

algorithm: each job 

optimizes separately 

Each job selects 

its own operation 

sequence with 

selected machine 

according to 

system judgment. 

Barcode, radio frequency identification 

technology 

Sensor technology 

Information technology 

Multi-objective optimization algorithm 

technology  

Distributed computing technology 

3 Information is 

transferred between 

smart jobs 

Distribution 

Highest dynamic 

Real-time 

Self-organization 

Self-adaptive 

Self-learning 

Distributed 

optimization 

algorithm: each job 

optimizes separately 

Each job selects 

its own operation 

sequence with 

selected machine 

according to 

system rules. 

Barcode, radio frequency identification 

technology 

Sensor technology 

Information technology 

Multi-objective optimization algorithm 

technology  

Distributed computing technology 

Deep learning technology 



Simulation technology 

4 Information is 

transferred between 

smart jobs and 

smart machines 

Distribution 

Highest dynamic 

Real-time 

Self-organization 

Self-adaptive 

Self-diagnosis 

Self-learning 

Distributed 

optimization 

algorithm: jobs 

optimize separately; 

Each machine 

optimizes and selects 

job by itself 

Each job selects 

its own operation 

sequence with 

selected 

machine. 

Barcode, radio frequency identification 

technology 

Sensor technology 

Information technology 

Multi-objective optimization algorithm 

technology  

Distributed computing technology 

Deep learning technology 

Simulation technology 

Increase learning technology 

5 Information is 

transferred between 

smart jobs and 

smart 

multi-resources 

Distribution 

Highest dynamic 

Real-time 

Self-organization 

Self-diagnosis 

Self-adaptive 

Self-learning 

Highest flexible 

Distributed 

optimization 

algorithm: jobs 

optimize separately; 

Each resource 

optimizes and selects 

job by itself 

Each job selects 

its own operation 

sequence with 

selected 

machine, and 

other resources. 

Barcode, radio frequency identification 

technology 

Sensor technology 

Information technology 

Multi-objective optimization algorithm 

technology  

Distributed computing technology 

Deep learning technology 

Simulation technology 

Increase learning technology 

Automated driving technology 

 

Step 1 Construction of Internet of things and network management system 

With the barcode, radio frequency identification technology, sensor technology and so on, the 

connection is realized at real-time between the real factory and the synchronous dynamic simulation. 

Correctness and security of the planning and scheduling decision are verified by comparing the actual 

job shop statement and digital job shop statement by virtual simulation techniques. This step is the 

easiest work to be realized, but it prepares the necessary work and builds Internet of things and the 

gateway which is the foundation for a smart distributed scheduling platform. In this pre-stage, all 

information and data are still collected and controlled by the system platform. So after this step it is still 

only suitable for resolving a highly intelligent centralized job shop scheduling problem, but we can get 

all the information required for smart factory and then research how to pass the different information to 

different agents so that the different intelligent agents can complete their self-scheduling according to 

that information. 

Step 2 Information is transferred between smart jobs and the system  

Each job can obtain information from the system by passing the gateway of internet of things. When 

the jobs enter the system, they bring the machining information of production planning, NC code, 

process, processing time and the required resources, such as machine tools, vehicles, fixtures, tools, 

personnel etc., and then the system can obtain the information of the jobs. At the mean time the jobs 

can also obtain the information of the former entrancing jobs’ scheduling and logistics. According to 



the state and the rules, a smart job scheduling agent can choose intelligently the idle machine or the 

machine with the earliest completion time and realize self-scheduling. The information of the 

scheduling will be fed into the main control system, so that the system decides to agree or disagree 

according to the situation by considering the availability of a variety of processing resources, planning 

path uniformly, calculating the completion time and comparing with the production plan. If all meet the 

constrained conditions according to the analysis of the system, the scheduling is operated, otherwise 

rescheduling should be done until all of constraints are met. For the same jobs within the same batch, 

the job scheduling needs to be considered and calculated by the system or by some uniform rules, 

usually the first entrancing job.  

Step 3 Information is transferred between smart jobs  

If a job can avoid the busy area in accordance with the total information, the job can read other jobs’ 

information of the "visible" scope in the idle zone directly to obtain their processing scheduling 

information. Then only considering the local constraint conditions, the job agent optimizes its own 

scheduling and then transfers the output information of optimization to the system and the jobs on the 

“visible” scope. The system calculates the busy and idle area for the next job, the other “visible” and 

unfinished scheduling jobs will complete their scheduling according to this information. This step is 

very important to the whole smart distributed scheduling. Without any centralized computing process, 

only need is to consider the rules of the system with some redundancy. Within a local range, a job as 

the main body of optimization, selects and assigns sequences and resources. Owing to the small amount 

of calculation, the exact solution can be obtained easier than the centralized scheduling. At the same 

time the smart scheduling based on the smart job (scheduling) agent can be achieved. Compared to the 

centralized calculation and management, the way that each job chooses its machine tool and other 

resources is obviously simpler. 

Step 4 Information is transferred between smart jobs and smart machines  

Information transferred between jobs and machines can realize the real-time dynamic scheduling. 

When job information is passed to the available machines for operation, and if a machine tools judges 

that a job can be machined on it, it transfers the machine tools real-time information, including the state 

parameters of the machine tools and the earliest available time, the job then schedules and determines 

the earliest completion time. When a job needs to jump the queue, it is transported by the system to an 

available machine area, the emergency information is transmitted to the machine tools within a visual 



range, and then the available machines or the machines with the shortest finished time can be found. 

When the machine is broken down or with a predicted failure or in maintenance state, the information 

is transferred to the job agent in real time, and the job agent decides by itself to replace another 

machine. The centralized scheduling turns into the parallel intelligent distributed scheduling for both 

the jobs and machine tools. 

Step 5 Information is transferred between smart jobs and smart multi-resources 

Information transmission between the jobs and multi-resources can achieve a complete parallel 

intelligent and smart distributed scheduling. The information of cutting tools, fixtures, personnel and 

other information resources are all transferred to the machines. At the same time, the machines get the 

resources information required in the machining process, calculates the shortest preparation time of the 

resources, and issues a directive for requesting the scheduling of various resources so that a job can 

select the earliest available machine with a set of requested resources. Even the staff mood and health 

status can be considered in order to adjust the work intensity. With the automated driving technology, 

the smart agents of vehicles, robots and other transportation equipment can read the information from 

job agents and select the shortest path or the most unimpeded traffic flow path according to available 

machines and other resources. Simultaneously, with automatic collision avoidance in the “visible” 

range, the smart job can be transported to the smart machine with the shortest time. Therefore, a 

centralized scheduling can be changed into parallel distributed scheduling from three aspects: the smart 

machine, the smart job and the smart resources. Due to the distributed intelligent scheduling, the 

computation is greatly reduced, thus a more accurate optimal solution can be obtained and the optimal 

scheduling of the system can even be achieved by current algorithms at the beginning. However, after a 

period of the system operation, adding a variety of other techniques for big data analysis and intelligent 

decision-making, i.e. distributed computing technology, deep learning technology, simulation 

technology, incremental learning technology, automated driving technology, each smart agent can 

make decision directly and obtain the optimal scheduling with ease. 

6. Conclusion  

(1) JSP scheduling problems are summarized and reviewed, which are one of the most concerned 

problems currently in manufacturing. 



(2) Different types of mathematical models according to their complexity and development trends are 

classified. And various algorithms used to solve the JSP models are also discussed along their 

development time line. 

(3) New features of future JSP for Industry 4.0 are highlighted as smart distributed (or decentralized) 

scheduling, in contrast to the traditional centralized scheduling. Therefore the future trend of the JSP 

scheduling problem should lie in the development and utilization of the smart agent in the Industry 4.0. 

When the traditional centralized job shop scheduling is turned into the smart distributed scheduling, the 

computational workload can be greatly reduced and the system will become more flexible and agile.  

(4) The actual job shop scheduling system is becoming more and more complex, dynamic and flexible. 

According to the development direction of the system, we not only need to consider JSP, but 

multi-machines, multi-resources, even a number of factories and logistics system. So there are four 

types of job shop scheduling, which are JSP, FJSP, MrFJSP and MpFJSP. However overwhelming 

majority of researchers still focus on the JSP and FJSP model although it is different from the actual 

complex production dramatically. 

(5) After a job shop scheduling system is simplified and abstracted in its mathematical model, we can 

use all sorts of algorithms to solve the model. In spite of simplification, with the increasing of the 

complexity of the system, it is difficult to find a high quality solution in a short time. For the most of 

the simple JSP and FJSP model, scholars have to abandon the exact algorithm and choose the 

approximation algorithm to get a global solution or a sub optimal solution or only a non-dominated 

solution. 

(6) Every year a large number of scholars devote themselves to the approximation algorithm for the 

JSP and its extensive study. In recent years, meta-heuristic algorithm or the combination of different 

algorithms are sought after. For example, the combination of meta-heuristic algorithm and local search 

methods gains a related ideal solution to the JSP problem. But the approximate algorithms often obtain 

the sub optimal solution, even the non-dominated solution owing to system complexity and 

simplification. Obviously, the traditional centralized or semi-centralized model not only limits the 

response time of the system, but also makes the calculation workload increased and it is difficult to 

converge to the optimal scheduling. 

(7) Intelligent and smart distributed scheduling under Industry 4.0 is a key technology to solve this 

problem. Relying on the barcode, radio frequency identification technology and sensor technology, it 



achieves the real-time connection between an actual plant and its digital plant. By realizing direct or 

indirect information transmission and sharing among smart agents, it makes the different smart agents 

respectively to determine the different aspects of resources allocation and the static and dynamic 

scheduling. The centralized scheduling changes into a parallel distributed intelligent scheduling among 

the jobs, machines and resources, which plays a pivotal position to maximize the advantages of existing 

algorithms and the possibility of obtaining the exact solution. 

(8) With the development of large data, high performance computing, cloud computing, deep learning 

and simulation technologies, different smart agents can predict results by themselves when scheduling 

is changed. With the prediction outputs, agents can construct their own multi-objective optimization 

models and solve them to achieve the best scheduling with current algorithms.  
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