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Abstract 
 
Cloud computing provides on demand access to a large pool of heterogeneous computational and storage resources to users over the 
internet. Optimal scheduling mechanisms are needed for the efficient management of these heterogeneous resources. The optimal sched-
uler can improve the Quality of Services (QoS) as well as maintaining efficiency and fairness among these tasks. In large scale distribut-
ed systems, the performance of these scheduling algorithms is crucial for better efficiency. Now the cloud customers are charged based 
upon the amount of resources they are consumed or held in reserve. Comparing these scheduling algorithms from different perspectives 
is needed for further improvement. This paper provides a comparative study about different resource allocation, load balancing and virtu-
al machine consolidation algorithms in cloud computing. These algorithms have been evaluated in terms of their ability to provide QoS 
for the tasks and Service Level Agreement (SLA) guarantee amongst the jobs served. This study identifies current and future research 
directions in this area for QoS enabled cloud scheduling. 
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1. Introduction 

Cloud computing is a paradigm that enables on-demand network 
access to a shared pool of configurable virtual resources which can 
be rapidly provisioned and used based on the pay-per-use model. 
Cloud computing allows storing of data and accessing of compu-
ting resources such as processing power, data and programs over 
the internet instead of local computer’s hardware. It is a form of 
distributed system based on virtualization technology. 
Resource management in cloud computing infrastructure is han-
dled by Virtual Machine (VM) scheduling and it will reduce oper-
ational as well as energy cost. The scheduling is the process of 
allocation of different tasks to resources with high quality, consid-
ering the parameters such as makespan, time skew, energy, cost, 
profit etc.  
Now, cloud computing became the global computing infrastruc-
ture for business applications by providing large scale services 
with minimum cost. The ubiquitous nature with on demand com-
puting facility made it as a popular computing model. It is a prom-
ising paradigm for the computing world that offers on-demand 
Information Technology resources and services to the customers 
over Internet. Since the users only need to pay for the services 
they actually used, there is a rapid growth in the usage of cloud 
resources. The main objective of this study is to review the differ-
ent resource allocation, task scheduling and load balancing tech-
niques in cloud computing based on various Quality of Service 
(QoS) parameters.  
The cloud resources can be dynamically reconfigured to adjust 
variable load (scale), and it allows optimum resource utilization. 
These pools of resources are made available to the customers 
based on pay-per-use model which guarantees QoS as per custom-
ized Service Level Agreement (SLA). 

In order to attract more customers, Cloud Service Providers (CSP) 
attempt to provide more sophisticated services with QoS. For en-
suring QoS, CSPs need more accurate resource management ser-
vices to process user submitted tasks. E.g. Amazon’s Elastic 
Compute Cloud (EC2), provides an opportunity to auction based 
spot pricing. A client can use the services on the basis of bidding 
price. 
There are several scheduling methods exist in the cloud compu-
ting, due to its multi-tenant, on-demand, elastic nature with pay-
as-you-go model. The dynamicity of cloud in resource and task 
scheduling gives several opportunities to the researchers. Sched-
ulers have to consider trade-off between functional as well as non-
functional requirements in order to attract customer and QoS with 
profit. 

1.1. Cloud service and delivery models  

Cloud computing provides three distinct type of services namely 
Infrastructure as a Service (IaaS), Platform as a Service (PaaS) 
and Software as a Service (SaaS).  
IaaS is typically, the process of allocating resources and virtual 
machines hosted in the cloud upon user request. These VMs are 
made available to the customers, and the customers have to main-
tain other required applications as they needed. Here the resource 
provisioning, task processing, data storage, network maintaining 
and management of other computing resources are done by the 
respective CSP. 
PaaS includes web sites, web applications, etc. The user deploys 
the newly created or acquired applications using programming 
languages and tools supported by the provider. 
SaaS offers applications like email, Customer Relation Manage-
ment (CRM), cloud storage, etc. Here the applications are accessi-
ble from various client devices through an interface such as web 
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browser or a mobile device. The users can hire a software or ap-
plication as they needed, instead of purchasing and installing in 
their personal computers.  
There are different deployment models in cloud computing. A 
private cloud is used exclusively by one user. The service provider 
owns and operates the cloud infrastructure and service available in 
private access. A community cloud is used exclusively by a group 
of people or a community. It is owned by the members of the 
community or may be rented from service providers and the man-
agement is performed accordingly. A public cloud is used openly 
by the general public. The services in public clouds are available 
to the general public or a large industry group is owned by an 
organization selling cloud services. While a hybrid cloud is made 
up of two or more deployment models (private, community and 
public) within the same organization. It is providing the services 
of cloud and also on-premise offerings. Figure 1 represents the 
cloud computing model with different service and delivery mod-
els. 
 

 
Fig. 1: Familiarization of Cloud Computing Model. 

 
This paper presents a comprehensive survey and analysis of dif-
ferent resource allocation and scheduling methods proposed in 
cloud computing. It covers different types of resource provision-
ing, task scheduling, VM placement and load balancing methods 
based on the cloud properties. Other optimization methods like 
linear programming, meta-heuristic, heuristic, hybrid, elastic and 
multi-objective methods are also reviewed. The parameters con-
sidered, environment in which the algorithm is tested, highlights 
and limitations of each method is analyzed and compared in dif-
ferent tables. This overview will helps to get an in-depth 
knowledge about resource provisioning and scheduling schemes in 
cloud computing. Most of the resource management techniques is 
based on time and cost parameters and we observed that different 
QoS parameters affect the scheduling process. The parameter-
based scheduling becoming more effective, especially when the 
cost is the primary factor. The heuristic and hybrid algorithms 
perform well with maximization of resource utilization and load 
balancing, since task scheduling is an NP-hard problem. In elastic 
cloud, migration and load balancing based algorithms have less 
completion time and energy consumption with better QoS. 
The proposed schemes are classified into various groups based on 
type of algorithm, parameters considered, and number of objec-
tives. This analysis helps to understand scope of the task schedul-
ing and trends in the resource provisioning. In order to identify the 
issues of the cloud and to design and develop an effective task 
scheduling method, a comprehensive review is required about 
existing scheduling methods. 

1.2. Taxonomy adopted 

This review considered 118 papers out of which 60% of the papers 
are from last two years. The papers are selected based on the rele-
vance in this field and citations received due to its excellence. The 
statistics of the papers selected for the review is given in Figure 2. 

 
Fig. 2: Number of Papers Considered. 

 
The rest of this paper is organized as follows: Section 2 explains 
about the significance of task scheduling and resource provision-
ing problem. Section 3 describes the cloud properties that affect 
scheduling. Section 4 covers the detailed comparative study of 
various scheduling models. The section 5 discuss about the opti-
mization methods proposed in the cloud based on mathematical as 
well as natural algorithms. Observations and open issues in cloud 
computing are given in section 6. Finally section 7 provides the 
conclusion about this study. 

2. Significance of scheduling 

In cloud computing, resource management is an important task in 
scheduling of services, user tasks, and hardware infrastructure. 
The scheduling is the allocation of user submitted tasks to particu-
lar VM provisioned in a Physical Machine (PM).When demand 
increases from the user’s side, then service provider can extend 
their computation resources beyond their boundaries in order to 
accommodate incoming requests. Cloud needs efficient intelligent 
task scheduling methods for resource allocation based on work-
load and time. Optimal resource allocation minimizes the opera-
tional cost as well as execution time. This in turn reduces power 
and energy consumption and operational cost. Hybrid technology 
is needed to support customers to choose different computation 
offers from CSPs. The offers from CSPs are attract customers to 
promote their business, and to reduce the operational cost. CSPs 
offers services in different categories such as subscription of ser-
vices with expertise, SLA based, compliance, scalable and cost 
effective manner. 
 

 
Fig. 3: Scheduling in Cloud. 

 
The resource provisioning techniques decides which resources are 
to be made available to meet the customer requirements, while 
task scheduling is the process of allocating user tasks to the re-
sources based on some criteria. Resource allocation is performed 
by scheduling of resources based on temporal and user require-
ment constraints. In the dynamic cloud environment, both user 
requirements and cloud resource status vary with time, hence 
scheduling based on temporal constraints is a cumbersome task. 
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So constraints plays major role in scheduling. Proper considera-
tion of constraints will produce high level of QoS. Figure 3 gives 
an illustration of resource management with scheduling of services 
based on constraints in cloud. 
To avoid unnecessary conditions, researchers have proposed sev-
eral resource allocation strategies. A good resource allocation 
policy must avoid certain situations as follows. 
Resource contention: it occurs when more than one user request 
for same service at the same time. 
Scarcity of resources: it occurs when the availability of resource is 
limited. 
Resource fragmentation: if the service provider can have enough 
resource to accept new request, but it is unable to allocate that 
request. 
Over-provisioning: The application gets surplus resources than the 
demanded one. 
Under-provisioning: The application is assigned with less number 
of resources than demanded. 

3. Cloud properties that affect scheduling 

3.1. Homogeneity 

In a homogeneous cloud, the entire software stack including hy-
pervisor, intermediate cloud stack and user portal are from the 
same service provider. So here management is simple, since the 
entire things are from a single provider. Since everything comes in 
a pre-integrated manner, if anything goes wrong, just one party 
holds the responsibility. When one CSP is in the possession of so 
much power, users become dependent on the same provider’s 
technical and commercial strategy. The advantage of this kind of 
cloud environment is that, users can able to specialize in a CSP’s 
tool. While administrators can easily cover for each other within 
this strategy, the downsides are different. The features are availa-
ble on the technical side, but which is exclusively developed by 
the particular service provider. Besides, when a user is “locked in” 
to one service vendor strategy, resources can be easily delegated 
despite changes in the pricing structure. This belongs to the com-
mercial side advantage. 

3.2. Heterogeneity 

In order to increase the performance and attract more customers, 
CSPs are adding different types of computing resources with in-
creased memory and storage capacities. Thus heterogeneity im-
proves the overall cloud performance and its power efficiency. 
Users are often looking for sophisticated high-end infrastructure 
such as high speed processors, with low cost. The moves towards 
green computing standards are now focusing on energy consump-
tion. So public CSPs are now implementing different mixture of 
architectures for their infrastructure to improve power efficiency. 
This complex heterogeneous cloud data centre needs more power-
ful dynamic algorithms for resource and task management. Inter-
nets of Things (IoT) implementations are now rapidly increasing 
around the world. These IoT devices generate massive amount of 
data and need more processing power to analyse it. Hence hetero-
geneous cloud implementations are necessary for the successful 
IoT and related Cyber Physical Systems (CPS) implementations. 

3.3. Elasticity 

In cloud computing, elasticity is defined as the degree to which a 
system is able to adapt workload changes by provisioning and de-
provisioning resources in an automatic manner such that, at each 
point in time the available resources match the current demand as 
closely as possible. Elastic cloud infrastructure provides a cloud 
computing environment with greater flexibility and scalability. 
Amazon Web Service (AWS) facilitate web service scalability. 
Elasticity is the ability to fit the resources needed to cope with 
workloads dynamically usually in relation to scale out. When the 

load increases, adding more resources by scaling and when de-
mand wanes, the system shrinks backs and removes unused re-
sources. Elasticity is mostly important in cloud environments 
where pay-per-use and don't want to pay for resources that user do 
not currently need on the one hand, and want to meet rising de-
mand when needed on the other hand. Elasticity adapts to both the 
"workload increase" as well as "workload decrease" by "provi-
sioning and de-provisioning" resources in an "autonomic" manner. 
Intelligent algorithms that detect workload necessities will aid in 
this situation. 

3.4. Scalability and auto scaling 

Scalability is the ability of the cloud eco system to accommodate 
larger workloads by adding more resources either making hard-
ware stronger (scale-up) or adding additional nodes (scale-out). 
Scalability is performed before the increase in workload by adding 
additional resources or to perform well before to meet the required 
QoS. This enables a CSP to meet expected quality demands from 
the customers or to meet SLA requirements for services with long-
term, strategic needs. Auto scaling mitigates the resource conten-
tion and delay in processing user tasks. It aids CSPs to offer high 
level of services on demand with customer satisfaction. By scal-
ing-out instances seamlessly and automatically when demand 
increases, better resource management can be done. By turning off 
unnecessary cloud instances automatically, CSPs can save money 
when demand reduces thereby achieves energy consumption. Also 
it can replace unhealthy or unreachable instances to maintain 
higher availability for user applications. 

4. Scheduling models in cloud 

The aim of a scheduling model is the allocation of resource in an 
optimal way to achieve better quality of service. Several classifi-
cation of scheduling methods are available like static and dynamic, 
but this paper focus on the methods based on how resource provi-
sioning, task scheduling, VM placement and load balancing are 
done. The general classification of our approach is given in Figure 
4. 
 

 
Fig. 4: General Classification of Scheduling Models. 

4.1 Resource provisioning 

Resource provisioning can be done in both static and dynamic 
environment. In static environment, the CSPs take resource alloca-
tion decision before the execution of user tasks. So if a workload 
requires more processing power, there doesn’t exists any facility 
to add or acquire resources on the fly and it is forced to perform 
within the already allocated limited resource. This reduces the 
overall performance and the efficiency of cloud. 
Dynamic method improves the resource allocation process by 
changing the initially allocated resources according to the needs of 
the workload. It is able to find resource requirement on the fly, 
and supports elasticity. These algorithms can work in both static 
and dynamic environment. Usually dynamism is fired based on 
some constraints like SLA, deadline requirements etc. Some cloud 
offers minimum QoS to the customers in order to cope with of-
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fered QoS. The resource provisioning classification is shown in 
Figure 5. 

 
Fig. 5: Resource Provisioning Strategies. 

4.2. Task scheduling 

Task scheduling algorithms mainly focused on achieving some 
user specified objectives. These objectives are mostly user re-
quested QoS parameters like makespan, deadline, response time, 
delay, cost, VM bandwidth, etc. Some of them focused on service 
level agreements between customer and provider. The commonly 
used CSP driven objectives are power and energy consumption 
with profit. The overall classifications of objectives are represent-
ed in the Figure 6. 
 

 
Fig. 6: Scheduling Strategies. 

 
Makespan: It is the total completion time taken to complete a user 
submitted task. Most of the algorithms mentioned in this survey 
are focused on makespan as the important parameter. 
Delay: It is one of the important factors in measuring quality of 
service. So delay in giving response to the customers is one of the 
parameter considered in this review. 
Deadline: Usually the scientific workflows submitted to the cloud 
are to be completed within a specific time. This survey considered 
sufficient number of deadline constrained papers for the compari-
son. 
Cost: The main objective of cloud is to minimize the cost of com-
putation. The algorithms try to minimize the usage cost or try to 
provide more efficient service to the customers with amount they 
spend to hire the service. 
Profit: While offering low cost services to the customers, CSPs are 
trying to maximize their revenue by attracting more customers. 
This is usually done by giving different offerings to the customers 
and maximizes their resource utilization rate. 
Energy: Consumption of energy is crucial in reducing operational 
cost. One of the main cost incurring in running a cloud datacenter 
is energy cost. Most of the recently proposed methods are given 
keen attention to the power utilization and energy consumption. 
Multi-Objective: The recent advancements in cloud scheduling 
methods have given attention to multiple criterions in task sched-
uling. These criterions are sometimes contradictory, so a trade off 
is needed between different solutions produced by the scheduler. 

4.2.1. Makespan 

In cloud, makespan is the total elapsed time from the submission 
of a task to the CSP. Different methods use diverse strategies to 
reduce makespan. It includes, execution time, delay in communi-
cations, response time, migration time etc. The major goal of 
scheduling task is to reduce completion time [85] and the maxi-

mum utilization of available resources [84][83]. Frequent migra-
tion of VMs also affects completion time. In real conditions there 
will be more complex interactions between different migrating 
tasks. Some independent migrations can be performed in parallel; 
other migrations in the system may share the same bottleneck link 
in their paths. This simultaneously leads to increase in migration 
time. In a large data centre, hundreds of migration requests can 
take place in a few minutes, where the effect of migration order 
becomes more significant. Therefore, a proper migration plan is 
needed to minimize the total migration time and to reduce imbal-
ance. The details about makespan oriented methods are summa-
rized in Table 1. 

4.2.2. Delay 

A task scheduler should consider the delay in processing of user 
submitted tasks and the depreciation while evaluating the CSP 
services. Queuing delay analysis proposed in [86] accounts for 
both delay-sensitive and delay tolerant applications. To obtain 
CSP’s optimal pricing strategy, they formulated a profit maximi-
zation problem, which is non-convex in general. While in a multi-
cloud allocations, additional delay and cost occurs due to inter-
cloud communication [87] [88]. But its performance gains and 
cost savings are still significant than single cloud implementations. 
The economy of scale offered by cloud computing has attracted an 
increasing number of corporations to deploy their applications in 
cloud data centres. The uncertainty in the arrival of tasks brings a 
big challenge for a private cloud to schedule all the arrived tasks 
while guaranteeing the service delay bound [87]. The profit max-
imization problem can be solved by a Profit Maximization Algo-
rithm (PMA) and it provides a temporal task scheduling, which 
can dynamically schedule all the arrived tasks that can be in pri-
vate or public clouds [88]. Most of the existing scheduling algo-
rithms are pre-emptive in nature. A number of context switching 
occurs in each pre-emptive scheduling [86] [88]. Context switch-
ing requires a certain amount of time and energy for saving and 
loading the registers and mapping the respective memory, updat-
ing various tables and lists, etc., which causes a hike in power 
consumption and delay during packet transfer. It also produces 
overhead in CPU and memory for storing and retrieving the details 
of a process at run time. The article [90] proposed a method that 
tried to mitigate these problems. Review findings on delay aware 
methods are given in Table 2. All the methods discussed in the 
computation offloading strategy is optimized to minimize the total 
energy consumption for both communication and computation 
while completing the submitted tasks within a given delay con-
straint. This is needed to reduce delay and improve completion 
time as well as operational cost. 

4.2.3. Deadline 

For a deadline constrained application, meeting the application’s 
time limit requirement is critical, but there is no incentive to finish 
the application earlier. Hence, if a system can guarantee an appli-
cation’s deadline requirement with the least number of resources it 
will increase credibility of the provider. Further minimization in 
application’s makespan under the least number of resources, both 
clients and service providers cost benefit will be higher [22]. Fur-
thermore, as in a cloud environment, virtual machine instances are 
charged only when they are running. Such feature enables users to 
further reduce cost by running virtual machines intelligently [23] 
[24]. In [22] a new scheduling technique is proposed to schedule 
parameter sweep workflow which is dynamically executed in mul-
tiple instances. This novel method estimates the execution pro-
gress together with a workflow instantiation control and a cloud 
resource adjustment mechanism. The technique, with the objective 
to minimize cost within a deadline is evaluated using three exist-
ing task mapping heuristics. Their experiment results show that 
the proposed technique is able to lower cloud usage cost when the 
time constraint is relaxed. Table 3 gives summary of findings on 
deadline constrained methods. 
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4.2.4. Minimize cost 

To minimize the cost of data placement for time varying workload 
applications, developers must optimally exploit the price differ-
ence between storage and network services across multiple CSPs. 
The volume of data that one has to collect and process for effec-
tive monitoring of datacenters possess significant big data chal-
lenges in collection, analysis, and storage. 
With the increase in demand for cloud platform, the workload 
becomes more diverse and the one-fit-all pricing policy does not 
provide flexibility to the user. Sometimes it may provide poor user 
flexibility and energy efficiency. To keep up with the rapid evolu-
tion in information infrastructure a more flexible way of control-
ling cloud systems is proposed to satisfy the user and energy cost 
in [96]. 
The bidding strategies [100] based on three performance metrics 
such as cost, waiting time, and interruption rate is another cost 
based method. The provider allocates VM instances to the cus-
tomers based on all the received bids, as well as on the computing 
capacity available. Users bidding above or below this published 
price are declared either successful or unsuccessful. Spot pricing 
creates an auction-based market for available cloud computing 
resources. Users can submit bids to the market at any time, using 
the spot price history to decide how much to bid. The cloud pro-
vider sets the spot price at regular time intervals, e.g., every five 
minutes, depending on the number of bids received from users 
(demand) and how many resources are available (supply) at each 
time slot [97] [101]. In these mechanisms, users’ bids above the 
spot price are accepted, and that below is rejected in each time slot. 
Running spot instances [106] are terminated if their original bid 
prices fall below the new spot price, and relaunched only when 
their bids again exceed the spot price. 
The explosive prevalence of IoT, big data, and fog computing 
makes the involved services and resource management makes 
more complicated than ever before. Due to resource limitations 
[101], resource heterogeneity [102], locality restrictions, environ-
mental necessities and dynamic nature of resource demand, the 
resource allocation and scheduling is one of the essential problems, 
to be taken into account to adapt to the changing infrastructure 
environments [104]. The goal of resource allocation and schedul-
ing is to maximize the efficiency of resources utilization, satisfy 
the users quality of service QoS requirements, meanwhile maxim-
ize the profit of both providers and users and so on, which pre-
sents a challenging problem. However, in respect of fog resource 
allocation [103], the current literature says at a shallow level of 
overview and exploration, almost no substantive research on the 
technology. 
In the Petri net [103] based model, user’s credit evaluation of CSP 
is taken as the primary parameter for task allocation. This novel 
market scheduling model considers cost of computing and take 
income discriminate function value as a decision making factor for 
task pre-emption. This market scheduler first schedules service-
suppliers’ tasks with worse credibility among users while realizing 
the income maximization of service suppliers so as to eradicate 
their bad impression of “income-oriented”. Market oriented cloud 
is a new model of market balancing system for the participated 
consumer and provider in the online transaction. The need of mar-
ket oriented cloud is to provide high QoS to the consumer and 
manage this quality during its life time [106]. A provider has to 
consider the different service quality parameter of individual con-
sumers and that’s way they can achieve the customer satisfaction. 
Market oriented cloud resource management is necessary to man-
age supply demand ratio of cloud resource to reach market equi-
librium [98] [105] [106]. Cost minimization methods are summa-
rized in Table 4. 

4.2.5. Maximize profit 

User demand for services or resources are increasing day by day; 
it is difficult to allocate resources to the user on demand in the 
absence of an optimal resource allocation method. In the on-

demand cloud computing, if the resource requested by the user is 
unavailable, it will reduce provider’s business as well as reputa-
tion. Cloud users can select the provider with satisfied needs and 
budgetary constraints. A challenge faced by cloud service provider 
is the designing of resource allocation techniques that will tackle 
the problem of Virtual Network Monitoring (VNM). Clients send 
numerous requests to reserve computational and network re-
sources and expect their QoS conditions to be maintained through 
the request life time [107]. One of the main features that define a 
VNM policy is the window size selection scheme. The low-to-
high technique methods [107][109] achieved the best performance 
in terms of the ratio of served connections while the high-to-low 
method had advantage in terms of resource utilization. The merits 
and demerits of profit oriented methods are given in Table 5. 

4.2.6. Energy  

The minimum frequency is a reasonable, feasible and more gen-
eral model for expressing QoS requirements. Firstly, a task has a 
fixed number of instructions when it is allocated to a processor. 
The number of instructions that can be processed per unit time is 
different, which results in different execution time [92] [93] at 
different frequencies. Thus, this is why the frequency can repre-
sent the relative task execution time. In large environment, it is 
very difficult to measure the execution time with minimum fre-
quency [91]. The bottleneck of some tasks is not the computing, 
but users may need a lower frequency to match the bottleneck of 
other resources, and avoid wasting the economic cost of compu-
ting resources. Service providers can dynamically or statically 
recommend prices for different frequencies so that the system can 
use Dynamic Voltage and Frequency Scaling (DVFS) based ener-
gy saving strategies [91] [92] to reduce electricity cost. Users 
could require tasks' running speed based on the price of services 
and the property of tasks. Service providers and users reached an 
agreement on energy-aware scheduling services. Moreover, the 
scheduler based on the improved ant colony algorithm supports 
multiple types of resource scheduling which meets the require-
ments of resource intensive applications in a real world scenario. 
The summary of the above methods are given in Table 6. 

4.2.7. Multi objective 

Multi-objective task scheduling algorithms have received particu-
lar attention in several researches and these methods are predomi-
nantly well suited to deal with multi-objective optimization prob-
lems. Also, some multi-objective meta-heuristics such as simulat-
ed annealing [16], Evolutionary Algorithms (EA) [17], Tabu 
Search (TS) and Particle Swarm Optimization (PSO) [13] have 
been proposed recently to address scheduling problems. There are 
also several efforts that move in the same direction that try to ad-
dress smaller and simpler versions of scheduling. Due to high time 
complexity, Genetic Algorithm (GA) is not practical for large-
scale applications. The algorithm introduced economic cost as a 
part of the objective function for data and computation scheduling, 
but does not consider storage constraints and cannot globally ad-
dress the performance and cost optimization problem. A PSO-
based heuristics [14] is another method to schedule applications to 
cloud resources that take into accounts both computation and en-
ergy cost. The main disadvantage of evolutionary algorithms is 
their high computational cost due to their slow convergence rate. 
In general, the cloud workflow scheduling is a complex optimiza-
tion problem which requires considering different criteria so as to 
meet a large number of QoS requirements. The main contribution 
this approach for multi-objective workflow scheduling in clouds is 
to optimize the scheduling performance that incorporates energy 
consideration. Another method is based on the DVFS technique 
[13] to minimize energy consumption. This technique allows pro-
cessors to operate in different voltage supply levels by sacrificing 
clock frequencies. 
The main aim of a task scheduling strategy is to find a trade-off 
between user requirements and resource utilization. However, 
tasks which are submitted by different users may have different 
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requirements on computing time, memory space, data traffic, re-
sponse time, etc. In addition, the resources which are included in 
cloud computing may be heterogeneous and geographically dis-
tributed. One of the problems in meta-heuristic method is the abil-
ity to avoid getting stuck with sub optimal solutions. In GA, muta-
tion process is used to solve the problem. Ant colony algorithms 

allow the pheromone to evaporate in order to force the search of a 
new path. On the other hand, bee colony algorithms uses scout bee 
agents to randomly generate a new solution when a solution can 
no longer be improved after some iterations [15]. The summarized 
information about multi objective methods is shown in Table 7. 
 

 
Table 1:Makespan 

Paper Method Parameters Highlights Limitations 
Environ-
ment 

[83] 
Fully Polynomial Time Approximation Algo-
rithm (FPTA) 

Migration time 
Computation time 
Transmission rate 
Bandwidth 

Load balancing 
Low transmission rate 

High SLA 
violations  

Simulation 

[84] VM migration algorithm 

Cost 
Migration time 
Resource utilization 
time 

Load balancing 
Maximize resource utilization 
Minimum service interruption 

Inefficient Simulation 

[85] Cloud based Workflow Scheduling (CWSA) 
Completion time 
Cost 

Minimum completion time 
(MCT) 

Service 
interrup-
tions 

Simulation 

[1] Map reduce framework scheduling in Hadoop 
Completion 
time/Makespan 
Workload 

Dynamic slot configuration feed-
back  
Control-based workload estima-
tion 

Sub optimal 
solutions  
No load 
balancing 

Real 

 
Table 2: Delay 

Paper Method Parameters Highlights Limitations 
Environ-
ment 

[86] Pricing algorithm 
Profit 
Delay 
Cost 

Delay tolerance 
High energy con-
sumption 
No SLA 

Simulation 

[87] Resource allocation algorithm 
Delay 
Cost 

SLA constraints 
Multi-cloud resource allocation 

No priorities 
No load balancing 

Simulation 

[88] 
 

Profit maximization, SA-PSO 
Delay 
Cost 
Profit 

Profit maximization 
Delay bound 

Service interrup-
tion 

Simulation 

[89] VM scheduling algorithm 
Delay 
Buffer size 
Power 

Minimum delay 
Minimum power consumption 
High QoS 

No load balancing 
Homogeneous 
resources 
No load balancing 

Real 

[90] 
Computation offloading with energy con-
straints 

Delay 
Communication cost 
Computation cost 
Energy 

Delay tolerance 
Minimum energy consumption 

Frequent service 
interruption 
Unreliable 

Simulation 

 
Table 3: Deadline 

Paper Method Parameter Highlights Limitations Environment 

[22] 
Minimal Slack Time and Minimum Distance 
(MSMD) algorithm 

Execution time 
Cost 

Minimize makespan 
Instance hour minimization 
Auto-scaling 

Low efficiency Simulation 

[23] 
Min-Min algorithm 
Heuristic algorithm 

Execution time 
Cost 
Deadline 

Optimized parameter-based sweep 
workflow 

High execution time Simulation 

[24] 
Heuristic algorithm 
Minimum Average Cost First (MACF) 

Time 
Cost 

Time slot filtering 
Greedy and fair-based scheduling 

Pricing interval not 
considered 
No load balancing 

Simulation 

 
Table 4: Minimize Cost 

Paper Method Parameters Highlights Limitations Environment 

[96] 
Optimal offline & deterministic 
online algorithm 

Cost 
Workload 

Reducing horizon control  No load balancing Simulation 

[97] 
Map reduce 
Offline simple task scheduling 
Online co-scheduling 

Cost 
Makespan 

Cost optimality 
Cost efficiently co-scheduling 
Flexibility in fine tuning the cost 
performance tradeoffs 

Slow performance Simulation 

[98] 

Dynamic Data Allocation Ad-
vance (2DA) algorithm 
Cost-aware heterogeneous cloud 
memory model 

Cost 
Time 
 

Reduction in operational cost No load balancing Simulation 

[99] Spot and dynamic pricing 

Cost 
Resource use 
Waiting time 
Interruption rate 

High biding option in online mar-
ket 
 

Performance overhead  Simulation 

[100] 
Bidding strategy 
Map reduce 

Spot price 
Bid price 
Job running time 

Optimal bidding Interruption overhead Simulation 

[101] Multi-criteria decision making Bid price Optimal cost saving No automated tool for Simulation 
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framework 
Petri net based framework 

Spot price 
Cost/benefit ratio 

Reduce execution time feedback 
No load balancing 

[102] 
Bayes classifier design 
dynamic task scheduling algo-
rithm 

Cost 
Execution time 
Waiting time 
Deadline 

Minimize execution time 
Minimize operational cost 

Interruption rate is high Simulation 

[103] 
Priced Timed Petri Net (PTPN) 
resource allocation strategy 

Completion time 
Cost 

Pre-allocated resources 
Credibility evaluation 
High cost saving 

No load balancing 
 

Simulation 

[104] 

Pre-emptive scheduling 
Schedule Model in a Cloud Com-
puting based on Credit and Cost 
(SMCC) 

Cost 
Task penalty 
Credit price 
Credibility 

Discriminating function 
Maximization of service supplier 

Interruption overhead 
No fairness among 
tasks 

Simulation 

[105] 
Paddy Field Algorithm (PFA) 
Price detection algorithm  

Cost 
Execution Time 

Combinatorial double auction 
policy 
Better service satisfaction 

Need balancing of bid 
price and spot price 

Simulation 

[106] Holistic brokerage model 
Cost 
 

Scalability 
SLA negotiation 
 

No Quality of Experi-
ence (QoE)  
Underutilization of 
resources 

Simulation 

 
Table 5: Maximize Profit 

Paper Method Parameters Highlights Limitations Environment 

[107] 
Mixed Integer Non Linear Programming 
(MNLP) formulation 

Profit 
Service Penalty 

Server consolidation 
Heuristic method 

High SLA violations  
Slow 
No load balancing 

Simulation 

[108] 
Price detection algorithm 
Cooperation 
Competition 

Revenue 
Profit 

Minimum energy consumption 
Revenue maximization 

Network latency 
Delay 
No load balancing 

Real 

[109] Profit driven optimization 
Profit 
Execution Time 

Scalability 
Delay in service  
Low makespan 

Simulation 

 
Table 6: Energy 

Pa-
per 

Method Parameters Highlights Limitations Environment 

[91] 
DVFS 
Bin packing algorithm 

Execution time 
Cost 
Energy 
Frequency 

Minimum energy consump-
tion ratio (ECR) 
Minimum worst-case execu-
tion time (WCET) 

Low efficiency Simulation 

[92] 
DVS 
Energy-aware Dynamic Task Schedul-
ing (EDTS) 

Energy 
Execution time 
Cost 

Minimum energy consump-
tion 
Reduce cost 

Lack of QoS support 
No load balancing 

Simulation 

[93] 
PreAnt policy 
Bin packing algorithm 

Energy 
Execution time 

Manage instantaneous peak 
load 
Resource intensive applica-
tion with QoS 

Service interruption Simulation 

[94] 
Optimal resource allocation with pre-
determined task placement & resource 
allocation algorithm  

Energy 
Cost 
Job completion time 

Increase utility and produc-
tivity 
Linear programming method 

No load balancing 
Performance degradation 

Simulation 

[95] 
Lagrange relaxation based Aggregated 
Cost Algorithm (LRAC) 

Energy 
Delay  
Deadline 

Collaborative task execution 
One-climb policy 
Minimum energy consump-
tion 

Low efficiency 
No load balancing 

Simulation 

 
Table 7: Multi-objective 

Paper Method Parameter Highlights Limitations Environment 

[13] PSO, DVFS & HEFT algorithm 
Cost 
Time 
Energy 

Workflow Scheduling 
Energy consumption 

Low efficiency 
Sub optimal response time 

Simulation 

[14] 
Nested PSO-based multi-objective 
task scheduling algorithm 

Energy  
time 
 

Energy optimization 
 

Lack of service availability 
Frequent migrations 

Simulation 

[15] ABC Algorithm 
Cost 
Execution time 
Energy 

Optimization in time and 
cost 

Lack of workload manage-
ment 
Frequent migrations 

Simulation 

[16] 
Multi-objective cat swarm optimiza-
tion with SA 
 

Time 
Cost 

Scalability 
 

Low efficiency 
Slower 
Sub optimal solutions 

Simulation 

[17] 
Multi-objective Evolutionary Algo-
rithm (MEA) 

Waiting time 
Cost 
Energy 

Minimize energy consump-
tion 
Optimization of cost and 
time 

Low efficiency 
Slower 
Sub optimal solutions 

Simulation 

[18] 
Min-Min based time and cost trade 
off algorithm 

Time 
Cost 

Multi-objective optimization 
model 

Lack of failure recovery Simulation 

 

4.3. VM placement 
VMs are the major interface to the resources where users run their 
applications on IaaS clouds. Many cloud providers allow users to 
create/maintain their own VM images (VMI), and even 
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buy/share/sell their VMIs (e.g., on Amazon EC2). Basically, users 
can control software installations and maintenance inside the VMI. 
The design and implementation of VMI management systems is 
challenging, due to the scale, complexity, variety and dynamics of 
VMIs. First, the prosperity of cloud computing creates rapidly 
growing users and diversifying applications. This leads an ever-
increasing number of VMIs that are created and shared on the IaaS 
cloud. The VMI content can be stored as a file, a block device, a 
logical volume, a root partition or a complete hard disk drive. The 
adaptive spread-based policy uses an adaptive threshold to differ-
entiate the long requests from the short, while scheduling short 
requests at the earliest possible slot and spreading long requests 
over the slots as even as possible. To achieve energy savings and 
emissions reduction, server consolidation technology using virtu-
alization is introduced [34]. This technology can consolidate mul-
tiple applications on the same physical machine, with each appli-
cation typically running on its own virtual machines. In return, 
these virtual machines are mapped to physical machines. In the 
context of virtualized data centres, it is a critical concern to design 
energy efficient virtual machine placement approaches that reduce 
energy consumption while satisfying cloud services/applications 
[39][40][41]. 
As the cloud computing progress the customers are demanding 
low cost efficient computation [37]. So the cloud providers have 
to minimize their computation cost [36] including power, energy 
usage, etc. Resource procurement can be accomplished using con-
ventional or economic models. The conventional models assume 
that resource providers are non-strategic, whereas economic mod-
els assume that resource providers are rational and intelligent. In 
conventional methods, a user pays for the consumed service. In 
economic models, a user pays are based on the value derived from 
the service. Hence cost aware VM placement models are more 
appropriate in the context of cloud. The details are summarized in 
Table 8. 

4.4. Load balancing methods 

In order to cope with SLA agreements and to maintain QoS guar-
anteed, CSP have to adopt suitable load balancing mechanism 
across their computational resources. Load balancing mechanisms 
are trying to avoid overloaded and under-loaded conditions in the 
physical machines in a data centre. Too much load will degrade 
the overall performance, while under loaded conditions will re-
sults in high power consumption, energy and cost. Cloud compu-
ting becomes a well-adopted computing paradigm with the un-
precedented scalability and flexibility. The data centre cloud is a 
new cloud computing model that uses multi data centre architec-
tures for large scale massive data processing or computing. In data 
centre cloud computing, the overall efficiency of the cloud de-
pends largely on the workload scheduler, which allocates clients’ 
tasks to different cloud data centres. Developing high performance 
workload scheduling techniques [28] in cloud computing imposes 
a great challenge which has been extensively studied by several 
researchers. Most of the previous works aim only at minimizing 
the completion time of tasks. However, timeliness is not the only 
concern, while reliability and security are also very important. A 
comprehensive QoS model is proposed to measure the overall 
performance of data centre clouds. The load-balanced scheduling 
focuses on evenly distributing traffic among all links in a data 
centre network to enable the network to transmit more data flows 
with lower average end-to-end transmission delay. Traditional 
hardware based load balancing techniques cannot be widely used 
due to the high cost and the deficiency in programmable ability. 
Therefore, more and more researchers pay more attention on soft-
ware-defined networking (SDN) techniques (e.g., OpenFlow) [29] 
that can improve transmission capacity of data centres through 
programmable load balanced flow control. The live VM migration 
is a technique for achieving system load balancing in a cloud envi-
ronment by transferring an active VM from one physical host to 
another. This technique has been proposed to reduce the downtime 
for migrating overloaded VMs, but it is still time and cost con-

suming, and a large amount of memory is involved in the migra-
tion process. A Task Based System Load Balancing method using 
Particle Swarm Optimization (TBSLBPSO) [30] that achieves 
system load balancing by transferring only extra tasks from an 
overloaded VM instead of migrating the entire overloaded VM. 
There are several optimization models to migrate and balance 
workload across data centre to improve computation [31]. Load 
balancing mechanisms also have to limit frequent migrations in 
the system. Frequent migrations will create imbalance in the sys-
tem, and affect performance adversely. Some of the mechanisms 
that consider imbalance in load balancing are Interference aware 
prediction mechanism [117], and enhanced bee colony [118] tries 
to reduce it. Summary of the findings about load balancing meth-
ods are tabulated in Table 9. 

4.5. Quality of service 

4.5.1. SLA aware 

SLA aware Task Scheduling provides service with high quality 
service to the customers. In hybrid cloud infrastructure, the prima-
ry objective of a scheduler is to harmonize the SLA and to mini-
mize the infrastructure as well as operational cost. 
However, prior to acquiring a cloud service, cloud consumer 
needs to analyse the risk associated with adopting a cloud-based 
solution for particular information system, and plan for the risk-
treatment and risk-control activities associated with the cloud 
based operations of a system. A hybrid cloud scheduling algo-
rithm can be used in an elastic autonomous service network to 
solve these issues [2]. To do so, a cloud consumer needs to gain 
the perspective of the entire cloud ecosystem that will serve the 
operations of their cloud-based information system. For successful 
adoption of a cloud-based information system solution, the cloud 
consumer must be able to clearly understand the system’s cloud-
specific characteristics, the architectural components for each 
service type and deployment model, and the cloud actors’ roles in 
establishing a secure cloud ecosystem. Understanding the relation-
ships and interdependencies between the different cloud deploy-
ment models and service models is critical to identify the security 
risks involved in cloud computing. The differences in methods and 
responsibilities for securing different combinations of service and 
deployment models present a significant challenge for cloud con-
sumers. They need to perform a thorough risk assessment to accu-
rately identify the security and privacy controls necessary to pre-
serve their environment’s security level as part of the risk treat-
ment process, and to monitor the operations and data after migrat-
ing to the cloud in response to their risk control needs. Table 10 
gives the summary of SLA aware methods. 

4.5.2. Priority 

The priority is an important parameter to schedule the services in 
cloud [20]. The Memetic Algorithm (MA) is a class of optimiza-
tion algorithms whose structure is characterized by an evolution-
ary framework and a list of local search components. The memetic 
algorithm in [19] merges together concepts from different search 
methodologies, and most prominently concepts from local search 
techniques and population-based search. To improve local search, 
first select an appropriate solution for a randomly specified local 
search direction and then apply local search only to the selected 
solutions. The advantage in optimization problems with memetic 
is that, it developed a static task scheduling on cloud environment 
using multiple priority queues. In a cloud computing environment, 
multiple customers are submitting job request with their con-
straints, i.e., multiple users are requesting same resource. For ex-
ample, in a high performance computational environment which 
mainly deals with scientific simulations such as weather prediction, 
rainfall simulation, Monsoon prediction and cyclone simulation 
etc., requires huge amount of computing resources such as proces-
sors, servers, storage etc. Many users are requesting these compu-
tational resources to run their model which is specifically used for 
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scientific predictions.In this situation it will be a problem for 
cloud administrator to decide how to allocate the available re-
sources among the requested users for minimize makespan and 
utilize resource effectively [21]. Summary table for above meth-
ods are provided in Table 11. 

4.5.3. Elasticity-based 

In economics, elasticity is the measurement of how responsive an 
economic variable is varying with another. In particular, elasticity 
can be quantified as the ratio of the percentage change in one vari-
able to the percentage change in another variable. Using this defi-
nition, elasticity in cloud computing can be defined as how the 
amount of computing resource changes with the current workload. 
It seems that the definition is quantitative and measurable; howev-
er, such a definition of responsiveness is not entirely adequate, 
since it only considers how much, not how fast, the computing 
resource adapts. If a cloud computing platform takes a long time 
to provide the correct amount of resources to match the workload 
(which might not be current any more), it is not considered as 
elastic. Elasticity is meaningful to the cloud users only when the 
acquired VMs can be provisioned in time within the user expecta-
tion. The long unexpected VM start-up time could result in re-
source under-provisioning, which will inevitably hurt system per-
formance [26]. Similarly, the long unexpected VM shut-down 
time could result in resource over-provisioning, which will inevi-
tably hurt resource utilization. The auto-scaling capability of the 
cloud can ensure the service with QoS with minimizing the 
makespan and cost [27]. Table 12 gives the summary of elastic 
methods in cloud scheduling. 

5. Optimization methods 

Another classification of scheduling method is based on the opti-
mization policies used in the algorithms. The dynamic nature of 
the cloud environment makes task scheduling as a cumbersome 
task. Scheduling in the dynamic cloud environment is NP-hard, so 
finding an optimal solution for the task assignment is difficult. 
Also the solutions are obtained by taking several assumptions on 
state of the cloud eco system. Nature inspired algorithms are ca-
pable to produce good sub optimal solutions using heuristics. Heu-
ristics used by ants, bees, and flock of birds are some of the exam-
ples. The sub optimal category of algorithms can be further classi-
fied into heuristic, meta-heuristic and hybrid algorithms, based on 
how they are applied in the application scenario. 
 

 
Fig. 7: Optimization Methods. 

5.1. Linear programming model 

Linear programming (also called linear optimization) is a method 
to achieve the best outcome (such as maximum profit or lowest 
cost) in a mathematical model whose requirements are represented 
by linear relationships. It is a special case of mathematical pro-
gramming (mathematical optimization). In cloud, task scheduling 
is based on the linear method to obtain optimal solution. An agent 
is a computer system that is capable of making decisions inde-
pendently, carrying out actions autonomously, and interacting 
with other agents through cooperation, coordination (achieving the 
state in which their actions fit in well with others), and negotiation 

(trying to reach agreements on some matters) [3]. Bin packing and 
heuristic algorithms are used for the analysis of real time visual 
data, image and video; but it requires lack of QoS. For making a 
comprehensive and efficient decision that assigns optimal resource 
capacity to the created VM, complicated correlations among relia-
bility, performance and energy must be taken into account. 
Cloud computing provides immense computing power with re-
duced cost. User can outsource their vast computational work to 
the cloud and use massive computational power, storage, software, 
network etc. Despite of all these benefits, there are still few obsta-
cles in cloud computing regarding confidentiality and integrity of 
data [10]. Outsourcing and computation compromises the security 
of data being stored on cloud. Considering cloud as insecure plat-
form an intelligent machine learning based VM allocation, that 
provide scalability as well as QoS is designed in[11]. To protect 
the data outsourced on cloud, encryption of sensitive data is the 
primary procedure. Encryption helps to maintain confidentiality of 
data stored in the cloud [12]. Other than encryption, the cloud 
itself is sometimes not very faithful which may lead to incorrect 
results. It is possible that software bugs, hardware failure or even 
outsider attack may decrease the result quality. A fault tolerant 
system with less power consumption is created by a Bayesian 
approach can generate the optimal result [5]. Summary of the 
above methods are shown in Table 13. 

5.2. Heuristic methods 

The term heuristic is used for algorithms which find solutions 
among all possible ones, but they do not guarantee that the optimal 
result will be found; therefore they may be considered as approx-
imate algorithms. These algorithms, usually find a solution close 
to the best one and they find it fast and easily. The method used 
from a heuristic algorithm is one of the known methods, such as 
greediness, but in order to be easy and fast the algorithm ignores 
or even suppresses some of the problem's demands. It is designed 
to solve problems in a faster and more efficient manner than tradi-
tional methods by sacrificing optimality, accuracy, precision, or 
completeness for speed. Heuristic algorithms are usually used to 
solve NP-complete problems. Heuristics can generate a solution 
individually or be used to provide a good baseline and are sup-
plemented with optimization algorithms but in certain situation it 
has no optimal efficiency [44]. PSO is one of the best heuristic 
algorithms that can be combined with resource selection algorithm 
to generate optimal energy consumption solutions [47].  
Heterogeneous computing environments provide scalable compu-
ting resources for various applications, which are constructed by 
interconnecting machines with distinct processing capacity via 
different networks. Workflow scheduling in heterogeneous com-
puting environments aims at assigning tasks to machines and 
achieves a highly efficient computing. 
Modern problems tend to be very intricate and relate to the analy-
sis of large data sets. Hybrid algorithms can be used as the combi-
nation of more than one heuristic algorithms to solve the existing 
problem [44][50][51]. Even if an exact algorithm can be devel-
oped, its time or space complexity may turn out unacceptable. But 
in reality, it is often sufficient to find an approximate or partial 
solution. Such admission extends the set of techniques to cope 
with the problem. There are few articles that discuss heuristic 
algorithms which suggest some approximations to the solution of 
optimization problems. In such problems the objective is to find 
the optimal of all possible solutions by minimizing or maximizing 
the objective function [43] [45] [48]. The objective function is a 
function used to evaluate a quality of the generated solution. Many 
real-world issues are easily stated as optimization problems. The 
collection of all possible solutions for a given problem can be 
regarded as a search space, and optimization algorithms are often 
referred to as search algorithm. Heuristic methods are covered in 
Table 14. 
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Table 8: VM Placement 

Paper Method Parameter Highlights Limitations Environment 

[32] 
Common Deployment Model 
(CDM) 

Time 
Bandwidth 
Memory 

Maximize resource utilization 
Use of active and passive directory 

Unable to handle net-
work latency 

Simulation 

[33] 
Adaptive spread based schedul-
ing algorithm 

Bandwidth 
Cost 
Response time 

Slicing scheduled tenant request model 
Maximize acceptance rate 
Minimize power usage rate 

Low efficiency 
Slow 
Low response time 

Simulation 

[34] Discrete PSO 
Response time 
Cost 

Maximize resource utilization 
Minimize energy consumption 

Less reliable 
Low response time 

Simulation 

[35] MigrateFS algorithm 
Cost 
Execution time 

Optimization model 
Scalability 
Detecting SLA violation 

Low performance 
 

Simulation 

[36] 
 

VM resource dynamic schedul-
ing algorithm 

Price 
Bandwidth 

Resource utilization 
Minimize pricing 

Low performance 
No load balancing 

Simulation 

[37] Bin packing algorithm 
Cost 
Profit 

Best-fit and Worst-fit method 
Reduced SLA violations 

No load balancing Simulation 

[38] Greedy & PSO Algorithm 
Completion Time 
Cost 

Convergence rate is optimized 
Reduced completion time 

No load balancing Simulation 

[39] 
PSO 
 

Energy Energy efficient VM placement 
No load balancing 
No SLA 

Simulation 

[40] 
 

Improved PSO Time Increased resource availability 
No load balancing 
No SLA 

Simulation 

[41] 
Hybrid discrete PSO 
 

Cost 
Energy 

Energy efficient VM placement Frequent migrations 
Simulation 
 

 
 

Table 9: Load Balancing Methods 
Paper Method Parameter Highlights Limitations Environment 

[28] 
 

Advanced Cross-Entropy based 
Stochastic Scheduling 

Service rate 
Arrival rate 

Scalability 
Flexibility 
Optimize QoS 

Delay 
Frequent migrations 

Simulation 

[29] 
Static offline optimal algorithm  
Network Overhead Minimiza-
tion Algorithm  

Bandwidth 
 

Minimize inter-datacenter network 
load reduction 

Low efficiency 
Delay 
 

Simulation 

[30] 
Task-Based System Load Bal-
ancing (TBSLB)  

Execution time 
Transfer time 
Cost 

Pre-copy process maximizes resource 
consumption 

Delay 
Frequent migrations 

Simulation 

[31] Two stage load balancing  
Cost 
Power 

Pareto optimality 
Low performance 
Delay 

Simulation 

[118] 
Enhanced Bee colony algo-
rithm 

Makespan  
Cost 

Load balancing 
Delay in scheduling 
 

Simulation 

 
 

Table 10: SLA Aware 
Paper Method Parameter Highlights Limitations Environment 

[2] 
Hybrid cloud scheduler algo-
rithm 

Cost 
Deadline 

Elastic autonomous service network No load balancing Simulation 

 
Table 11: Priority 

Paper Method Parameter Highlights Limitations Environment 

[19] Memetic - GA method 
Makespan 
Speed 

Optimization 
Earliest finishing time 

Delay 
No load balancing 

Simulation 

[20] Priority algorithm 
Time 
Cost 

Maximum profit 
Minimum wastage of resources 

Frequent migrations 
Low response time 

Simulation 

[21] 
Min-Min algorithm 
Priority-based scheduling  

Makespan 
Cost 

Scalability 
Load balancing 

Less fault tolerance 
Frequent migrations 

Simulation 

 
 

Table 12: Elasticity-based 
Paper Method Parameter Highlights Limitations Environment 
[25] Open Cloud Computing Interface (OCCI)  TimeCost Autonomic loop Multiple autonomic loop Real 

[26] On-site elastic algorithm 
Execution 
timeCost 

Multi-level QoS service 
Performance degradation 
& Delay 
Frequent migrations 

Simulation 

[27] 
Dynamic Fault-Tolerant Scheduling (FAST-
ER) Algorithm 

Execution 
Deadline 

Primary backup-based 
scheduling 
Auto scaling 
Backward shifting 
Resource utilization 

Delay 
No load balancing  

Simulation 

 

 

 

 

5.3. Meta-heuristic methods 

Heuristic algorithms are good for specific applications and it gives 
optimal solutions within a specific time. Meta-heuristic algorithms 
are computationally complex than heuristic algorithms, and more 



International Journal of Engineering & Technology 1687 

 
suited for general purpose problems. But in elastic computing, 
where resources are unbounded and environment is challenging, 
meta-heuristics are good solution for obtaining optimal solutions. 
 

 
Fig. 8: Meta-Heuristic Methods. 

5.3.1. ABC-based task scheduling 

Artificial Bee Colony (ABC) algorithm was suggested by Karabo-
ga. This method is inspired by the foraging behaviour of honey 
bees. It uses three kinds of honey bee in order to search food 
source: scouts bees, employed and onlookers. The position of a 
food source in ABC model represents a solution to the optimiza-
tion problem and the number of employed or onlooker bees repre-
sents the number of solutions in the studied population. The fit-
ness of the associated solution refers to the nectar amount of food 
source. At the beginning, the scout bees initialize the population 
randomly and after all employed bees finish the search of food 
sources, they share the information about nectar direction of the 
food source and distance from the hive with the onlooker bees. 
These later pick the best food source by evaluating the nectar 
quality and the distance to cross. Thus, the scout bees return back 
to the food source position to bring nectar to the hive. 
The algorithm gives efficient performance as it uses both global 
exploration search and local exploitation search [53] [54]. Swarm 
intelligent and nature-inspired algorithms [55] are built for multi-
objective optimization problems and are widely used in routing 
applications, data clustering, engineering design problems, medi-
cal image processing or specialized job scheduling algorithms [56]. 
These findings are summarized in Table 15. 

5.3.2. ACO-based task scheduling  

Ant Colony Optimization (ACO) is based on real ant’s life. The 
algorithm was invented by Dorigo in 1992, this is called as ant 
system. An ant can find the shortest path between their food and 
colonies. It produces a pheromone and leaves it into the way they 
travel. The intensity of pheromone increases when more ants trav-
el on same way. Then find out the shortest path based on the in-
tensity of the pheromone. The ACO method [57] is helpful for 
solving Knapsack problem, travelling salesman problem, task 
scheduling problems in grid computing and cloud computing etc. 
The main concept of ACO is to simulate the searching behaviour 
of artificial ant’s colonies. When group of ants searching for food, 
they secrete special kind of chemical known as pheromone. Firstly, 
ants randomly start to search their food. When food source is 
found, they spilt pheromone on the path; ants track the trails of the 
previous ant’s food source by sensing pheromone on the soil. As 
this procedure continues, majority of the ants pull towards to 
choose the best-so-far path [60] [61] as there have been huge 
amount of pheromones accumulated on this path. Ants construct 
solutions to scheduling problem [57] [58] [59] during an iteration 
by moving from one VM to another until the tour is completed. 
ACO based methods are tabulated in Table 16. 

5.3.3. GA-based task scheduling 

Genetic Algorithm (GA) is a search algorithm which is based on 
the principles of evolution and natural genetics. It combines the 
exploitation of past results with the exploration of new areas of the 
search space. By using survival of the fittest techniques combined 

with a structured yet randomized information exchange, a GA can 
mimic some of the innovative flair of human search [65]. A gener-
ation is a collection of artificial creatures (strings). In every new 
generation, a set of strings is created using information from the 
previous ones. Occasionally a new part is tried for good measure. 
GAs are randomized, but they are not simple random walks. They 
efficiently exploit historical information to speculate on new 
search points with expected improvement. Several algorithms 
have been introduced to solve timetabling problems. The earliest 
sets of algorithms are based on graph colouring heuristics. These 
algorithms show a great efficiency in small instances of timeta-
bling problems, but are not efficient in large instances. Later, sto-
chastic search methods, such as GAs, SA, TS, etc., were intro-
duced to solve timetabling problems [66]. The tabular information 
about GA based methods are given in Table 17. 

5.3.4. PSO-based task scheduling 

The concept of particle swarm is originally designed to find solu-
tions for continuous optimization problems without prior infor-
mation. To solve the workflow scheduling problem using conven-
tional PSO, the key issue is to define the position and velocity of 
particle as well as to define their operation rules and the equation 
of motion according to the features of discrete variables. There are 
multiple objectives that needed to be satisfied in cloud systems 
including (performance, profit, and utilization). To address the 
problems with multiple objectives, a number of researchers have 
developed techniques for multi-objective optimization (MOO) 
[69][73][111]. Specifically, MOO studies the search methods that 
are used to find solutions based on several conflicting objectives 
such as performance in terms of minimizing waiting time and 
maximizing resource utilization or maximizing profitability. The 
PSO-based scheduling policy balance the load across the data 
centre [39] [40] [41][111][116]. Some of them focus on computa-
tion time, deadline, energy and profit [110] [112][115]. Table 18 
gives summary about PSO methods. 

5.4. Hybrid methods 

Hybrid methods are combination of heuristic algorithms that ob-
tain the optimal solutions for NP-hard problems in a cost effective 
manner with minimum execution time. Hybrid algorithms can be 
classified into four categories as shown in Figure 9. Temporal 
Task Scheduling Algorithm (TTSA) is an example for optimizing 
the throughput by using hybrid methods [75] in cloud. The Table 
19 summarizes the different hybrid methods in cloud resource and 
task management. 
 

 
Fig. 9: Hybrid Methods. 

5.4.1. ACO-ABC-PSO task scheduling 

To improve the efficiency of scheduling process, currently availa-
ble literatures are considering different parameters. These perfor-
mance parameters are makespan, scalability, throughput, cost, 
resource utilization rate, fault tolerance, migration time and delay. 
A cloud task scheduling based ABC, PSO and ACO approaches 
[76] are proposed for the allocation of incoming jobs to VMs with 
considering the makespan parameter to achieve a high user satis-
faction. The cloud task scheduling based on ABC PSO and ACO 
algorithm can achieve good system load balance than random and 
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FCFS. Sometimes increase in makespan leads to the increase in 
degree of imbalance and the reduction leads to the reduction in 
degree of imbalance. This is the reason of how ABC, PSO and 
ACO can achieve better load balancing than random and FCFS 
algorithms. 

5.4.2. ACO-PSO-SA task scheduling 

Multi-objective task scheduling problem should account consum-
ers’ QoS expectations. Cloud Scalable Multi-objective (CSM) task 
scheduling and optimization algorithm [77] considers execution 
time and cost. The novelty of the proposed method is that its de-
sign enhances the local search procedure of the algorithm in ex-
ploring larger search space that returns better optimum solutions. 

5.4.3. ACO-PSO task scheduling 

In order to get more desired results, hybridization of algorithms is 
one of the best solutions. Nature inspired algorithms can easily 
combine with classical algorithms or with other heuristic algo-
rithms, which gives better results. The hybrid algorithms men-
tioned here are based on response time [78], artificial intelligence 
network load balancing using ACO [79] and with modified GA 
[80]. The combination of Throttled and Equal (TE) load share 

algorithm and Round Robin (RR) reduction scheme that will also 
help to gratify the request of customer services. 

5.4.4. GA-PSO task scheduling 

Workflow scheduling based on QoS constraints in cloud compu-
ting is an intractable problem. The hybrid PSO is suitable for con-
tinuous areas. The crossover strategy and mutation strategy of the 
GA is embedded into PSO, so that it can play a role in the discrete 
problem.The method [81] hybrid with particle swarm algorithm 
greatly improves the solution quality, so it can be used as an effec-
tive way to solve the cost minimization problem with due dates in 
cloud computing. It optimizes computation cost and data transmis-
sion cost. The PSO algorithm can also used for workflow schedul-
ing applications.  
In Cuckoo Search (CS) algorithm [82], an initial set of nests, 
which represent the solutions, are randomly generated. Then these 
solutions are updated over multiple generations. The new solution 
can replace a different randomly chosen solution if it has a fitness 
value better than the original. After this possible replacement of a 
solution, all of the nests are ranked by fitness and the worst frac-
tion of the nests is replaced with random solutions. This combina-
tion of mechanisms allows the solutions to search locally and 
globally at the same time for the optimal solution. 
 

 
Table 13: Linear Programming Model 

Paper Method Parameter Highlights Limitations Environment 

[3] Intelligent agent based approach 
Price 
Availability 
Time 

Agent-based computing 
Event condition action 

No interoperability 
No load balancing 

Simulation 

[4] 
Optimum cloudlet selection strat-
egy 

Latency 
Bandwidth 
Response time 

Large scaling of cloudlet de-
ployment 
Optimal cloudlet placement 

No workload management 
No load balancing 

Real 

[5] 
Pareto optimization 
Bayesian Approach 
Semi-Markov model 

Energy 
Execution time 

Fault recovery system 
No power consumption 
No cost consideration 

Simulation 

[6] Hierarchical Stochastic modelling 
Time 
Workload 

Workload management 
Execution cost is high 
No load balancing 

Simulation 

[7] 
Resource Intensive Aware Load 
(RIAL) Balancing 

Bandwidth 
Memory 
Time 
cost 

Minimize VM communication 
cost 
Load balancing 

Sub optimal solutions 
Frequent migrations 

Simulation 
 

[8] Greedy algorithm Time 
Interference control 
Revenue maximization 

No SLA 
No power consumption 
Intra-tier interference 

Simulation 

[9] 
Attribute-based security 
access control techniques 

Security 
Time 
 

Fine-grained mechanism 
Performance monitoring 
 

Poor QoS 
No SLA 

Simulation 

[10] Practical outsourcing Cost overhead 
Security & efficiency 
Correctness & soundness 

No stability 
No sparsity 
Frequent migrations 

Simulation 

[11] 
Encryption of data 
Integer Linear Programming 
(ILP) 

Power, cost  
Storage 
Bandwidth 

Security 
Machine learning based VM 
allocation 

High overhead  Simulation 

[12] 
Duality Theorem 
Affine Mapping 

Cost Feasible region protection No stability Simulation 

 
 

Table 14: Heuristics Methods 
Paper Method Parameter Highlights Limitations Environment 

[42] 
Ant colony algorithm 
Greedy-Ant scheduling 
Forward/backward Dependency 

Makespan 
Execution time 
Priority 

Minimize execution time 
 

No optimal performance 
Slow 

Simulation 

[43] 
Modified Best-Fit Decreasing 
(MBFD) with minimization of 
migrations  

Cost 
Energy 

Resource provisioning 
Autonomic energy-aware 
mechanism 
Minimize operational cost 

Inefficient workload man-
agement 
No SLA 

Simulation 

[44] 
Elasticity Based Scheduling 
Heuristic (EBSH) 
ACO-Honey Bee Optimization  

Cost 
Profit 

Random biased sampling 
Self-managed 

Inefficient 
Slow 

Simulation 

[45] Local search 
Energy 
Time 
Bandwidth 

Minimize energy consumption No load balancing Real 

[46] 
Load Balancing based Bayes 
theorem and Clustering 

Cost 
Makespan 
Execution time 

Maximize posteriori probability 
value 

Low throughput 
 

Simulation 
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[47] 

PSO algorithm 
 

Execution time 
Cost 

Distribution of workload  
Cost saving 

No energy consideration Simulation 

[49] Critical-Path based heuristic  
Execution time 
Cost 

Minimize energy consumption 
Optimal time management 

Low QoS improvement  
Frequent migrations 

Simulation 
 

[52] 
Hyper-Heuristic Scheduling 
Algorithm (HHSA) 

Execution time 
Cost 
Makespan 

Optimization in makespan 
Reduction in operational cost 
Cost saving 

Inefficient 
Frequent migrations 

Simulation 

 
Table 15:ABC-Based Task Scheduling 

Paper Method Parameter Highlights Limitations Environment 

[53] Pareto- based ABC 
Response time 
Cost 
Makespan 

High profit 
Minimize cost 
Load balancing 

No priority 
Frequent migrations 

Simulation 

[54] Power-aware ABC 
Power 
Energy 

Energy consumption 
Delay 
No load balancing 

Simulation 

[56] Heuristic ABC (HABC) 
Makespan 
Cost 

Large Job First (LJF) 
Maximize resource utilization 
Load balancing 

Inefficient load balancing Simulation 

 
Table 16:ACO-Based Task Scheduling 

Paper Method Parameters Highlights Limitations Environment 

[57] Basic ACO Makespan Random optimization 
Single objective 
No load balancing 
Slow 

Simulation 

[58] Modified ACO 
Response 
time 
Throughput 

Two level cloud scheduler 
High network communication 
Slow 

Simulation 

[59] Load balanced ACO Makespan Load balancing 
Slower when number of iterations 
are high 

Simulation 

[60] Basic ACO Energy Energy aware No load balancing Simulation 
[61] Modified ACO Energy VM consolidation No load balancing Simulation 

[62] Multi objective ACO 
Energy 
Resource 
usage 

Scalability No load balancing Simulation 

[63] List ACO 
Deadline 
Cost 

Deadline constrained execution cost opti-
mized approach 

Slow Simulation 

[64] LB-ACO 
Makespan 
 

Load balancing 
Multi-objective Scheduling 

Sub optimal solutions Simulation 

 
Table 17:GA-Based Task Scheduling 

Paper Method Parameter Highlights Limitations Environment 

[65] 
GA 
Local Search (LS) technique 

Completion Time/Makespan 
Workload 

Minimize completion time Sub optimal solutions Simulation 

[66] Johnson’s rule based GA 
Makespan 
Cost 

Multi-processor scheduling 
Low complexity 

No load balancing Simulation 

 
Table 18:PSO-Based Task Scheduling 

Paper Method Parameter Highlights Limitations Environment 

[67] PSO 
Makespan 
Execution time 

Optimized execution time No QoS 
Simulation 
 

[68] 
Modified PSO 
GA 

Completion time 
Makespan 

Load balancing 
Minimized Execution time 

Slow Simulation 

[69] MOPSO 
Completion time 
Waiting time 

Minimum time & energy 
 

No load balancing Simulation 

[70] PSO 
Execution time 
Response time 
Cost 

Lower execution time No scalability Simulation 

[71] Self- adaptive learning PSO 
Makespan 
Cost 

Load balancing based on re-
source usage 

No SLA  Simulation 

[72] 
PSO 
 

Makespan 
 

Minimizes VMs down time  No SLA  
Simulation 
 

[73] Multi-objective Pareto based PSO 
Makespan 
Cost 
Energy 

Dynamic voltage and frequency 
scaling  

SLA and energy not consid-
ered 
 

Simulation 
 

[39] 
PSO 
 

Energy 
 

VM placement 
 

No load balancing 
No SLA 

Simulation 
 

[40] Improved PSO Energy 
VM placement 
 

No load balancing 
No SLA 

Simulation 
 

[41] 
Hybrid PSO 
 

Cost 
Energy 

Energy efficient VM placement 
with PSO-TS 

Slow 
Frequent migrations 

Simulation 
 

[74] PSO for Energy Saving (PS-ES) 
Energy 
Time 

Self adaptive 
Minimize energy 

Homogeneous cloud 
Higher migration rate 

Simulation 

[110] 
Self-Adaptive Learning PSO 
 

Deadline 
Cost 

No formal inter-cloud agree-
ment is need to outsource tasks 

No load balancing 
 

Simulation 
 

[111] 
 

Multi-objective PSO 
 

Time 
Energy 
 

Considered scheduling problem 
as a discrete task permutation 

Only quasi-optimal solutions 
No load balancing 

Simulation 
 

[112] 
Heterogeneous dynamic resource 
provisioning 

Deadline 
Cost 

Minimize overall execution cost 
while meeting a user defined 

Convergent time is high 
Slow 

Simulation 
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 deadline  

[113] 
PSO 
 

Cost 
Time 

PSO with embedded cross over 
and mutation operation 

Energy and SLA not consid-
ered 

Simulation 
 

[114] 
 

PSO 
 

Computation 
Transmission cost 

Simple heuristics PSO with load 
consideration 

Energy and SLA not consid-
ered 

Simulation 
 

[115] 
Discrete PSO 
 

Cost 
Deadline 

Discrete PSO with deadline 
constraints 

No load balancing 
No SLA 

Simulation 
 

 
Table 19:Hybrid Methods 

Paper Method Parameter Highlights Limitations Environment 

[75] 
SA-PSO 
Temporal delay bound 

Delay 
Cost 
 

Optimized throughput 
Meet delay bound 

No QoS 
Simulation 
 

[116] 
Hybrid PSO 
 

Makespan 
Cost 
Imbalance 

List based heuristic algorithm 
No SLA 
 

Simulation 
 

[76] 
ACO-ABC-PSO  
Dynamic meta-heuristic 

Execution time 
Makespan 
Cost 
Energy 

Load balancing 
Minimize execution time 
 

No QoS Simulation 

[77] 

ACO-PSO-SA  
Scalable multi-objective-Cat 
Swarm Optimization based SA 
(CSM-CSOSA) 

Execution time 
Makespan 
Cost 
Energy 

Load balancing 
Minimize execution time 
Reduce operational cost 

Slow 
Frequent migrations 

Simulation 

[78] 
ACO-PSO 
Hybrid meta-heuristic  

Response time 
Resource utilization 

High fault tolerance 
High resource utilization 
Low computing time under 
high load. 
Low response time. 

Homogeneous servers. 
High cost 

Simulation 

[79] Hybrid ACO-PSO 
Resource utilization 
Makespan 

Avoids premature solutions 
Single objective 
No load balancing 

Simulation 

[80] ACO-PSO with Min-Max 
Execution time 
Cost 

Load sharing 
Single targeted scheduling 
No SLA 

Simulation 

[81] 
GA-PSO 
GA - Hybrid PSO method 

Execution time 
Cost 

High resource utilization 
Low computing time 

Low efficiency 
No SLA 

Simulation 

[82] 
GA-PSO 
PSOCS-GA 

Makespan 
Cost 

Random allocation 
Resource utilization is high 

Slow Simulation 

 

6. Comments 

6.1. Observations 

In this survey, we have theoretically reviewed and analysed the 
issues in resource allocation, task scheduling, VM placement and 
load balancing techniques proposed in cloud computing. Methods 
are grouped into different categories based on the objectives, pa-
rameters considered, and methodologies used. The highlights, 
limitations and environment in which experiments were conducted 
are also briefly analysed. These research outputs are given signifi-
cant contribution to the computing world to enhance resource 
management and to provide better QoS to users. Since cloud is a 
business model, financial considerations is the primary issue to be 
addressed. Service providers always look for profit and maximum 
utilization of their resources with minimization of operational cost, 
energy, while consumer focus on better quality oriented service 
within minimum cost and time. Based on the review, following 
comments are made: 
QoS consideration: Guaranteeing SLA is the key task in maintain-
ing QoS requirements. Most the works considered time as an im-
portant parameter. Heuristic and meta-heuristic approaches con-
sider optimization problems as NP-hard and trying to produce near 
optimal solutions to acquire QoS requirements. One of the main 
limitation of these two approaches is the time required to produce 
the satisfactory allocation is high compared to other methods. But 
this can be justified with the quality of the results produced by 
them in the dynamic cloud environment. 
Energy conservation: Today green computing is the latest buzz 
word in the computing industry. Data centres need huge power to 
run their infrastructure and associated cooling facilities. In order to 
cool down the temperature due to operation of large server farms, 
proper air cooling and circulation equipment are installed in data-
centers. Server consolidation techniques will reduce the number of 
servers in the active state, so that power consumption for servers 

and related cooling equipment can be reduced. Most of the re-
viewed papers dealing with energy, tries to reduce energy utiliza-
tion by minimizing the number of physical machines needed to 
provision user requested VMs. 
Optimization methods: In cloud, simultaneous optimizations of all 
parameters are impossible due to contradictory effect of each one. 
E.g., time and cost can’t be optimized together, since when we try 
to reduce computation time, it needs powerful servers to complete 
the task and these powerful machines costs more than slower serv-
ers. A multi-objective optimization method gives better solution in 
this situation. Pareto, heuristic and meta-heuristic methods harness 
the situation with near optimal solutions to the problem under 
consideration. 

6.2. Open issues 

The research works discussed above addressed the major problems 
in cloud using different techniques. For further enhancement in 
this field, some unattended issues are to be focused in future. En-
ergy optimization, offers from providers, QoS and SLA considera-
tions are major concerns that need more attention for VM place-
ment and task scheduling in datacenters. Figure 10 shows the pic-
torial abstract of the open issues in cloud resource and task man-
agement. 
Resource provisioning: In providing QoS assured services, the 
different parameters such as energy, delay, time, cost, deadline 
and profit are to be considered while doing resource provisioning. 
This research work reveals the issues regarding different resource 
management techniques and also considers the different allocation 
schemes for resource provisioning. When demand for the services 
and users change in real time, there is a need of dynamic resource 
provisioning methods. The challenges to resource provisioning 
include dispersion, uncertainty and heterogeneity of resources. 
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Fig. 10: Open Issues in Cloud. 

 
Task scheduling: To optimize cloud performance, the process of 
arranging, controlling and optimizing user submitted tasks and 
workloads are crucial. The proper task scheduling reduces the 
operational cost and response time. This review discussed various 
types of scheduling algorithm proposed in cloud. The optimization 
methods improve the overall efficiency of the scheduling process 
in terms of time, cost, profit and other performance parameters 
under consideration. So the task scheduling scheme provide bene-
fits to both customers as well as cloud service providers. 
Load balancing and VM placement: The collocation of workload 
is important in placing it in physical servers. It is the process of 
allocation of work load across multiple servers for improving the 
performance of the entire system. This review addressed the prob-
lem of imbalance in cloud eco system due to the property of multi-
object optimization. This paper also considered different ways to 
balance the load across servers to minimize execution time as 
wells as other QoS considerations. The VM placement and live 
migration are the trendy method to balance the load which is 
achieved by different heuristic and hybrid algorithms and optimi-
zation techniques. The co-allocation can be done by load balanc-
ing techniques to get optimal results. Scheduling through load 
balancing is more suited for cloud environment. 
QoS and SLA: Quality of a service depends on customer percep-
tion and his Quality of Experience (QoE) about a cloud service. 
Usually QoE is the difference between perception and expectation 
about a service. SLAs are important in managing QoS. Intelligent 
algorithms are needed to keep track user requirements and their 
expectations. 
Scalability: Auto scaling of resources in cloud computing allows 
resource provisioning dynamically and improves the performance. 
The scalability of cloud increases the chances to allocate more 
users and minimize SLA violations. Scalability helps to maintain 
QoS when the demand of services varies with real time computa-
tional environment. The energy, delay, deadline, time and cost 
affect the scalability and in future these issues are to be addressed 
in detail for load balancing and VM placement. 
Elasticity and inter-operability: Uniform standards are needed to 
support elastic computing and it should handle related interopera-
bility issues. More sophisticated mechanisms are needed to sup-
port integration and interoperability between different cloud pro-
viders. 
Cost and budget control: In the dynamic cloud, resources and 
services are being billed per usage, so cost can change an hourly 
or daily basis. So there is future cost prediction and user infor-
mation system is needed for transparency. This will aid in budget 
control for the customers, when they are going for a public cloud. 

Energy consideration and green computing: The primary objective 
of a CSP is to attract more customers and generate more revenue 
by effective use of their resources. There are several factors con-
tributing to the power usage of a datacenter, including cooling 
equipments, servers, routers, storage disks, etc. These physical 
equipmentscan be replaced by high-end systems with low power 
consumption. But in-order to reduce the energy usage of servers, 
intelligent power aware resource monitoring and managing meth-
ods are needed to support green computing. 
Security, privacy and trust: Data security and privacy are the two 
important issues on the cloud system. The data are scattered in 
different locations and storage devices in datacenters. The security 
problems in co-allocation of data arise due to wide variety of ap-
plications and users. So counter measures regarding the security 
issues in cloud computing is important. The research works ad-
dressed many problems relating security, trust and privacy con-
cerns. Besides cryptographic methods are proposed to solve the 
problems in security, new techniques needed to solve more haz-
ards in cloud computing and to increase customer trust. 

7. Conclusion 

The cloud computing paradigm supports scheduling of tasks in 
various ways to reduce cost and completion time. Online market-
ing and purchasing options provides double auction policy to ac-
quire benefits to both the service provider and customer. Heuristic 
algorithms as well as hybrid algorithms generate near optimal 
solutions in the dynamic cloud by considering cost and time. Sin-
gle objective methods produces quick results, because they are 
only concentrating on one parameter like cost, makespan, delay, 
energy and profit, but fail to produce accurate results. The alloca-
tion of tasks with load balancing results in a low cost and high 
performance VM Placement. It is one of the best ways of task 
scheduling for effective results. The survey reveals that, most of 
the methods proposed used simulation approach than real time 
implementation. Priority is considered as the main factor to sched-
ule the job to promote the elasticity. Some methods considered 
homogeneous and heterogeneous cloud to test their methods. 
Elastic considerations reduce power consumption and minimize 
the completion time. SLA-aware task scheduling mainly focuses 
on agreement between user and provider and which try to reduce 
SLA violation in the execution process. Mathematical modelling 
like linear programming models are also able to obtain optimal 
solution in a reasonable time. Multi-objective task scheduling 
provides optimal solution with less operational cost, but it is slow-
er in some cases. 
Deadline constrained workflow scheduling approach is presented 
in several papers. They try to provide interrupt free execution of 
workload within the time and without performance degradation. 
Nature inspired heuristic algorithms such as ACO, ABC, SA, PSO 
and GA outperform the scheduling tasks with minimum computa-
tion cost and time. But, their performance depends on initial con-
dition and there is a chance to stuck at local optimal solutions. But 
they produce near optimal solutions in the dynamic cloud envi-
ronment in a reasonable time. In the case of auction mechanism, 
online marketing purchasing option gives wonderful option to 
purchase computational resources for customers. More contribu-
tions are needed in this area.  
Combination of different methods produces hybrid heuristic task 
scheduling algorithms. These methods generate comparatively 
good optimal results due to the hybridization of different heuristic 
algorithms. But they need more time to converge into an optimal 
solution. The parameters such as network bandwidth, transfer rate 
interference and communication cost are less addressed so far.  
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