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Review of the theoretical description of time-resolved

angle-resolved photoemission spectroscopy in

electron-phonon mediated superconductors

A.F. Kemper1, M.A. Sentef2, B. Moritz3, T. P. Devereaux3,4, and J.K. Freericks5∗

We review recent work on the theory for pump/probe pho-

toemission spectroscopy of electron-phonon mediated su-

perconductors in both the normal and the superconducting

states. We describe the formal developments that allow

one to solve the Migdal-Eliashberg theory in nonequilib-

rium for an ultrashort laser pumping field, and explore

the solutions which illustrate the relaxation as energy is

transferred from electrons to phonons. We focus on exact

results emanating from sum rules and approximate numer-

ical results which describe rules of thumb for relaxation

processes. In addition, in the superconducting state, we

describe how Higg’s oscillations can be excited due to the

nonlinear coupling with the electric field and how pumping

the system can enhance superconductivity.

1 Introduction

The recent availability of ultrashort and ultraintense pho-
ton sources ranging from conventional lasers to free-
electron lasers and encompassing a wide range of the
electromagnetic spectrum has resulted in a blossoming
of experiments in pump/probe studies of nonequilib-
rium phenomena in solids. In these experiments, an in-
tense ultrashort electric field pulse excites the system into
nonequilibrium, which is later probed by a second (typ-
ically weaker) pulse with some time delay with respect
to the pump pulse. While reflectivity experiments have
been examined for decades, recently many new experi-
ments ranging from X-ray diffraction to photoemission
have been explored. In this review, we focus on a sum-
mary of time-resolved photoemission studies on electron-
phonon mediated systems. Due to the length restrictions
of this review, we focus primarily on the work of our group.
Additional work has been completed by the Eckstein, Oka
and Werner groups, with a focus on different aspects of
the problem than what we discuss here, see Ref. [1] for an
extensive review, and other recent work [2–4].

Dynamical mean-field theory (DMFT) is now consid-
ered one of the most accurate approaches for solving the
many-body problem. In 2006, it was generalized from
equilibrium problems to nonequilibrium [5], and since
then has been used to examine a wide range of different

nonequilibrium systems. In this work, we focus on Migdal-
Eliashberg theory to describe electron-phonon coupled
systems [6–8]. While the original Migdal-Eliashberg the-
ory predates DMFT, it also works with a local self-energy,
and can be interpreted as the first application of DMFT.
Generalized to nonequilibrium, it continues to be able to
be interpreted in this DMFT context, but with differing
forms of self-consistency depending on how the prob-
lem is formulated and how the solution is carried out. We
describe these subtle issues in detail below.
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2 Method

2.1 Model

We primarily study the Hubbard-Holstein model here [9,
10]

H =
∑

k,σ

ǫ(k)c†
kσ

c
kσ

+
∑

i

Uni↑ni↓

+
∑

q,γ
Ωq,γb†

q,γbq,γ−
∑

q,γ,σ
gγc†

k+q,σ
c

k,σ

(

bq,γ+b†
−q,γ

)

,

where the individual terms consecutively represent the
kinetic energy of the electrons with a band-structure ǫ(k),
the on-site electron-electron repulsion U , the total en-
ergy Einstein phonons in branches γ with a frequency
Ωq,γ, and an electron-phonon coupling term of strength
gγ. Typically, we will integrate over the phonon momenta
and work with the phonon distribution function α2F (Ω).
Furthermore, c†

α(cα) are the standard creation (annihila-
tion) operators for an electron in state α (where α denotes
momentum and spin or lattice site and spin, as deter-
mined by the context of the given operator); similarly,
b†

q,γ(bq,γ) creates (annihilates) a phonon with momen-
tum q in branch γ. The electron-phonon coupling is the
conventional coupling between the electron charge and
the phonon coordinate; for a harmonic oscillator, this cou-
pling is identical to that of the fluctuations of the charge
coupling to the phonon coordinate, since the two are re-
lated simply by a shift of the origin of the phonon coordi-
nate. For concreteness we study this model on a square
lattice with a band-structure given by nearest neighbor
hopping (tnn),

ǫ(k) =−2tnn

[

cos(kx )+cos(ky )
]

−µ (1)

where µ is the chemical potential. We have used the con-
vention that ħ = c = e = 1, which makes the unit of time
to be given by the inverse energy.

Within a DMFT approach, we have to solve an im-
purity problem associated with the lattice. This impu-
rity problem can be solved in many different ways. Here,
we choose to invoke perturbation theory as the solver of
choice for the impurity problem. This allows us to exam-
ine a range of different problems in the weak-coupling
realm (and even into the intermediate-coupling realm
when vertex corrections are small for the electron-phonon
self-energy). The issue that always arises involves the level
of self-consistency imposed. In the equilibrium theory
for electron-phonon mediated superconductors, we work
with the fully dressed phonons, extracted from experi-
ment, and hence we do not renormalize the phonons
at all, only the electrons are dressed self-consistently by

the phonons. Such an approach might begin to fail in
nonequilibrium if a significant amount of energy is trans-
ferred to the phonon bath, because it will heat up and can
change its properties. Nevertheless, we continue to treat
the phonons as fully dressed phonons, even in nonequi-
librium here, which is accurate for short times, and likely
to be a reasonably good approximation except for strong
or resonant THz pumping.

Hence, the electron-phonon interaction part of the
self-energy is treated at the self-consistent Born level (or
second-order perturbation theory with respect to g , per-
formed self-consistently for the electrons) where the self-
energy satisfies

Σ̄
c
el−ph(t , t ′) = i g 2τ̄3 Ḡc

loc(t , t ′)τ̄3 Dc
0(t , t ′), (2)

where τ̄3 is the z Pauli matrix in Nambu space, and
Ḡc

loc
(t , t ′) = N−1

k

∑

k Ḡc
k

(t , t ′) i.e. the nonequilibrium, two-
time, contour-ordered local Green’s function. Note that
the phonon propagator remains the bare propagator in
the theory. Multiple phonon modes are taken into account
via

Dc
0(t , t ′) =

∫

dΩα2F (Ω)Dc
0(t , t ′;Ω). (3)

Dc
0(t , t ′;Ω) is the bare propagator for a phonon with a

single mode frequency Ω [11]:

Dc
0(t , t ′;Ω) =− i

[

nB (Ω/T )+1−θc (t , t ′)
]

e iΩ(t−t ′)

− i
[

nB (Ω/T )+θc (t , t ′)
]

e−iΩ(t−t ′), (4)

where nB (x) is the Bose distribution function, and θc (t , t ′)
is the contour-ordered Heaviside function.

The electron-electron scattering part of the self-energy
is evaluated at the level of a self-consistent second-order
perturbation theory in U ,

Σ̄
c
el−el (t , t ′) =U 2τ̄3 Ḡc

loc(t , t ′)τ̄3 ×

Tr
{

Ḡc
loc(t , t ′)τ̄3Ḡc

loc(t ′, t )τ̄3
}

. (5)

This a second-order conserving approximation, as op-
posed to an iterated perturbation theory approximation.

We utilize the standard two-time Keldysh formalism.
The contour-order Green’s functions (denoted with a c

superscript) are either 1×1 or 2×2 matrices in Nambu
space [14, 15], depending on whether the solution to an
ordered state is being sought. For the superconducting
case, where we have 2×2 matrices, we find

Ḡc
k(t , t ′) =−i

〈

Tc

(

c
k↑

(t )c†
k↑

(t ′) c
k↑

(t )c
−k↓

(t ′)

c†
−k↓

(t )c†
k↑

(t ′) c†
−k↓

(t )c
−k↓

(t ′)

)〉

(6)

≡

(

Gc
k

(t , t ′) F c
k

(t , t ′)

F †c
k

(t , t ′) −Gc
−k

(t ′, t )

)

. (7)
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tmin

tmin − iβ

tmax

Figure 1 The Kadanoff-Baym-Keldysh contour [12, 13] used

in the calculations. It starts from an initial time tmin, runs to

a maximum time tmax, returns back to the initial time, and

then runs parallel to the imaginary axis a length β given by

the inverse of the initial equilibrium temperature of the system

before it is pumped tmin − iβ.

Here, the angle brackets denote a trace over all states
weighted by the initial equilibrium density matrix at an
initial temperature T : ρ(T ) = exp(−βH )/Z with β= 1/T

and Z = Trexp(−βH ) is the partition function (we set
kB = 1). In the normal state, the off-diagonal elements are
zero and the two remaining components are redundant:
thus only the (1,1) component is kept. Here, t and t ′ lie on
the Keldysh contour, and Tc denotes time-ordering along
the Kadanoff-Baym-Keldysh contour.

2.2 Numerical approach

We solve the equations of motion (on the contour, shown
in Fig. 1):

(i∂t τ̄0 − ǭk(t ))Ḡc
k(t , t ′) = δc (t , t ′)τ̄0

+

∫

c
d t̄ Σ̄c (t , t̄ )Ḡc

k(t̄ , t ′)
(8)

with the Nambu bandstructure given by the Peierls’ sub-
stitution

ǭk(t ) =

(

ǫ↑(k−A(t )) 0

0 −ǫ↓(−k−A(t ))

)

(9)

where τ̄0 is the identity matrix, ǫ↑(k) = ǫ↓(k) = ǫ(k) is the
bare bandstructure for a spin up/down electron, and A(t )
is the vector potential in the Hamiltonian gauge.

The contour equation of motion can be separated
into separate Matsubara (M), lesser (<), and greater (>)
Green’s functions, as well as the mixed real-imaginary
⌉ and ⌈ types. These each have an equation of motion,
which we list here for completeness. The equations are
solved using a large-scale parallel computational ap-
proach, as described in Ref. [16].

[

−∂ττ̄0 − ǭk(tmin)
]

ḠM
k (τ) = iδ(τ)τ̄0

−i

∫β

0
d τ̄Σ̄M (τ− τ̄)ḠM

k (τ̄), (10a)

[

i∂t τ̄0 − ǭk(t )
]

G
⌉

k
(t ,−iτ) =

∫t

tmin

d t̄ Σ̄R (t , t̄ )Ḡ⌉

k
(t̄ ,−iτ)

−i

∫β

0
d τ̄ Σ̄

⌉(t ,−i τ̄)ḠM
k (τ̄−τ), (10b)

[

i∂t τ̄0 − ǭk(t )
]

Ḡ
≷
k

(t , t ′) =
∫t

tmin

d t̄ Σ̄R (t , t̄ )Ḡ
≷
k

(t̄ , t ′)

+

∫t ′

tmin

d t̄ Σ̄≷(t , t̄ )Ḡ A
k (t̄ , t ′)

−i

∫β

0
d τ̄ Σ̄

⌉(t ,−i τ̄)Ḡ⌈

k
(−i τ̄, t ′), (10c)

Here,we typically use tmin = 0 without loss of generality.
Once the full set of time-dependent equations are solved
self-consistently, we have the time-dependent Green’s
functions and self-energies, which are employed to calcu-
late observables.

The derivation of the tr-ARPES spectra is complicated,
in general, but simplifies when one restricts to a single-
band model and employs the constant matrix element
approximation. In this case, the tr-ARPES spectra can be
computed from the probe-pulse-weighted relative-time
Fourier transform of the occupied (lesser) Green’s func-
tion [17]

I (k,ω, t0) = Im

∫

d td t ′p(t , t ′, t0)e iω(t−t ′)G<

k̃(t ,t ′)
(t , t ′).

(11)

Here, p(t , t ′, t0) denotes a two-dimensional Gaussian
probe with a probe width of σp centered at (t , t ′) = (t0, t0).
The shift in the momentum k due to the vector potential
has to be corrected via a gauge shift in G<

k
as [18]

k̃(t , t ′) = k+
1

t − t ′

∫t

t ′
d t̄ A(t̄ ). (12)

The current is computed from the density as

j(t ) = N−1
k

∑

k

∇ǫ(k−A(t )) Im G<
k (t , t ) (13)

where the derivative is taken along the field (11) direction.
Even in the superconducting phase, the (1,1) component
of the Nambu matrix is used — this gives the supercurrent
as well as the normal current.

Copyright line will be provided by the publisher 3
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3 Time-resolved dynamics of the normal

state

When Green’s functions were first introduced into many-
body physics, it was rapidly recognized that the relaxation
time to a perturbation of the retarded Green’s function
was given by the inverse of the imaginary part of the self-
energy evaluated at the pole of the retarded Green’s func-
tion that lay closest to the real axis but below it [19]. For
systems described by Fermi liquids, this was well approx-
imated by the equilibrium self-energy evaluated at the
given frequency. Since then, it has been generally believed
that the imaginary part of the self energy will continue to
govern the relaxation processes, even in nonequilibrium.
In fact, for the simplest version of an electron-phonon
coupled system, one can prove that this is the case [20,21].

It has recently come to light, that the situation in
nonequilibrium often is different from this simple behav-
ior. This arises, from a mathematical standpoint, from the
fact that one needs to examine the evolution of the elec-
tron population 〈nk〉 as a function of time, which neces-
sarily brings in the average time dependence of the lesser
self-energy, which may not behave the same way as the rel-
ative time dependence of the retarded self-energy [21, 22].
Experimentally, this has already been seen clearly, as the
decay of populations is governed by different time scales
than the widths of ARPES peaks in equilibrium [23]. That
work shows that there is a marked contrast between the
lifetime of a singly-excited electron and the decay rates of
the population. As noted above, these quantities in princi-
ple arise from orthogonal directions in the time domain
—along tave and along trel. We shall illustrate this by first
focusing on the simple case of electron-phonon (el-ph)
coupling for an Einstein mode with energy Ω, and then
including electron-electron (el-el) interactions.

3.1 Electron-phonon interactions

Let us begin by discussing the origin of the quasiparticle
lifetime in equilibrium, as given by a phase space argu-
ment. The electron-phonon coupling involves an inelastic
scattering, because phonons are created or destroyed in
the interaction, and they carry an energy Ω. Hence, elec-
trons cannot be scattered at low-energies, but must have
an energy larger than Ω in order to create a phonon and
scatter. This further implies that quasiparticles that are
excited to energies within the phonon energy Ω above
the Fermi level EF (which we call the “phonon window”)
are Pauli blocked from further scattering, and thus have
a long lifetime (narrow line width). Quasiparticles with

kF

−Ω

Ω

Equilibrium

1
τeq

1
τeq

kF

After excitation

1
τ(t)

> 1
τeq

1
τ(t)

< 1
τeq

Figure 2 Phase space restrictions on the scattering of a single

excited quasiparticle. in equilibrium (left) and after the excitation

by a pump laser pulse (right). Figure reprinted with permission

from [24] © American Physical Society.

Figure 3 tr-ARPES spectra along the zone diagonal in the nor-

mal state with a single phonon mode at Ω= 0.1 eV. The panels

are at various times: in equilibrium (a), just after the pump

(b) and long after the pump (c). Reprinted with permission

from [26] © American Physical Society.

energies above Ω have no such restriction, and thus have
a short lifetime (high scattering rate and wide line width).
This restriction is illustrated schematically in Fig. 2. In
experimental spectra, this leads to a sharp step in the line
width due to the sudden increase in the scattering rate
[Im Σ(ω)] at the phonon energy [25], as shown in Fig. 3
The sharp step in Im Σ(ω) occurs jointly with a peak in
Re Σ(ω) through the Kramers-Kronig relation, leading to a
kink in the ARPES spectrum at the phonon energy Ω, also
seen in the experimental spectrum.

The marked difference in scattering rates is also ob-
served in the population dynamics for this electron-
phonon system, although with some differences that
are unique to the nonequilibrium process. After excita-
tion with the pump laser, the populations are measured

4 Copyright line will be provided by the publisher
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Figure 4 Population decay rates obtained from single-

exponential fits. Reprinted with permission from [24] © Ameri-

can Physical Society.

and their return to equilibrium is characterized by some
single- or multi-exponential curve [23, 27–35]. Typical
spectra during and after the pump are shown in Fig. 3.
In the limit of zero pump fluence, the population decay
rates [1/τ(ω)] can be shown to approach the quasiparticle
scattering rates [26, 36] as plotted in Fig. 4. However, the
pump also modifies the distribution of electrons, which in
turn affects the interactions: the self-energy here is given
by the normal-state limit of Eq. (2):

Σ
c
el−ph(t , t ′) =

i g 2

Nk

∑

k

Gc
k(t , t ′)Dc

0(t , t ′), (14)

where Dc
0(t , t ′) is the bare phonon propagator defined

above. Thus, the interactions “know” about the distribu-
tion of the electrons through G<

k
(t , t ′). This is reflected in

the simple phase space picture through a redistribution
of the spectral weight, leading to a modification of the
scattering rates. Within the phonon window, the scatter-
ing rate increases since a larger phase space for scatter-
ing becomes available; outside the phonon window, the
opposite occurs. This is also observed in the population
dynamics —1/τ(ω) obtained from the population decay
shows a fluence dependence that agrees with the simple
picture of phase-space restriction, but with a modifica-
tion due to the pump field (see Fig. 4). This effect has
been observed experimentally in the tr-ARPES spectra of
Bi2Sr2CaCu2O8+x [37].

In addition to the softening of the step in the lifetimes
[Im Σ(ω)], the sharp peak in Re Σ(ω) is reduced, leading
to an apparent weakening of the kink at ω=Ω as shown
in Fig. 5, and observed experimentally by several groups
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Figure 5 Weakening of the electron-phonon kink due to the

pump. Reprinted with permission from [24] © American Physi-

cal Society.

[38–40]. Because the kink is historically used as a quanti-
tative measure of the electron-phonon coupling strength
in equilibrium, this softening was initially ascribed to
a dynamical decoupling of electrons from the phonons
in nonequilibrium. While it is true that a weakening of
the electron-phonon coupling strength would reduce the
kink, and one might argue such a weakening is possible
due to how the nonequilibrium electrons screen differ-
ently than the original equilibrium electrons, one must
contrast that reasoning with an exact analysis of what
happens in the Holstein-Hubbard Hamiltonian. In other
words, there is another way that the kink can be softened,
and that is via a redistribution of spectral weight (and
of electron populations) which reduce the phase-space
limitations of equilibrium. Indeed, it was shown [24, 41]
that there is a sum rule for the self-energy, and that the
zeroth moment of the imaginary part of the self-energy is
preserved out of equilibrium as long as the phonon fluc-
tuations are not changed. The perturbative form of the
sum rule reads as follows in the time domain:

ImΣ
R
el−ph(t , t ) =−g 2

[

2n

(

Ω

T

)

+1

]

, (15)

where n(Ω/T ) is the Bose function evaluated at the
phonon frequency, while the exact relation, which holds
for all cases, reads:

ImΣ
R
el−ph(t , t ) =−g 2 [

〈x2
i (t )〉−〈xi (t )〉2] , (16)

where xi (t ) is the operator for the phonon coordinate at
lattice site i in the Heisenberg representation (and is inde-
pendent of i in a homogeneous system). Hence, the the-
oretical results for the Holstein-Hubbard model directly
show the kink softening resulting from a redistribution of
the spectral weight (or equivalently the phase space for
electron-electron scattering) with the electron-phonon
coupling (as measured by the zeroth moment of the re-
tarded self-energy) remaining constant, independent of

Copyright line will be provided by the publisher 5
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the fluence, until it causes a change in the phonon fluc-
tuations as a function of time. Since the phonons are not
renormalized in the current calculations, this latter effect
never occurs.

3.2 Electron-electron interactions

The inclusion of other types of interactions reveals an
even further stark difference between equilibrium life-
times of a single excited quasiparticle and time-resolved
population dynamics [23]. The issue at hand is that there
is a fundamental difference between these quantities. A
singly excited quasiparticle has a lifetime due to its wave
function decay, which can involve scattering into another
state, or simply dephasing due to e.g. impurity scattering.
On the other hand, a macroscopic population that has
been excited due to a laser pulse has absorbed energy and
thus can only return to equilibrium if it releases said en-
ergy. In pump-probe experiments, this can happen either
through the coupling of the electron population to some
bath —the phonons —or through diffusion of the excited
population away from the excitation volume. Here, we
focus on the former. Electron-phonon interactions carry
energy from the electrons into the phonon bath, and thus
provide a path to return to equilibrium.

Electron-electron interactions, on the other hand,
maintain the energy within the electronic subsystem.
While the electrons can individually exchange energy,
their total energy remains fixed; this is an exact statement,
true for any isolated system after the pump is turned off.
This limits the action of el-el interactions to simply caus-
ing a quasithermalization at some elevated effective tem-
perature, after which the new high temperature equilib-
rium is maintained. This is where the relation between
the equilibrium self-energy and the population dynamics
completely breaks down —the self energy reflecting the
el-el interactions is still present, albeit at a higher temper-
ature, yet the population is not returning to the original
equilibrium.

In real systems, both el-el and el-ph scattering are
present. This combination causes a complex dynamics
where the two interactions each push towards its indi-
vidual final state —equilibration at the current energy
within the electrons (for el-el) and equilibration with the
phonons (for el-ph). Since el-ph scattering is responsi-
ble for carrying energy out of the electronic subsystem,
and since it does so in finite quanta, the phase space re-
strictions discussed above leave an imprint on the pop-
ulation decay rates. This can be seen in Fig. 6, where the
decay rates are shown for various strengths of el-el scat-

0 1 2 3 4 5 6 7

QP Energy E [Ω]

0.00

0.05

0.10

0.15

0.20

/
(2
τ)

 [
Ω

]

U2 =0.000

U2 =0.005

U2 =0.022

U2 =0.030

U2 =0.040

Figure 6 Decay rates of a system with el-el and el-ph scatter-

ing for various values of the el-el coupling strength U (repro-

duced from Ref. [37]).

tering. The step in the decay rates at the quasiparticle
energy E =Ω seen in the case with only el-ph coupling
remains even as the el-el interactions are turned on, even
to the point where the total interaction energy for el-el
scattering outweighs the el-ph scattering. This prediction
was recently confirmed in time-resolved experiments on
Bi2Sr2CaCu2O8+x [37].

Finally, it is important to discuss the question of the
applicability of a hot-electron model. An exact analysis
of the equation of motion for electron populations shows
that once one uses a single distribution function for the
lesser Green’s function and the lesser self-energy, then the
population no longer evolves with time [21]. The distribu-
tion doesn’t even need to be an equilibrium one. This im-
mediately shows that a hot-electron model can never be
employed exactly in describing population dynamics, be-
cause it has the distribution function for equilibrium, but
with a time-dependent temperature. Unfortunately, the
exact dynamics precludes such behavior. Instead, the dis-
tribution functions for the Green’s function fG and the self-
energy fΣ both evolve distinctly from one another, even
though they remain close. This is shown in Fig. 7, where
we plot the distribution function for the lesser Green’s
function, for the lesser self-energy and their ratio for an
electron-phonon coupled system that is relaxing in the
long-time limit after the pump has been applied [22].

So, given this complicated behavior in nonequilibrium,
one may ask just what is it that does determine the relax-
ation rate? It turns out, empirically, that the result is close
to the imaginary part of the self-energy, but somewhat
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and self-energy. Reprinted with permission from [22]

different, and so far, no one has determined the appro-
priate way to directly derive what the relaxation rate is.
Using numerical data for the full solution, we extract the
relaxation rate for an example and plot it in Fig. 8. One can
see that is closely resembles the self-energy both in shape
and magnitude, but also differs from it in important ways
(particularly in not having the large peaks and in having
more structure at low frequencies).
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Figure 8 Approximate relaxation rate extracted from the
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been applied.The equilibrium electron-phonon self-energy is

shown for reference. Reprinted with permission from [21].

4 Time-resolved dynamics of the

superconducting state

Moving to the superconducting state, we now solve the
equations of motions allowing for a finite off-diagonal
or “anomalous” component. The equations of motion
are otherwise equivalent, with a 2×2 matrix in Nambu
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Figure 9 Superconductivity as a function of the constant phase

shift A0 illustrating the supercurrent and the anomalous density

nsc (t = 0).

space representing the Green’s function for each t , t ′ on
the contour.

We first demonstrate that a superconducting solution
is achieved by illustrating the dependence of the solu-
tion and the current on the vector potential A(t). In the
absence of any superconductivity, there should be no ef-
fect of a time-independent A0, because that vector po-
tential corresponds to zero electric field. Fig. 9 shows
a constant current proportional to the vector potential
as long as the anomalous density is not affected, and
a drop in the supercurrent once it does (we define the
anomalous density as the analogue of the normal density,
nsc(t ) ≡−i

∑

k F<
k

(t , t )).

Similarly, a brief applied electric field should lead to a
supercurrent that remains present after long times. Fig. 10
shows the effect of a brief electric field pulse. In the nor-
mal state, a field pulse leads to a current that decays to 0
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after some time. When superconductivity is present, both
a normal and a supercurrent are generated. The normal
current decays, leaving behind the supercurrent. In fact,
our results show that the remaining supercurrent is equal
in magnitude to that obtained from the approach above,
where a constant vector potential shift is included. Finally,
in the absence of any interactions, the system is a perfect

conductor, and the induced normal current remains for
all time.

4.1 Higgs or amplitude oscillations

We next consider the single-electron spectra, shown in
Fig. 11. Panel (a) shows the normal state spectrum for a
coupled electron-phonon system, with the kink at Ω= 0.2
eV clearly visible. Panel (b) shows the spectrum in the
superconducting state. The spectral weight at the Fermi
level has pulled back, indicating the opening of a gap. At
the same time, the kink has shifted down in energy by the
magnitude of the gap ∆, and a shadow band has appeared.
After applying a pump, as shown in panel (c), the spec-
trum looks more like the normal state —the features that
indicate the presence of superconductivity have all but
disappeared.

However, the superconductivity has not entirely been
eliminated. This can be observed by considering the
anomalous density which is plotted in Fig. 12(f). The
anomalous density is reduced, but remains finite after
the pump. The anomalous density also shows oscillations

after the pump, which are reflected in the snapshots of the
tr-ARPES spectra (Figs. 12b-e). These oscillations occur at
a frequency ω= 2∆(∞), where ∆(∞) is the remaining su-
perconductivity after the pump [43]. These are known as
Higgs oscillations, and arise from the amplitude mode of
the superconductor. They have been the subject of many
studies using single-time BCS theory (see e.g. [43–50]),
but were discovered here in a fully dynamical system.

The oscillations are present throughout the spectrum,
and can be obtained e.g. through an analysis of the spec-
tral weight above the Fermi level, or through the position
of the EDC maximum along some k [42]. In either case,
we can perform a fluence dependence analysis. A lower
fluence causes less melting of the SC order, leading to
a larger ∆(∞) and faster oscillations. Fig. 13 shows the
approach where the EDC maximum is analyzed and plot-
ted as a function of time. As expected, the oscillations
show a dependence on fluence (here represented by elec-
tric field amplitude), where the oscillations speed up at
lower fields. The tradeoff is that the amplitude also de-
creases. From here, it can also be seen that it is critical
that some superconductivity remains after the pump to
observe this phenomenon —if no SC is left, the oscillation
frequency goes to 0. Hence, the effect is wiped out once
the fluence becomes too high. These oscillations have
been observed recently using time-resolved THz transmis-
sion experiments [51] but tr-ARPES has not yet achieved
a similar observation. This might be due to a difficulty in
finding the proper fluence to see the Higgs oscillations.
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4.2 Light-enhanced superconductivity

Recently, experiments have suggested that pump pulses
can be used to enhance the critical temperature of a su-
perconductor in two quite different systems: the high-TC

cuprates and K -doped C60 [52, 53]. The stated explana-

tion for this effect lies in non-linear phononics, where a
resonantly excited phonon mode causes a non-oscillatory
displacement in another mode. The second, displaced
mode causes some effect on either the electronic struc-
ture or the pairing interactions, leading to an enhanced TC

[54]. Here we consider the former mechanism and model
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the change in the electronic structure by a decrease of the
hopping amplitude. This leads to an enhanced density
of states at the Fermi level, which in equilibrium would
give an enhanced critical temperature [55]. We consider
short and long ramp-down of the hopping interaction,
and study the effect on the system [56].
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Figure 14 Order parameter ∆(t ) during a short ramp (3 fs, light

colors) and a long ramp (100 fs, dark colors). For comparison,

the solution of a simple BCS model is shown with dashed lines.

The equilibrium value of the gap for the final hopping parameter

is shown as an arrow on the right side of the plot. Reprinted

with permission from [56] © American Physical Society.

Fig. 14 shows the effect of the changing bandwidth on
the superconducting gap ∆(t). For both long and short
ramps, a marked increase in ∆(t ) is observed, with a much
faster increase for the short ramp. After the ramps, ∆(t)
continues to increase until it reaches its equilibrium value,
shown as arrows on the right side of the plot. In some
cases, damped Higgs oscillations can also be observed.
One particular observation is that the rate at which∆(t ) in-
creases depends linearly on the initial ∆(t = 0). The figure
also shows a comparison to a Bardeen-Cooper-Schrieffer

(BCS) model with equivalent ∆(t = 0) and ∆(t =∞). The
BCS model agrees mainly at short times, when the overall
dynamics are captured by the changes in the coherence
factors. The long-time behavior, where dissipation starts
to play an important role is not captured by BCS.

5 Summary

In this work, we have summarized a series of papers
which shed light onto tr-ARPES experiments using a
pump/probe excitation and detection scheme. We found
that the thermalization of the combined electron-phonon
system is complex and not simply governed by quasiequi-
librium relaxation rates. We also showed how spectral
weight distributions affect the “phonon window effect”
and the kink feature in the normal state. Finally, we exam-
ined a number of features in the superconducting state,
including Higgs (amplitude-mode) oscillations and light-
enhanced superconductivity. This work has only touched
the tip of the iceberg in determining the behavior of these
complex systems. Major open problems include questions
such as the following: (i) how does the long-time relax-
ation change when the finite heat capacity of the phonons
is taken into account? (ii) what happens to the self-energy
sum rules in the superconducting state? (iii) what effect
does order parameter symmetry have on the nonequilib-
rium properties of a superconductor? (iv) how can one de-
termine microscopic relaxation rates from a semi-analytic
theory? and (v) what do these nonequilibrium measure-
ments tell us about equilibrium?

We hope that the field will engage in these open ques-
tions and work on answering them in the near future. We
also look forward to more surprises coming from exper-
iment which will need increasingly more detailed and
materials-specific theory to be able to describe the phe-
nomena.
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