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Abstract—Fast and precise fault categorization, location esti-
mate, and fault detection are crucial because persistent faults
can interrupt the power supply. The power outage zone will
extend to nearby areas after the fault incident. Accurate and
prompt fault identification is required for a power system to
return to a healthy state. Protection, fault detection, diagnosis,
identification, and localization are essential for efficient working
of power system. Transmission line(TL) extensions are necessary
due to rising industrialization and power demand, which greatly
increases the complexity of the power system network. Analysis
of faults in this intricate network becomes challenging. This
paper reviews the latest machine-learning methods used for the
identification and classification of faults in power systems.

Index Terms—Fault Detection (FD), Power Systems, Machine
Learning

I. INTRODUCTION

LECTRICITY has become an essential aspect of our

daily lives, powering our modern society. An electrical
power system can be divided into generation, transmission,
and distribution [1]. The power system network is becoming
increasingly complicated and vulnerable to electrical failures
or disruptions due to the rising demand for electricity [2].
Transmission lines (TL), which are open to a variety of
environmental factors as well as animal or human contacts,
account for 80% of the faults int the network [3,4]. Short
circuit (SC) problems account for most of the transmission
line faults [5]. The daily operation involves dealing with
several different kinds of SC faults, which can be sorted
into symmetrical and unsymmetrical problems. Triple line to
ground (L-L-L-G) and triple line (L-L-L) faults are examples
of symmetrical faults that preserve the system’s balance. Even
though they have a low chance of occurrence, they are the
most extreme kind of short-circuit faults due to their significant
effects and potential for equipment damage. The double line
to ground (L-L-G), line to ground (LG), and line-to-line (L-L)
faults are the asymmetrical or unbalanced faults which cause
an imbalance in the electricity system during the fault. Despite
being less severe than balanced ones, single line to ground
faults give have a higher probability of occurrence [6]. The
voltage and current signals of a three-phase TL diverge from
their reference values during a fault, which can have disastrous
effects if they are not corrected in a timely manner [7]. As a
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result, fault analysis has developed into an important research
platform for power engineers.
The main objectives of fault-detection methods [8] are :

1) fault classification, which involves being able to recog-

nise the fault type and also phase with the fault, and

2) fault location, which involves being able to precisely

estimate the length of a TL along which the fault has
occurred.

Single-line techniques may achieve both objectives, while
power system fault-diagnostic techniques only yield estimates
of the faulted parts [9]. Feature extraction is commonly
used in fault detection and diagnostic techniques to combine
the pertinent and essential data from the raw signals. The
post-fault transient voltage or current signals in TL faults
contain the crucial fault data [10]. Due to their precision and
speed, modern fault diagnosis approaches based on signal
processing and machine learning tools have gained popularity.
Machine learning (ML) techniques lessen reliance on previous
expert knowledge and get around the drawbacks of traditional
expert systems. Their strong generalisation capacity, which
allows them to apply the discovered patterns to new data
samples, enables the power system to work well for unseen
data as well. Since it is frequently hard to train for every
single possible fault circumstance, the generalisation ability
is very helpful for fault-diagnosis issues [11].The paper
summarizes on the feature extraction methods for analyzing
the fault signals and also discusses the latest machine learning
methods that are used in fault diagnosis.

An overview of defects and fault categorization in transmis-
sion lines is given in section I. Section II describes the various
feature extraction approaches used in identifying and cate-
gorising defects. The machine learning techniques are briefly
described in Section III. In-depth analysis and comparison of
current ML techniques for the detection, categorization, and
localization of transmission line faults are covered in Section
IV. The paper concludes with identifying the drawbacks and
challenges of the methods developed.

II. FEATURE EXTRACTION

Fault signals in transmission lines can be classified as :
1) Three Phase to Ground Fault



2) Three Phase Fault

3) Double Line to Ground Fault

4) Line to Line Fault

5) Single Line to Ground Fault and,
6) System with no fault

Figures (1-12) show an example of the current waveforms
when the system experiences various fault connections, where
A, B, and C represent each of the phases. This shows that
during a fault event, the current is very large for a short amount
of time.

The fault categorization technique is separated into three
steps. First, the signal analysis method is used to process
the voltage and current defect signals. Second, the properties
of the processed signals are retrieved. The trained model
receives the characteristics, and the classification outcomes are
then obtained. To analyse voltage and current fault signals,
the S-transform (ST), Wavelet Transform (WT), and Fast
Fourier Transform (FFT) are used. The characteristic used
for classification is typically one or more characteristics of
the fault signals. The fault classifier uses supervised learning
methods for the categorization [12].

Although Discrete Wavelet Transform (DWT) has superior
time-frequency resolution, both DWT and ST are very effec-
tive signal processing methods for extracting characteristics
from fault signals. Due to the enormous number of features
that DWT and ST both produce, they must be efficiently
merged in order to decrease the amount of features without
sacrificing the information about defects. For fault analysis,
various metrics from the DWT coefficients are used [13].

Fig. 1: System with no Fault

Fig. 2: System With ABC-G Fault

Fig. 3: System with ABC Fault

With a rise in signal frequency, DWT’s time-frequency
resolution falls off. Wavelet Packet Decomposition (WPD)

Fig. 4: System with AB-G Fault

Fig. 5: System with AC-G Fault

Fig. 6: System with BC-G Fault

Fig. 7: System with AB Fault

Fig. 8: System with AC Fault

Fig. 9: System with BC Fault

Fig. 10: System with A-G Fault



Fig. 11: System with B-G Fault

Fig. 12: System with C-G Fault

improves the time-frequency resolution of DWT for higher
frequency signals, making it a useful signal processing method
for isolating features from transients. A travelling wave
method based on WPD was used in [14] to locate lightning-
induced faults. The strength of WPD values at each node in
a series compensated line is taken as a feature for training
support vector regression to assess the position of the defect
[15], even though the results of just two fault locations are
given in this study.

It is thought that Shanon’s entropy with the WT provides
an efficient way to express the features [16]. The concept of
turning signals into visual cues has attracted a lot of attention
since it might be used to implement modern fault analysis jobs
[11,12]. The data can be represented graphically, which reveals
more expensive defect features and supports the generalizabil-
ity of classification performance. The characteristics of the
fault signals were extracted using the Hilbert Huang Transform
(HHT) in [12]. This was used to eliminate the challenge of
selecting a suitable mother wavelet for a WT.

III. MACHINE LEARNING METHODS

Machine Learning (ML) methods can be classified as su-
pervised or unsupervised learning methods. In supervised
learning, the ML task assigns each input value to the required
class label [17]. Supervised learning algorithms are generally
classified into regression and classification. In unsupervised
learning, ML models find the hidden patterns and perceptions
from the given data by themselves. Some of the popular un-
supervised learning algorithms are K-means clustering, KNN,
Hierarchical Clustering, Principal Component Analysis (PCA),
Singular Value Decomposition (SVD), Neural Networks etc
[18].

IV. RECENT DEVELOPMENTS IN FAULT CLASSIFICATION

A basic methodology of fault analysis using any ML method
is as shown in Fig.5 The transmission line is modelled based
on the real system parameters and the environmental condi-
tions for fault analysis. The fault is generated in the system.
A, B, C, and G are used to represent the three phases and
the ground. For feature extraction, the data gained from fault
production is employed. A ML model is trained and tested

Transmission Line Modelling

Fault Signal Generation and
Data Collection

Feature Extraction

Classification of faults using
anv ML Method

Fig. 13: Basic Methodology for Fault Analysis

using the features that were gathered, and it then accurately
categorizes the fault. A large transient current is generated in
the system when a fault occurs. This current waveform exhibits
higher frequency over a brief period of time.

With the help of this data extraction, we could get the
features required for ML model.

For the detection, classification, and estimation of fault
location at any random position on a transmission line for both
type of low and high fault impedances, Bikash et al [19] used
Wavelet Packet Entropy (WPE) and an Radial Basis Function
Neural Network (RBFNN). RBFNN’s output layer outputs for
classification and estimation of fault location, while its input
layer has 12 inputs. The activation function has been proposed
to be the Gaussian radial basis function. About 98% of faults
were correctly classified. However, one of the single line (A-
G) faults had an accuracy of roughly 93%, and for other faults
as well, the accuracy varied from fault to fault.

P.Balakrishnan et al [13] introduced a DWT based algorithm
for overhead lines. DWT was employed with ”db6” as the
mother wavelet. A ground threshold value served as the basis
for the classification procedure. Issues can be discovered by re-
ceiving fault information along the entire transmission system,
from the regional terminal end to the initial terminal end. All
eleven categories of TL faults were detected, classified, and
located using DWT to identify the signal, extract the detail
coefficient, and then locate the faults. The threshold value used
for classification varies with different systems.

Shahriar et al [20] offered an unsupervised framework based
on a Capsule Network (CN) for identifying and categorising
TL defects. It was done using a sparse filtering extension to
CN. By actively learning the critical defect characteristics,



Author

Publication

Method Used

Results & Accuracy

Bikash Patel et al [19]

Electric Power
Components and Systems

Wavelet Packet Entropy
and RBFNN Based

About 98% accurate
in fault identification and
Error in fault
localization about 0.2%

Fault Detection Time - 1.4s

99% against noises,
and 97% against
the high impedance faults and
line parameters variation

Deep neural networks
- 98.33% and QARMA
- 98% Accuracy

Cannot be applied for
complex networks

Average error in
fault location is 0.215

Classification accuracy for
SW-ELM :98.22%
SG-ELM:98.16%

Accuracy varies between
98% and 99%
under varoius conditions

99% accuracy
Accuracy 99.52%

Accuracy 95% ,
but drops with noise

Accuracy - about 95% ,
low accuracy for L-G
fault detection

Accuracy-About 97%
Accuracy-99.90%

P.Balakrishnan et al [13] IJEAT Discrete Wavelet Transform
Shabriar Rahman et al [20] Elsevier Capsule Network Sparse Filtering based
Daniel Gutierrez-Rojas et al [21] Springer DFT for preprocessing
Pathomthat Chiradeja et al [22] 1IEEE Discrete Wavelet Transform
Nguyen Nhan Bon et al [23] IJEAT Hybrid of Wavelet Transform,GoogLeNet and CNN
Yann Qi Chen et al [10] IEEE SW-ELM,SG-ELM based
Mou Fa Guo et al [12] IEEE Hilbert Huang Transform and CNN
Fezan Rafique et al [24] Elsevier LSTM based
Praveen Rai et al [25] Elsevier CNN
Ji Han et al [26] IEEE Improved CNN
Yanhai Wang et al[27] Elsevier Image based SVM classification
Arash et al[28] Elsevier C-LSTM based
Yanhui Xi et al[29] Elsevier SA-MobileNetV3 based
Muhammad Sarwar et al [31] Elsevier PCA, FDA and SVM based

PCA - detect fault,
FDA - isolate fault,
easy classification of HIFs

TABLE I: Comparison of Recent Methods

the capsule network with sparse filtering (CNSF) improves
model performance without needing a substantial amount of
information. The proposed technique acquires cycle post-fault
three-phase data and decodes it into a single image, which
is the feed of the considered CNSF model. Four distinct
topologies were used to support the proposed CNSF model’s
efficacy. But it was not consistent in the analysis because of the
diversity in transmission line topologies, system parameters,
and operating conditions.

Daniel ef al [21] studied a fault selection system for double-
circuit transmission lines using various learning techniques.
The suggested method preprocesses the transmission line’s
raw data using the Discrete Fourier Transform (DFT) before
feeding it to the learning algorithm, which uses a training
period to identify and categorise any faults. Then, using
simulations, the effectiveness of various machine learning
algorithms was numerically compared. In the comparison, an
accuracy of 98.47% was found to be achieved by an artificial
neural network (ANN). The ANN method’s shortcomings

include its inability to produce results that can be explained
and its lack of robustness to noisy measurements.

Pathomthat et al [22] analysed faults in a transmission line
and high voltage capacitor banks using DWT. The findings
showed that when compared to failures occurring in a capacitor
bank, the features of system parameters in the event of
transmission line faults are distinct. DWT was also used to
resolve the disagreement between system characteristics in
cases when failures occurred in both a single capacitor bank
and two capacitor banks linked in a back-to-back topology.
But the method cannot be applied to complex networks.

Nguyen et al [23] created a hybrid approach based on
machine learning (ML) techniques to recognise, categorise,
and find electrical defects on transmission lines. First, charac-
teristics from the current or voltage signals were extracted
using the WT approach. Eleven coefficients were created
by decomposing the extracted signals. The data of various
fault kinds were transformed to an RGB image, and these
coefficients were calculated according to the energy level.



Second, the fault is classified using the GoogleNet model,
and the fault’s location is suggested using the Convolutional
Neural Network (CNN) method.

Summation-Wavelet Extreme Learning Machine (SW-ELM)
is a ML method that incorporates feature extraction in the
learning process, was used by Yann Qi Chen et al [10] to offer
an integrated framework integrating fault classification and
location. Additionally, the summation-Gaussian extreme learn-
ing machine (SG-ELM), which was proposed and successfully
applied to transmission line fault diagnosis, was developed
as an extension of the SW-ELM. Due to its comprehensive
self-learning capabilities and lack of ad hoc feature extraction
requirements, SG-ELM may be deployed with the least amount
of expert subjectivity. But it was unaffected by changes in the
fault inception angle.

The HHT band-pass filter was used by Mou Fa Guo et
al [12] to create the time-frequency energy matrix from
recorded fault waveform. For fault classification, a CNN based
technique for image similarity identification is utilised. The
nonstatonary and nonlinear signal can be analysed using the
HHT. The Hilbert transform and the empirical mode decom-
position (EMD) are its two component phases. The original
fault voltage and current signals are divided into a number
of Intrinsic Mode Functions (IMF) using the EMD. Then,
each IMF is subjected to the Hilbert transform, yielding the
time-frequency plot of the fault signals.However, accuracy is
poor for B-G faults in noisy environments. Additionally, the
distribution generator access affects the accuracy rate for two
phase short circuits.

Fezan et al [24] suggested a technique that uses Long Short
Term Memory (LSTM) units acting directly on operational
information rather than characteristics. The method employs
the temporal sequence of the operational information of the
power network to build an “end to end” model. End-to-end
learning eliminates the requirement for time-consuming fea-
ture extraction by learning directly from the labelled datasets.
This quickens decision-making.

Use of Distribution Generators (DG) has been increasing
in the distribution systems, which results in conventional
methods of relaying operations not suitable for changing fault
current levels. In [25], Praveen et al customised CNN for
fault classification in the distribution networks with DGs.
The developed model doesn’t need any preprocessing, which
makes it efficient during the testing period.

Ji Han et al [26] suggested an unique diagnosis model
for power systems to reduce the need for constant model
modification effort when the system topology changes. The
gradient similarities among the multichannel electrical signals
were first converted to the visible similarity pictures, which
were then given to the neural network. This data preprocessing
method uses gradient computation and similarity evaluation.
Then the CNN used Spatial Pyramid Pooling (SPP) and
Hashing Classifier (HC). Even when there are topological
changes in the power systems, the fault-diagnosis model’s
structure can be kept constant with the help of the SPP and
HC approaches. But the accuracy seems to drop with noise.

Yanhai Wang et al [27] used a quality-aware fine-grained-
based image classification for transmission line fault detection.
This method was used to detect the fault zone. The technique
uses wavelet-based support vector machines and quality-based
discriminative feature extraction to extract the characteristics
of line currents by leveraging Fast R-CNN-based image sam-
ples decomposition, where the quality module is used to select
the most discriminative regions. The retrieved features are then
used to train an SVM to identify the issue. The suggested
method didn’t work well for the L-G fault.

Frequency Response Analysis (FRA) was used by Arash et
al in [28] to assess the effects of impedance and to identify the
fault location when a fault occurs. Since the interpretation of
FRA is weak, Convolutional Long Short Term Memory was
proposed to extract the features of frequency response curves
for each fault.

Yanhui Xi et al developed a fault classification method
based on SA-MobileNetV3 [29]. The method is similar to
image recognition. The three phase current and voltage signals
are transformed into two dimensional images based on Contin-
uous Wavelet Transform (CWT). Then the proposed method
is used in classifying the faults.

Apart from the above discussed faults, High Impedance
Faults (HIF) occur in TLs. They are caused when a con-
ductor comes in contact with trees or can be due to broken
conductors. These kinds of faults can inflict fire risks and
also electrical shocks that may endanger the lives of living
beings [30]. In [31], Sarwar er al suggested methods that
use the information from voltage and current sensors to
accurately detect and isolate HIFs in distribution networks.
These information based techniques used for detection were
PCA, Fisher Discriminant Analysis (FDA), and Support Vector
Machine(SVM). PCA was able to successfully detect HIFs,
while FDA was able to classify/locate HIFs.

V. CONCLUSION

The paper analyzes various ML methods for fault detection
in power systems. Accurate classification of faults in trans-
mission lines using WTs requires varying their parameters
according to the power system topology. And also, there is a
need to choose appropriate mother wavelet analysis whenever
the fault is needed to be analysed. Mostly daubechies or
Morlet wavelet are chosen as the mother wavelet for the
analysis. This lead to the need for a more generalized fault
classification . Machine learning methods were employed due
to their generalization property after training from a larger set
of data values. The data for training the model were obtained
by preprocessing the signal. The features can be extracted by
using any of the signal processing methods such as WT, FFT,
HHT etc. Some methods use the energy values from the faulty
signals to convert them into a proportional pixel value,where
these image matrices are used as features for fault analysis.
Even though classifications with high accuracy are obtained
through these models, the methods so far don’t consider the
interdependency between the networks when analysing the
faults that occurred. Certain faults occur for a very short period



of time and doesn’t affect the performance of systems. The
fault time should also be considered for further studies.
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