
Vol.:(0123456789)1 3

Human-Centric Intelligent Systems (2022) 2:31–43 
https://doi.org/10.1007/s44230-022-00002-2

REVIEW ARTICLE

Review on Pneumonia Image Detection: A Machine Learning 
Approach

Amer Kareem1   · Haiming Liu1 · Paul Sant1

Received: 25 November 2021 / Accepted: 5 February 2022 / Published online: 4 May 2022 
© The Author(s) 2022

Abstract
This paper surveys and examines how computer-aided techniques can be deployed in detecting pneumonia. It also sug-
gests a hybrid model that can effectively detect pneumonia while using the real-time medical image data in a privacy-
preserving manner. This paper will explore how various preprocessing techniques such as X-rays can detect and classify 
multiple diseases. The survey also examines how different machine learning technologies like convolution neural network 
(CNN), k-nearest neighbor (KNN), RESNET, CheXNet, DECNET and artificial neural network (ANN) can be used in 
detecting pneumonia disease. In this article, we have performed a comprehensive review of the literature to find how we 
can combine hospitals and medical institutions to train the machine learning models from their datasets so that the ML 
algorithms can detect disease more efficiently and correctly. We have proposed the future work of using transfer learning 
combined with federated knowledge that could help the medical institutions and hospitals form a combined approach of 
performing medical image detection using real-time datasets. We have also explored the scope, future work and limita-
tions of the proposed solution.

Keywords  Machine learning techniques · Pneumonia detection · CNN · Chest X-ray · Transfer learning · Federated 
learning · k-Nearest neighbors (KNN) · Artificial neural network (ANN) · DECnet

1  Introduction

The number of individuals suffering from pneumonia is 
approximately more than 450 million a year [1]. It is 7% of 
the overall population around the globe. Each year more than 
four million people die from Pneumonia [2]. Pneumonia dis-
ease is prevalent among young children below 5 years old 
[3]. According to the report released by "our World in data" 
[4], children below five have the highest death rate caused 
by pneumonia (Fig. 1). In 2017, 808,920 children died due to 
pneumonia, and this figure is 16 folds more than the deaths 
caused by cancer a year and ten folds higher than people 
who died from HIV.

According to the report released during World Pneumonia 
Day, it is estimated that more than 11 million infant children 
below the age of 5 years are likely to die from pneumonia 
by the year 2030 [5]. In the early nineteenth century, pneu-
monia was considered one of the significant causes of death 
amongst people.

In the past, medical doctors relied on several methods 
such as clinical examination, medical history, and chest 
X-rays to diagnose patients suffering from pneumonia. 
Nowadays, Chest-X-rays have become increasingly cheaper 
due to rapid advancements in technologies such as bio-
medical equipment. The Chest X-ray is commonly used in 
detecting pulmonary diseases like pneumonia. The problem 
of lack of experts can be addressed through the use of dif-
ferent computer-aided diagnosis techniques. Technological 
advancements in artificial intelligence (AI) have proven to be 
helpful in the diagnosis of disease. For instance, techniques 
like CNN are utilised for classifying Chest-X-rays in order to 
determine whether pneumonia is present. Some of the excit-
ing research has been done in areas like abnormal-patterns 
detection [6–13], biometric recognition [14, 15], trauma 
seriousness valuation [16–19], accident prevention at the 
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airport [20], predicting efficiency in information using ANN 
[21] and diagnoses of bone pathology [22]. However, the 
higher divergence in the image features impacts the retrieval 
accuracy [1].

1.1 � Scope and Motivation

This review paper is inspired by machine learning methods 
that can promise an effective pneumonia image detection. 
While considering the ML techniques, the primary concern 
is the datasets. Lab-based data is always limited; therefore, 
there is a need to have realtime data that is always sufficient 
and remain updated with the ML for practical training. Hos-
pitals and medical institutions are unable to share data due to 
GDPR [23]. In one of the reports by Digital health records, 
24.3 million image data have been found compromised by 
cyber-attacks [24]. In this review paper, we have examined 
the number of ML techniques that have been used by the 
researcher as state of the art for effective medical image 
detection and image data security.

The review paper is based on the below problem 
statements:

•	 Medical images are complex and heterogeneous com-
pared to standard images; therefore, it is challenging to 
propose an effective model with restricted data availabil-
ity [25].

•	 The lab-based datasets are limited to training the effec-
tive ML model [26].

•	 The heterogeneous nature of the medical images makes 
it harder to train the ML model from lab-based datasets.

•	 Understanding the medical image patterns is challenging 
for researchers [27].

•	 The use of real-time data can help to improve the model. 
However, data sharing for hospitals and medical institu-
tions is challenging [27]. phase.

2 � Literature Review

Artificial intelligence techniques can be used to diagnose 
various diseases such as pneumonia [28]. Research has 
been done by using multiple methods of machine learning 
techniques for detecting medical diseases. In this section, 
we have illustrated the work done in the field of medi-
cal image detection. We have reviewed the finding based 
on strengths and limitations. Concerning medical image 
detection, various datasets have been used to build up an 
effective model.

2.1 � Deep Learning Methods

Medical image detection is a complicated task; there-
fore, an effective approach is needed. Deep learning is 
one of the techniques that can be used for the training of 
medical image datasets. In the study, deep learning model 
of RestNet-101 and RestNet50 was used for pneumonia 
detection [29]. While considering these techniques, it 
has resulted in different results based on individual fea-
tures. Therefore, to compensate this difference, an effec-
tive deep learner strategy was introduced that involves the 
combination of these techniques. In this study, dataset of 
14,863 X-ray images was used and the achieved preci-
sion is 96%. Although the model output good precision, 
however it possesses limitations due to the complexity of 
combining the RestNet models that can effect the precision 
when larger dataset is considered in a real time scenario. 
The experiment was performed to demonstrate how deep 

Fig. 1   This figure shows the 
number for causes of death in 
the Children under the age of 5 
during 2017. It shows the pneu-
monia has the highest number 
of deaths in contrast to other 
common diseases
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learning models can diagnose diseases [3]. In this case, 
the deep neural network was used to aid in diagnosing 14 
diseases. The ChestXray14 database was used and trained 
with DenseNet and reduced pairwise error to relate their 
outcomes in diagnosing diseases. The architecture was 
developed to help in detecting and classifying diseases 
using multilabels. In addition, the cascade network aided 
in making all possible predictions by comparing several 
previous levels, which are used as inputs in each succes-
sive level in the Cascade network. The level-6 cascading 
network was used in both PWE loss and cross-entropy. The 
study results indicated that the Cascade network helped in 
increasing the performance classifiers. The use of DenseN-
ets has produced positive outcomes that include reducing 
the gradient problem, reinforcing the features propagation, 
and reducing the parameters. However, this model is not 
capable of modelling the inner class.

2.1.1 � Artificial Neural Network

Artificial neural network (ANN) effectively detects and 
diagnoses various chest diseases like breast cancer, tuber-
culosis, and pneumonia infection [30]. Different preprocess-
ing techniques was used to eliminate any irrelevant data. 
Strategies for enhancing the imaging process was used, 
including Equalisation of the histogram and image filtering. 
These techniques are crucial in reducing noises and bringing 
images into sharper focus, thus promoting easy detection of 
pneumonia. Lung segmentation is an important area of inter-
est in diagnosing pneumonia infection. Various diagnostic 
features like perimeter, areas, irregularity index, equal diam-
eter, and statical methods like standard deviation and entropy 
were extracted and used to classify the images obtained to 
help detect the presence of pneumonia. The neural network 
is used in categorising images to assist in detecting lung dis-
eases. The dataset used in this study was obtained from 80 
patients. The feed-forward neural network helped to attain 
an accuracy of 92%. However, if changes were made in the 
position and size of CXR, the accuracy of results obtained 
declined significantly. Although the study suggests the use of 
pattern recognition techniques works well in medical image 

detection that includes chest diseases, the proposed method 
has limitations that include the alteration in the size and 
positions of chest x-ray image, which results in ineffective 
detection. Therefore, while considering this drawback, it is 
essential to devise a neural network model capable of detect-
ing any changes in the size and structure of the images.

2.1.2 � Conventional Neural Network

Medical image classification follows complex patterns rec-
ognition; therefore, a highly effective ML model is needed. 
To make it possible, deep learning plays an important role, 
and among them, CNN is one of the effective approaches 
for pattern recognition due to its layering topology. CNN 
structure is highly dense that consists of a stack of layers 
with its heights, widths, and depths. The depth also allows 
sharing weight [31]. CNN is trained by providing the input, 
and the various parameter is learnt to define the individual 
output. The idea of using the CNN approach is to limit the 
network distinctions between the predicted and actual out-
comes (Fig. 2). The below figure demonstrates the architec-
ture of the CNN model.

The study [32] shows that X-ray images are very effec-
tive in detecting and identifying the presence of diseases 
such as lung cancer. The study was followed in two steps: 
sequencing an image processing method to remove noise and 
reduce the area of concern, one nodule suspected of occu-
pying space of 65 × 65 square. The squared pixel obtained 
was considered as the device's data. The intensity of pixels 
obtained was collected in a file. The next stage involved 
training the system. The database was grouped into vari-
ous distinct categories, and the information obtained was 
utilised in training and checking the process. Following the 
second step, the researchers used CNN to examine pixels 
and numerical feature-based inputs. When the pixel-based 
method was used, an accuracy rate of 96% was attained, 
and an 88% accuracy rate was achieved when the feature-
based technique was considered. Although the use of pixel-
based and feature-based techniques has produced effective 
results, however, when it comes to the ML model to deploy 

Fig. 2   This figure displays 
convolutional neural network 
(CNN) architecture [32]. The 
process of data input and output 
is followed across series of 
layering topology where each 
set of layers perform its task. 
Feature map layers perform fea-
ture engineering and filter map 
perform filtration of data
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in real-time, it has limitations while considering that these 
methods have drawbacks of ignoring the feature dependen-
cies. The primary reason for this involves the lack of interac-
tion with the classifiers. Therefore, this method can cause 
feature selection issues in terms of ranking where it becomes 
harder to decide the exact selection of features and ignore 
the noise.

The CNN technique was applied for performing diagnos-
tic of thorax X-rays [33].

Thorax is a type of disease that affects small localised 
areas. The poor alignment of CXR occurred due to the fail-
ure of network performance. The study proposed a three-
branch AG-CNN framework that is crucial in avoiding noise 
and improving alignment from various regions infected by 
the disease. In addition, it integrates global branches to help 
in minimising local chapters in the lost discriminatory signs. 
The use of chestXray-14 datasets has enabled us to under-
stand various regions of CNN. This method has produced 
the AUC of 0.87 while considering this dataset. However, 
this method has a limitation when it comes to parameter 
changes. It is not flexible to any parameter alterations that 
can prohibit the model from predicting the variety of data. 
The experiment was performed with the CheXNet algo-
rithm with 121 layers of CNN and chest X-ray images as 
inputs in diagnosing and detecting the presence of pneu-
monia infection [34]. The dataset from various samples of 
patients was validated and tested using the training model. 
Then the images were compressed and resized to 224 × 224, 
normalised, and trained and augmented. It was combined 
with the modified alexnet framework (MAN), resulting in 
the model's adequate performance. However, this model has 
various lacking that includes the inability of the model to 
detect the subtypes of the lung disease, and instead it just 
detects the pneumonia disease. As the study was made on 
the classification of disease, the disease's segmentation is 
not identifiable.

The effectiveness of a CNN method was analysed in 
diagnosing tuberculosis disease by Chest X-rays, AlexNet 
as well as GoogleNet [35]. To carry out this experiment, 
two individual DCNN was utilised to help determine and 
detect the presence of respiratory conditions and other 
nutritious object. The untrained and trained network was 
utilised in determining the presence of pneumonia disease 
in ImageNet. Chest radiographs from various datasets were 
used to perform validation and testing processes. The Chest 
radiograph images were resized into 256 × 256 pixels and 
then converted into a portable network Graphic format that 
was then loaded into a computer learning machine with a 
Linux Operating system. The study suggested that the chest 
radiograph images were effective in detecting tuberculosis 
disease using 0.99 AUC. The pre-trained ImageNet DCNNs 
performed better when compared to the untrained networks 
with daily images. DCNN is effective in the detection of TB 

while considering other pulmonary diseases; it possesses 
limitations. These limitations are based on the fact that 
DCNN requires a higher number of parameters, and also, 
it is highly computationally intensive, which requires more 
research to make it adaptive to use effectively for detecting 
a variety of diseases.

A model was proposed based on the CNN approach for 
examining interstitial lung's disease [36] and other lung 
inflammatory disorders. The dataset of 14,696 image areas 
was obtained through 120 CT scans from various health-
care organisations, including pneumonia, cancer, and Tuber-
culosis images. In addition, a deep CNN model known as 
AlexNet was proposed. The model is comprised of five 
layers in conjunction with LeakyRevLu activations. It was 
also contrasted with several methods like VGG-Net and 
LeNet. The accuracy rate of 85.5% using the CNN Model 
was achieved. This model effectively detects the diseases; 
however, it has limitations that involve a higher number 
of parameters for training the model that could potentially 
result in overfitting the model. Therefore, a better approach 
is needed to avoid the requirements of higher parameters for 
model training.

The ResNet CNN template was used in differentiating 
between benign and malignant nodules when diagnosing 
lung cancer [1]. To carry out this experiment, the ResNet 
CNN template was used in identifying radiographs with a 
sensitivity of 92% to determine lung cancer in the nodules. 
The template also enabled to recognise general regions of 
the lung cancer nodules. However, they were not able to 
identify the specific positions of these nodules. The JSRT 
dataset was used for classifying radiographs by examining 
the accuracy of the dataset being tested. Determining the 
exact area of interest is lacking in this work.

The experiment was performed to examine ChestX-ray 
that could classify various diseases [37]. The results indi-
cated that thoracic diseases could be identified using a uni-
fied multi-labelled image classification and infection locality 
procedure. These methods are widely used in determining 
thoracic diseases. These systems effectively perform the 
detection of several abnormalities and produce a boundary 
box. In addition, it can detect pathologies present in X-ray 
images, particularly in the DCNN system. The DCNN sys-
tem was used in locating these pathologies in the body. The 
quantisation technique was used in the classification process 
while supervised learning like SVM can help achieve higher 
retrieval performance [31]. Higher training data and inten-
sive GPU has been a limitation in the proposed work. The 
drawback of using this model involves the overfitting and 
spatial invariance of the input data.

It was examined how advanced calculation can address 
the programmed illustration of thoracic diseases using 
X-ray images [38]. Various approaches are used in the 
advancement of unused measure of illustrative programmed 
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therapeutic images. The system incorporated four main 
steps; the image preprocessing step is used to classify and 
determine the accuracy of disease location in the lung. It 
also entails lung field division that allows the area of dis-
ease in the interior of lung borders and distinguishing each 
pathology depending on the changes in the organ shape. It 
also highlights the calculation performed on the therapeutic 
images. The classification method proved to be effective in 
diagnosing thorax diseases. The MIL-based approach helped 
in improving the preparation of classification algorithms. 
This strategy of following the four steps has resulted in the 
system's effective performance while considering feature 
engineering. However, it is ineffective in the process of 
detecting thoracic disease. Machine learning can be used 
to detect CAD in lungs using approach based on rules [39]. 
Typically, the rule-based approach uses a deep learning 
technique widely in image analysis and rib detection. This 
method is used primarily in establishing candidates using 
computer-assisted detecting systems like Deep learning tech-
nology. It is effective in overall image analyses; however, it 
has the limitation of identifying the certain image classes 
used in CT scans.

The experiment was performed on finding the effective-
ness of CNN in detecting and distinguishing paediatric 
CXR, especially between bacterial and viral forms [40]. In 
this case, the visualisation techniques were used to locate 
various regions of interest, which was considered crucial 
in modelling predictions commonly used as inputs in the 
predicted classes. The visualisation method also helped in 
evaluating the quality of models used to carry out tasks sta-
tistically. The study results revealed that the VGG16 model 
effectively detected disease and differentiated between bac-
terial and viral pneumonia since it has a higher accuracy 
rate of 96.2%. The model is widely used in performance 
metrics; it effectively enhances the generalisation of results. 
However, this model is slower in performance while training 
the data and also, the overall architecture of the model is 
quite significant that constitute higher disk space and net-
work bandwidth.

The two-step model in examining high-resolution medi-
cal images was used [41]. Medical images helped to exploit 
statistical dependency between various labels that are com-
monly essential in promoting the accuracy of disease detec-
tion. The LSTM and dataset of 14 chest x-ray was used in 
determining the trends and patterns in pathologies. The 2d 
convent was used in encoding and decoding with the aid 
of RNN-based activation function. In this work, an effec-
tive approach end of end neural network has been adopted; 
however, the proposed work is not quite capable because the 
experiment constitutes smaller datasets.

2.2 � Privacy‑Preserving Techniques for Image 
Detection

Training ML model demands large volume of data. Rely-
ing on lab-based data is ineffective as it has limited data, 
and also the medical image data is heterogeneous, and the 
ML model requires a continuous update for efficient train-
ing. The solution to solve this problem is to use real-time 
datasets from hospitals and medical institutions. However, 
maintaining privacy and confidentiality is challenging 
while following GDPR law [23]. Therefore, it is required 
to have a framework for using the real-time datasets while 
following GDPR rules and regulations.

Some of the work has been proposed that could remain 
intact the privacy of the data, including gossip learning, 
federated learning, and Blockchain technologies. Gossip 
learning is a decentralised method that can be used for 
data security. Experiments have been conducted to con-
trast the difference between gossip learning and federated 
learning [42]. The data was taken from the cell phones 
that including the network coverage and network distor-
tions. Then the data was used to train the ML model in 
both frameworks of gossip learning and federated learn-
ing. It was analysed that federated learning performs better 
than gossip learning while considering privacy in terms of 
scalability, semi centralised nature and instant operation. 
However, on the other hand, gossip learning was slower in 
information exchange, and due to restricted messages size, 
scalability was an issue. For an effective medical image 
detection system for a real-time dataset, it is required to 
have a privacy-preserving framework that is highly scal-
able and faster.

The application of federated learning is limited because 
it has been recently introduced. Experiments have been 
conducted on using this technology on the electronic 
health record (EHR) on real-life medical data to predict 
disease and other research purposes [43]. In the experi-
ment, the data was locally trained at each geographic loca-
tion in hospitals and medical institutions. The model had 
an effective outcome when it was locally trained without 
sharing the data, and the trained model from various loca-
tions is aggregated together at a centralised location. This 
is an effective solution for training the data without shar-
ing it. It is highly scalable, and the cyclic process helps 
to learn the new patterns as in the case of medical images 
where the heterogeneity is an issue, and the ML model 
requires updated data for effective training.

Blockchain is a decentralised technology that is used 
for data privacy utilising cryptographic elements. Experi-
ments have been done on using blockchain technology for 
medical data and transactions information [44]. The results 
have shown effective results in retaining the privacy of 
the transactional details using cryptographic techniques of 
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blockchain as the trial was performed on real-life datasets. 
The limitation of this research involves the slower process, 
scalability issues, processor-intensive, and while consider-
ing the real-time datasets, the slower process leads to the 
system's inefficiency [45]. Therefore, blockchain is not a 
considerable solution for keeping data private for consid-
ering medical image detection in real-time.

2.3 � Other Techniques

The usefulness of computer-aided techniques was studied in 
detecting lung tuberculosis [46]. Examining various param-
eters like reducing patient waiting times was considered to 
obtain an X-ray and diagnosis lung tuberculosis. To perform 
diagnosis, the radiologists carried out a visual examination 
on textual features of thoracic X-ray images. They also used 
the principal component analysis method in measuring the 
outcomes of the study. It was identified, classified, and dif-
ferentiated between TB and non-TB objects centered on 
various arithmetical feature from experiment. The challenge 
of considering the PCA includes the lower interpretability 
issues, and also data organisation is an essential requirement 
for PCA to work effectively. PCA finds linear correlation 
among the variable, which is not ideal in many cases.

The JSRT dataset was used in research, comprised of 
247 X-ray images with various lung nodules to determine 
the presence of pneumonia infection. The finding from the 
JSRT dataset established that a small dataset was unbalanced 
since it was present and absent in some nodules. The dataset 
varied widely concerning the type of lung nodule, size, and 
distribution. Smaller datasets cause low precision and recall 
when used in realtime. The multiple JSRT datasets were 
extracted [28]. The bone shadow was removed to obtain 
the BSE-JSRT dataset as group 1. The JSRT dataset was 
segmented into various sets as group-2 and group-3. The 
dataset was segmented by removing the right and left lungs 
in the normal CXRs. The T-NSE was also released in outli-
ers, including abnormal tiny lungs and other inclusions sur-
rounding the heart regions provided in the JSRT as group-
4. Then the datasets that were collected in performing the 
execution validation process was used. The most accurate 
dataset obtained was group-4, approximately 0.71, while the 
lowest was group-3, which stood at 0.56. The results of bone 
shadow exclusion in group 1 demonstrated a very little incre-
ment inaccuracy (0.65) compared to the original dataset. It 
can be observed from the effects that the smaller datasets 
(247 X-ray images) are not quite effective in achieving the 
higher accuracy; while performing the medical image detec-
tion process in the Real World, it is essential to consider the 
larger datasets, so the model is trained to detect the hetero-
geneity in the medial images in the production environment.

In the experiment [47], sound of the cough was used for 
diagnosing the pneumonia.

The sound of patient’s cough was taken by mobile device 
recorders, afterwards the wavelet sound decomposition was 
made using various arithmetical standards in classification 
pneumonia based on sound of the cough. The MATLAB 
R200a software was used to carry out programming. It was 
found that the signal analysis threshold effectively classified 
cough to determine whether pneumonia was present or not. 
The use of wavelet transform is computationally intensive, and 
also discretisation is the drawback that needs to be highlighted 
in the proposed work.

A hybrid technique was proposed for detecting and deter-
mining the pneumonia disease. In this case, the dataset that 
contained 20 frame, 19 non-cavity, and 110 standardised set 
cavities was considered. The hybrid result indicated an accu-
racy rate of 85.35% in detecting pneumonia in the lungs [48]. 
This method is effective in the detection of TB; however, it is 
ineffective in cavity detection.

2.4 � Table of Comparison

Table 1 shows the list of the related work on the key review 
factors, namely disease, algorithm applied, evaluation method, 
dataset, pros and cons of the related work.

2.5 � Evaluation Methods

The evaluation methods of the related work listed in Table 1. 
In an effort to compare the proposed method with the related 
work, the key evaluation method will be employed for the 
evaluation of the proposed method. This section will discuss 
the key evaluation methods, namely accuracy, precision, recall, 
F1 score, ROC (receiver operating characteristic) and AUC 
(area under curve).

2.5.1 � Accuracy

Accuracy will justify the amount of predicted datapoints 
with respect to the rest of datapoints. It is used to identify the 
performance of the model with respect to all classes [51]. In 
regard to our proposed model, the performance evaluation of 
accuracy will help to determine the total number of accurate 
predictions among the total amount of predictions. It is rep-
resented as:

Accuracy will help to determine the efficiency of the pro-
posed model. It will help to analyse the effectiveness of the 
model with respect to other literatures in terms of correct 
predictions.

Accuracy =number of correct predictions∕

total number of predictions.
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2.5.2 � Precision

Precision will involve the number of positive predictions of the 
model, that means precision is enhanced when the amount of 
correct positive predictions is higher and also the total number 
of incorrect positive predictions are fewer [52]. Precision is 
abbreviated as:

where true positive represents the correct prediction of posi-
tive class and false positive represents the correct prediction 
of negative class. In regard to the proposed model, the evalu-
ation matrix of precision will help to compare the trustiness 
of model in terms of classifying the positive samples cor-
rectly with the other state of art.

2.5.3 � Recall

Recall will compare the correct identification of positive 
sample with respect to all the available positive samples. It is 
involved in detecting the positive class and it is apart from the 
classification of negative samples [52]. Recall is represented 
as:

where true positive represents the correct prediction of posi-
tive class and false negative represents the incorrect predic-
tion of negative class. The proposed model will compare 
the number of positive samples being correctly classified.

2.5.4 � F1 score

Mean of the precision and recall will be compared by the F1 
score and it is represented as:

The evaluation metrics of F1 score is used to contrast the 
performance of 2 classifiers [53]. For example, if the classifier 
1 has higher precision and classifier 2 has higher recall. In the 
proposed method, F1 score will be considered to understand 
the balance between precision and recall which will be com-
pared with other work been done as an evaluation metrics.

2.5.5 � ROC

ROC (receiver operating characteristic) is a graph representing 
the performance of possible classification. It is based on two 
factors [54].

The first one is true positive rate (TPR) and it can be cal-
culated as:

Precision = true positive∕(true positive + false positive),

Recall = true positive∕(true positive + false negative),

F1 ∶= 2∕(1∕precision + 1∕recall).

TPR = true positive∕(true positive + false negative),
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where true positive represents the correct prediction of 
model for positive class and false negative as incorrect pre-
diction of negative class.

The second one is false positive rate (FPR) and it can be 
calculated as:

where false positive represents the incorrect prediction of 
positive class and true negative as correct prediction of nega-
tive class.

2.5.6 � AUC​

AUC (area under curve) can be used for calculating two-
dimensional area under the ROC curve [54]. In other words, 
it can be used to contrast the classes and it represents the 
summary of the ROC curve. Higher AUC represents the 
better performance of the model in terms of comparison 
between the positive and negative classes. In the proposed 
model, area under the curve will help to determine the 

FPR = false positive∕(false positive + true negative).

difference between normal images and pneumonia images 
which can be used to compare the with the aid of visual 
representation.

The above evaluation methods are applied widely in the 
related work, therefore, to compare the proposed model and 
the related work, these evaluation methods will be applied 
to the proposed model evaluation.

3 � Proposed Model

We have analysed the various work done on medical 
image detection in the previous section. The experi-
ments were performed based on available datasets. It has 
been observed that the machine learning models effec-
tively detects medical images when the model is fed with 
a larger quantity of data. The use of ML algorithms has 
been proven effective in detection while compared to the 
traditional procedures mentioned in the literature review.

ML models need a higher volume of data for effective 
training capable of achieving higher accuracy in detection. 

Fig. 3   This figure shows our 
Proposed Model. This model is 
followed across data splitting, 
training model, performing 
model performance analysis and 
using FL framework for training 
the model on local devices in a 
privacy-preserving manner
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The lab-based datasets are always limited for effective ML 
model training. In the real-time medical image data, con-
stant change in the feature variables determines the accu-
racy of ML models (Fig. 3). Therefore, we need a solution 
that can fulfil the datasets requirements for effective train-
ing of the model. The below image shows the flow chart 
of our proposed model.

The above figure shows our proposed model that follows 
series of steps from start to end. In the proposed model, 
image data is followed with data processing by splitting the 
data at the ratio of 75%, 15% and 15% into training, valida-
tion and testing respectively. After the model is trained by 
the training data, then the model is used for performance 
analysis by testing and validation data. In the proposed 
architecture, the training of the model is performed in a FL 
framework, where the restnet18 model is sent across local 
devices and model is trained on individual device data. After 
training it comes back to central server and the process car-
ries on as iterative to get more updates from the local device. 
In this framework, data is not shared, instead only the trained 
model is shared to the central server (FL server), therefore 
the privacy of the data is promised. Eventually, a fully 
trained model can be effectively used for various purposes 
for example in detecting pneumonia.

Our proposed solution involves using privacy-preserving 
procedures that will allow using the real-time data, which 
fulfil the requirements of having massive data and variant 
patterns of medical images for ML model training. Privacy 
of the data is ensured in the proposed method that involves 
using the Federated Learning approach. The use of FL will 
involve the mutual collaboration of hospitals and medical 
institutes to train the ML model in their local servers, and 
the trained model from individual entities is shared centrally 
and aggregated together without sharing data. The central 
aggregation constitutes the trained model that repeats the 
cycle of training periodically, which helps to attain the 
higher efficiency of training the model for effective medical 
image detection. By using this approach, the privacy of the 
real-time data is ensured. Deep learning is one of the effec-
tive ML models that will be aggregated together with the 
FL, and it will ultimately help attain the maximum feature 
variables pattern to produce the effective outcome for medi-
cal image detection like pneumonia. The proposed method 
is unique because it will allow hospitals and medical insti-
tutions to collaborate to use real-time datasets in a privacy-
preserving manner. The use of transfer learning will involve 
the training of the datasets locally, and ultimately it is aggre-
gated together centrally to form an effective model that can 
be used to detect the medical image pattern efficiently. The 
collective use of federated learning technology with transfer 
learning will increase efficiency in training the data in a 
privacy-preserving manner. In the FL framework, data is not 
shared, instead only the trained model from the local host 

is shared to the client in an encrypted manner. The process 
of trained model transmission over the Internet is followed 
across the homomorphic encryption in FL that ensures the 
model is encrypted at all times while in transit. It promises 
the confidentiality, integrity, and accountability of the pro-
posed model. In regard to the cost of the proposed model, 
the client’s resources will be followed in accordance with 
the client permission. The proposed framework will allow 
client to manage the system with respect to their resource 
consumption. The model will only get trained if the certain 
time schedule is set by the client or it can follow the off-peak 
time of resource consumption to ensure the less load on the 
client resources.

4 � Conclusion

This survey demonstrates the number of procedures been 
used in the past for the detection of lungs disease, especially 
pneumonia. Various tools and techniques have followed 
effective detection; however, it can be observed from the 
literature that the methods based on the ML are quite effec-
tive in the medical image detection from the image data-
sets. To make the ML model more productive, it is required 
to have a larger volume and variety of datasets to train the 
model. The lab-based datasets are limited to be used for 
effective training of ML model in a real-time scenario like 
in hospitals or medical institutions. Therefore, we need to 
have a solution of using real-time data to fulfil the require-
ments of having a more significant and variety of data. Our 
proposed model of using a federated learning strategy with 
deep learning can significantly enhance the capability of the 
ML model. FL will be responsible for ensuring data privacy, 
while deep understanding (neural networks) can be used 
to learn the image patterns effectively that will ultimately 
enhance the detection process. Our proposed work will give 
the researcher new dimensions in the field of medical image 
detection [28, 48, 55–61].

The proposed work fulfils all lack of using the current 
procedure of lab-based datasets, and it will allow using 
real-time datasets from hospitals and medical institutions 
that will ultimately result in achieving the effective sys-
tem for medical image detection. However, the proposed 
work has certain limitations when it comes to the use of 
realtime datasets. Accepting this technology can be chal-
lenging as hospitals, and medical institutes are quite strict 
to their rules and regulations. Adapting the technology 
in the broader spectrum to form a central model must be 
reliable regarding security and data privacy. This technol-
ogy involves trained model transportation over the internet 
medium, and here the security can be compromised. Also, 
adopting this technology will involve the extra cost of the 
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client's resource consumptions. Therefore, these limitations 
should be addressed during the deployment of this technol-
ogy in the real world.
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