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AbstractRevision-Based Generation of Natural Language SummariesProviding Historical Background:Corpus-Based Analysis, Design, Implementation and EvaluationJacques RobinAutomatically summarizing vast amounts of on-line quantitative data with a short natural language para-graph has a wide range of real-world applications. However, this speci�c task raises a number of di�cultissues that are quite distinct from the generic task of language generation: conciseness, complex sentences,oating concepts, historical background, paraphrasing power and implicit content.In this thesis, I address these speci�c issues by proposing a new generation model in which a �rst passbuilds a draft containing only the essential new facts to report and a second pass incrementally revises thisdraft to opportunistically add as many background facts as can �t within the space limit. This model requiresa new type of linguistic knowledge: revision operations, which specifyies the various ways a draft can betransformed in order to concisely accommodate a new piece of information. I present an in-depth corpusanalysis of human-written sports summaries that resulted in an extensive set of such revision operations. Ialso present the implementation, based on functional uni�cation grammars, of the system streak, whichrelies on these operations to incrementally generate complex sentences summarizing basketball games. Thisthesis also contains two quantitative evaluations. The �rst shows that the new revision-based generationmodel is far more robust than the one-pass model of previous generators. The second evaluation demonstratesthat the revision operations acquired during the corpus analysis and implemented in streak are, for themost part, portable to at least one other quantitative domain (the stock market).streak is the �rst report generator that systematically places the facts which it summarizes in theirhistorical perspective. It is more concise than previous systems thanks to its ability to generate more complexsentences and to opportunistically convey facts by adding a few words to carefully chosen draft constituents.The revision operations on which streak is based constitute the �rst set of corpus-based linguistic knowledgegeared towards incremental generation. The evaluation presented in this thesis is also the �rst attempt toquantitatively assess the robustness of a new generation model and the portability of a new type of linguisticknowledge.
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Chapter 1Introduction1.1 Starting points1.1.1 The need for summary report generationIn recent years, the volume of information available on-line has grown exponentially, and several large-scalee�orts, such as the information superhighway and digital library initiatives, are currently under way tofurther accelerate this growth. In order to put this abundance of electronic data to good use and avoidinformation inundation, the development of automatic summarization facilities is critical.Three �elds of computer science can contribute to the development of such facilities: information retrieval,multi-media presentations and natural language processing. Concerning the use of natural language, there isan important distinction between two forms of on-line information: textual formwhose content is unrestrictedand tabular form whose content is only quantitative. Summarizing free text generally requires unrestrictednatural language interpretation, which has remained too elusive a research goal for immediate application. Incontrast, automatically producing a natural language paragraph summarizing a large amount of quantitativedata - unexploitable in its original exhaustive and tabular form - is possible today. In fact, in a recent round-table on technology transfer [Zock et al. 1992], several participants singled out this particular task as themost promising industrial application of natural language generation. Meteorological measurements, stockmarket indexes, �nancial audit data, computer surveillance trails, labor and census statistics, sports statisticsand hospital patient histories are but a few examples illustrating the pervasiveness of on-line data that isbest exploited when summarized by a short natural language text. Indeed, one of the only two languagegeneration systems currently in daily use1, produces bilingual weather forecasts for the Canadian weatherservice2.In this thesis, I show that generating summaries raises a number of di�cult issues that are quite distinctfrom the generic task of language generation. To address these speci�c issues, I propose a new generationmodel where a �rst pass builds a draft containing only the essential new facts to report and a second passincrementally revises this draft to opportunistically add as many background facts as can �t within the spacelimit. This model requires a new type of linguistic knowledge: revision operations, specifying the variousways a draft can be transformed in order to concisely accommodate a new piece of information. I presentboth an in-depth corpus analysis of human-written sports summaries that resulted in an extensive set ofsuch revision operations, and the implementation of the system streak3 which relies on these operationsto incrementally generate complex sentences summarizing basketball games. I also quantitatively evaluatethe advantages of this new revision-based generation model over the one-pass model of previous generators1cf. fog [Bourbeau et al. 1990], see Section 6.1 for details.2The other system working as a real-world application is plandoc [Kukich et al. 1994] [McKeown et al. 1995], whichproduces automated documentation for managers about the choices of telephone network planning engineers at Bellcore.3Surface Text Reviser Expressing Additional Knowledge. 1



in terms of same-domain robustness and cross-domain portability. This evaluation used test corpora in boththe sports and �nancial domains, where test data was distinct from the acquisition data.1.1.2 Summarization issuesBy inspecting a corpus of sports reports4 like the one in Fig. 1.1, I identi�ed seven challenging issues thatsummarization raises for language generation systems. Most of these issues have been largely ignored byprevious generators which did not work within space limits. These issues include (1) oating concepts, (2)historical background, (3) conciseness, (4) sentence complexity, (5) paraphrasing, (6) granularity and (7)implicit content. The reports of the corpus I analyzed summarize basketball games. In each of these reports,the lead sentence itself summarizes the rest of the report [Mencher 1984] [Fensch 1988].1.1.2.1 Floating conceptsWhile some concepts consistently appear in �xed locations across reports (e.g., the �nal score of a ballgameis always conveyed in the second half of the lead sentence), others oat, appearing potentially anywherein the report structure. Consider for example the two instances of the streak concept5 in Fig. 1.1. Oneinstance (boldfaced on line 2), concerning the Nuggets, is conveyed in the lead. But the other, concerningthe Kings, is the very last fact conveyed in the report. Floating concepts thus appear to be opportunisticallyrealized where the form of the surrounding text allows. Consider the Kings' losing streak in Fig. 1.1. Insteadof the closing sentence, it could have alternatively been attached to either the lead sentence or the secondsentence, since both of them also contain a reference (underlined) to the Kings. The particular choice of theclosing sentence seems to be motivated by stylistic surface form factors: the lead sentence is already complexenough and the reference to the Kings' in the second sentence is too deeply embedded to be the object ofan apposition. Similar considerations probably explain the choice of a separate sentence, the third in thereport, as opposed to attachment to the lead, for the remaining facts concerning the Nuggets.The exibility with which oating facts can be conveyed is an asset for a summarization application:among the various forms and locations possible for their inclusion in the report, the most concise one can bechosen. However, for a generator this exibility represents a di�culty: it requires searching a much largerspace of expressive options. The basic idea underlying the draft and revision approach proposed in thisthesis is to use the inherent rigidity of the �xed facts as constraints to reduce the search space of options forthe expression of the oating ones.1.1.2.2 Historical backgroundAlthough optional in any given sentence, oating concepts cannot be ignored: in the corpus I analyzed, theyaccount for over 40% of total lead sentence content. But what makes oating concepts even more crucialthan this pervasiveness is that they cover entire content types. One such type is historical information(i.e., past facts related to the new reported ones which explain their relevance). The importance of suchbackground facts is illustrated in Fig. 1.1, where they are boldfaced. Omitting them would result in a muchimpoverished report as shown in Fig. 1.2, where the same report has been stripped from these historicalfacts. In the corpus I analyzed, 65% of the lead sentences contained some historical fact. Yet, previoussummary report generation systems were not capable of including such background information in theirreports due to its oating nature. Conveying such facts requires a generator to access an historical databaseto supplement the table of new statistics it receives as input. But it allows the generator to contextualizeits input data in addition to summarizing it. Readers do not merely want to know what happened but alsowhy it is interesting.4Taken from the UPI newswire.5i.e., information about series of similar outcome. 2



1.1.2.3 ConcisenessA generator can perform two di�erent types of summarization: conceptual summarization by selecting theessential facts, and linguistic summarization by expressing the selected facts in compact surface form. Consid-ering the historical background dramatically increases the number of candidate facts to include in the reportand thus emphasizes the need for linguistic summarization. When limited space is available, backgroundfacts cannot be conveyed by separate sentences. Instead, as in Fig. 1.1, they can be concisely expressed bysmall phrases, sometimes down to a single word (e.g., \rookie" in front of the last sentence), woven into theexpression of the new facts which provide the report structure backbone. This is always possible, since anhistorical fact is relevant only if it is related to some new fact to report. Previous report generators focusedeither on performing conceptual summarization and/or on a form of linguistic summarization limited toclause combining and anaphora. They therefore failed to exploit the full potential for conciseness layinginside each clause.1.1.2.4 Sentence complexityA major strategy to achieve conciseness is to use complex sentences6 . This is why sentences in newswirereports tend to be very long, especially lead sentences which themselves summarize the rest of the report bypacking together all the crucial facts. For example, in Fig. 1.1 the lead sentence alone conveys ten facts. Anintuitive, logical form representing these facts is given in Fig. 1.3.The compactness of complex sentences is illustrated in Fig. 1.4. It contains a multi-sentence paragraphthat paraphrases the lead sentence of the report of Fig. 1.1. In this paragraph, each of the ten facts packedinside this lead sentence is conveyed by an independent, simple sentence. This report is an example ofwhat a system performing only conceptual summarization and a form of linguistic summarization limited toanaphora can generate. In number of words, it is twice the length (78 vs. 36) of the synonymous complexsentence. Complex sentences are concise because, by grouping together several facts, they can factor outtheir common content units. For example, there are �ve occurrences of the unit (michael,adams) in theten facts of Fig. 1.3. Grouping these ten facts in the complex lead of Fig. 1.1 allow collapsing these �veoccurrences in a single referring NP.The table below contrasts the complexity of two previous summary report generators7, gossip [Carcagnoand Iordanskaja 1993] and ana [Kukich 1983], with the complexity of the lead sentences in the corpus Ianalyzed. Its rows indicate the number of facts, represented in logical form as in Fig. 1.3, parse tree depthand number of words8 of a sentence. For gossip and ana, these numbers are based on the few examplereports provided in publications about these systems9.Previous systems Human-writtengossip ana lead sentencesmax max min maxFactual density 5 4 4 12Syntactic depth 5 6 4 10Lexical length 17 34 23 46This table points out a complexity gap between sentences generated by these systems and the onesobserved in human-written newswire summaries. One reason why these two systems could produce goodsummaries in their respective domains with simpler sentences is that they excluded references to historicalfacts from their target sublanguage. Other systems that generate reports that are not speci�cally summaries,can avoid generating very complex sentences since they are under no pressure to be concise. Two suchsystems, Danlos' generator [Danlos 1986] and pauline [Hovy 1988], generate sentences of a complexity6As paradoxical as it may �rst sound.7cf. Section 6.1 for details on these two systems.8Counting both open and closed class words.9Though by no mean a rigorous, systematic comparison, it nonetheless gives an estimate that is fair enough for the point Imake here. 3



Sacramento, Ca. { Michael Adams scored a career-high 44 points Wednesday night, including seven 3-pointbaskets, to help the short-handed Denver Nuggets end a �ve-game losing streak with a 128-112 victoryover the Sacramento Kings.Adams, who was drafted and then discarded by the Kings four seasons ago, made 17 of 26 �eldgoals, including seven of 11 3-point attempts, and hit three of four free throws to break his previouscareer high of 35 points.The Nuggets, who had only eight players available for the game, improved to 2-12 on the road and6-20 overall.Rookie guard Travis Mays, playing his second game after missing 11 with back spasms, scored aseason-high 36 points for the Kings, losers of four in a row.Figure 1.1: A human-written newswire summarySacramento, Ca. { Michael Adams scored 44 points Wednesday night, including seven 3-point baskets, tohelp the short-handed Denver Nuggets to a 128-112 victory over the Sacramento Kings.Adams made 17 of 26 �eld goals, including seven of 11 3-point attempts, and hit three of four free throws.The Nuggets had only eight players available for the game. Guard Travis Mays scored 36 points for theKings. Figure 1.2: The report of Fig. 1.1 stripped o� its historical information.F1 = location(sacramento,CA)F2 = scoring((michael,adams),(44,pt))F3 = new-high(F2,scoring((michael,adams),(X,pt),lifetime((michael,adams)))F4 = scoring((michael,adams),(7,3-pointer))F5 = miss-players(denver,nuggets)F6 = team((michael,adams),(sacramento,kings))F7 = beat((denver,nuggets),(sacramento,kings))F8 = streak-end(F7,(denver,nuggets),5,loss)F9 = score(128,112)F10 = time(Wed,night)Figure 1.3: The facts in the lead sentence of the report in Fig. 1.1Sacramento, Ca. { Michael Adams scored 44 points. This scoring performance was the best of his entirecareer. It included seven 3-point baskets. Michael Adams plays for the Denver Nuggets. This team wasmissing many players for the game. But with the performance of Michael Adams, Denver managed to defeatthe Sacramento Kings. The Nuggets had lost �ve consecutive times before this game. The �nal score was128-112. The game was played Wednesday night.Figure 1.4: Paragraph made of simple sentences, paraphrasing the complex lead sentence of Fig. 1.14



1. Coordinated clause:David Robinson scored 32 points Friday night lifting the San Antonio Spurs to a 127 111 victory overDenver and handing the Nuggets their seventh straight loss2. Qualifying non-finite clause in top-level nominal:David Robinson scored 32 points Friday night lifting the San Antonio Spurs to a 127 111 victory overDenver sending the Nuggets to their seventh straight setback.3. Qualifying relative clause in top-level nominal:David Robinson scored 32 points Friday night lifting the San Antonio Spurs to a 127 111 victory overthe Nuggets that extended Denver's losing streak to seven games.4. Qualifying relative clause in embedded nominal:David Robinson scored 32 points Friday night lifting the San Antonio Spurs to a 127 111 victory overthe Denver Nuggets who lost for the seventh consecutive time.5. Apposition to top-level nominal:David Robinson scored 32 points Friday night lifting the San Antonio Spurs to a 127 111 victory overDenver, the Nuggets' seventh straight defeat.6. Apposition to embedded nominal:David Robinson scored 32 points Friday night lifting the San Antonio Spurs to a 127 111 victory overthe Denver Nuggets, losers of seven in a row.Figure 1.5: Variety of syntactic paraphrasescomparable to those of ana, which constitutes an upper-bound for previous work. However, the compoundneed to be concise and to convey historical background, requires generating more complex sentences. Butplanning the content of a single sentence of such complexity becomes at least as di�cult as planning thecontent of an entire paragraph made of simple sentences. This is illustrated by the paragraph in Fig. 1.4,which conveys the same facts as the lead sentence in Fig. 1.1.Though complex sentences allow concise expression of multiple facts and are thus very informative,beyond a certain point they can also become unreadable. A summary report generator thus needs to carefullymonitor sentence complexity to stay within the readability threshold. However, such thresholds can onlybe de�ned in terms of surface form factors such as number of words or depth of embedding. Planning amaximally complex sentence such as those observed in newswire summaries can only be done under surfaceform constraints. The standard content planning techniques devised for paragraphs such as textual schemas[McKeown 1985] and Rhetorical Structure Theory [Hovy 1991] cannot be used for the complex sentences ofsummaries precisely because they operate purely at the conceptual level.1.1.2.5 Paraphrasing powerConveying oating facts concisely requires attaching them opportunistically where the surrounding textallows. These facts thus need to be expressible by a wide variety of syntactic constructs, each suitable to aparticular textual context. Even in a �xed context, surface form variation is also needed: one of the surestways for a generation system to betray its arti�cial nature is to always output the same linguistic form whengiven the same type of information in input.Paraphrasing power is illustrated, for example, in the report of Fig. 1.1, where the same streak conceptis expressed by a VP in the lead sentence (boldfaced on line 2) and an NP in the closing one (the verylast constituent of the report). In the corpus I analyzed, over 60 di�erent syntactic constructs were used toexpress this concept. A sample of those constructs is shown in Fig. 1.5, where the same streak concept -highlighted in bold - is conveyed by a di�erent construct in each of six synonymous sentences.5



Note that these constructs di�er not only in terms of the syntactic category of the constituent conveyingthe streak (e.g., clause in (4) vs. NP in (5)) and the syntactic device linking this constituent to the restof the sentence (e.g., coordination in (1) vs. embedding in (2)), but also in terms of the level at whichthis device is used inside the sentence structure. In each example, the sentence constituent onto which thestreak fact is attached is highlighted in italics: e.g., while in (3) and (5) a relative clause and an appositivenominal are respectively used to modify the NP expressing the whole game result, in (4) and (6) these sametwo devices are used to modify the NP referring only to the losing team which is embedded deeper in thesyntactic structure.1.1.2.6 GranularityA crucial feature of a generator is the granularity at which it translates its conceptual input into a linguisticoutput. The coarse end of the granularity range includes generators that rely on a phrasal lexicon, whereentries are entire phrases, each simultaneously expressing several content units. The sentences generatedby such systems are thus macrocoded from two to four phrasal entries. At the other end of this range aregenerators that rely on a word-based lexicon, where entries consists of individual words10. The sentencesgenerated by such systems are thus microcoded from words conveying only one or two content units.gossip and ana (cf. table of Section 1.1.2.4) illustrate these two extremes. While both generate sum-maries, the former is representative of the class of microcoded generators that also includes fog [Bourbeauet al. 1990], lfs [Iordanskaja et al. 1994], kamp [Appelt 1985], kalipsos [Nogier 1990], fn [Reiter 1991],epicure [Dale 1992], igen [Rubino� 1992], comet [McKeown et al. 1990], avdisorII [Elhadad 1993b] andplandoc [Kukich et al. 1994] while the latter is representative of the class of macrocoded generators thatalso includes Danlos' generator [Danlos 1986], phred [Jacobs 1985], pauline [Hovy 1988], semtex [Roesner1987] and weiver [Inui et al. 1992].The fact that ana generates more complex sentences than gossip generalizes to the respective classes ofgenerators to which they belong. Thus, existing generators either microcode simpler sentences or macrocodemore complex sentences. Generating the kind of sentences of the corpus I analyzed however, requires notonly generating even more complex sentences, but also microcoding them. The main reason for this necessityis that microcoding is more compositional and hence makes paraphrasing power easy to scale up with a fewadditional single word entries. To attain a similar paraphrasing power with macrocoding, a combinatoriallyexplosive number of phrasal entries need to be added to the lexicon. As in the case of choosing where andhow to convey oating facts, microcoding a very complex sentence requires exploring a much vaster searchspace. This is another motivation for the draft and revision model I advocate in this thesis. It decomposesthis overall search into a initial draft phase followed by a set of incremental revision steps.1.1.2.7 Implicit contentAnother good strategy for achieving conciseness is to convey content implicitly. By implicit content I meaninformation recoverable though not speci�cally expressed by any word or linguistic constituent. Such contentcan be recovered either from the very structure of the sentence (i.e., by how the explicitly expressed contentunits are organized inside of it) and/or by domain reasoning. Consider again the lead sentence of Fig. 1.1and the corresponding facts in Fig. 1.1. The fact F6, that Adams plays for Denver, is not explicitly conveyedin this lead. It is nonetheless immediately recoverable from the use of the verb \to help" linking the mainstatistic of the game (Adams' performance) to its result (Denver's win) and the domain knowledge that,a player scoring 44 points can only \help" his own team to win the game11. The expression of F6 in thislead sentence is thus implicit, scattered into the meaning of severals words, each of which independentlyconveys in itself another content unit. In contrast in the paragraph of Fig. 1.4, F6 is explicitly conveyed by10Or short multi-word collocations containing only a single open-class word; for example \to make up with" where the verb\to make" is the only open-class item would be a single entry, while \to make a mistake" would need to be built from the twoentries \to make" and \mistake".11Had the player scored only one point, these two facts could not have been linked by \to help"; \while" or \as" expressinga mere co-occurrence would be needed instead. 6



a separate sentence. Such implicit content is more frequent in complex sentences packing in many relatedfacts than in simple ones.This issue inuenced the design of the generator streak, especially in terms of the internal representationof the draft. Generating implicit content, however, involves many issues of its own and this thesis onlyscratches the surface12.1.2 Aspects of the researchThe research presented in this thesis addresses the challenging language generation issues described in theprevious section. It has four main aspects:1. A modelling and design aspect: an opportunistic generation approach.2. A linguistic knowledge acquisition aspect: a corpus analysis resulting in a set of revision rules toincrementally generate complex sentences from simple ones.3. An implementation aspect: the streak generation system.4. A quantitative evaluation aspect: measures of robustness and portability.I survey these aspects in turn in the following subsections.1.2.1 An opportunistic generation modelThe �rst aspect is the design of a new language generation model. How the overall generation process canbe decomposed into modules is still a matter of open debate among researchers in the �eld. However, thedesign of most generators built for practical applications essentially varies on a common theme (cf. [Reiter1994]). Temporarily ignoring the multi-sentential aspect of some generators to focus on sentence generation(I revisit in detail the design issues introduced here within the larger framework of full text generation inSection 3.3.2), this common theme is outlined in Fig. 1.6.In this traditional sentence generation model, a component interfacing the generator with the underlyingapplication program produces a speci�cation of the content to convey. In the case of summary reportgeneration from quantitative data, this interface is a fact generator that retrieves interesting data fromtables of numbers and reformats them as conceptual structures suitable for language generation. For otherapplications, this interface may query a database, the trace of an expert system, the interlingua representationof a text to translate, etc.The resulting content speci�cation is passed to a lexicalization component. This component maps thecontent speci�cation into a linguistic speci�cation of the sentence expressing this content. It chooses thebasic syntactic structure of the sentence as well as its open-class lexical items13. This linguistic speci�cationis then passed to a syntactic grammar that enforces syntactic rules such as agreement, chooses closed-classwords, inect open-class words and linearize the syntactic structure into a natural language string.The lexicalizer generally builds the syntactic structure in top-down recursive fashion following the algo-rithm below:1. Choose a concept to head the sentence structure.12In particular, I do not discuss its relation to adjacent topics such as user-modeling [Paris 1987], conversational implicatures[Reiter 1991] or argumentation [Elhadad 1993b].13Lexical items are traditionally divided into (a) open-class lexical items (also called cognates) such as nouns, verbs, adjectivesand adverbs and (b) closed-class lexical items (also called function words) such as articles, pronouns and conjunctions. Open-classes are large and seemingly ever growing while closed-classes are small and stable. Distinguishing elements in an open-classrequires semantics while in a closed-class it can be done on syntactic grounds only. In that sense, prepositions, which are fewbut cannot be distinguished on purely syntactic grounds (cf. [Herskovits 1986]) are neither really an open nor a closed class ofwords but a little bit of both. 7



Lexicalizer

Syntactic  Grammar

Natural  Language  Utterance

Full  Content  Specification

Application  Program  Interface

Linguistic  SpecificationFigure 1.6: Traditional sentence generation model
Lexicalizer

Phrase  Planner

Supplementary  Content  SpecificationObligatory  Content  Specification

Syntactic  Grammar

Natural  Language  Utterance

Draft  Linguistic  Specification Reviser

Application  Program  Interface

Figure 1.7: Opportunistic sentence generation model8



2. Choose a verb lexicalizing this head concept.3. Choose which other concepts to map onto each argument of this verb.4. Choose a sentential adjunct for each remaining concept.5. Recursively choose (a) the syntactic category, (b) head word and (c) internal structure of each verbargument and sentential adjunct.The number of recursions needed to generate a sentence using this algorithm depends on both the granu-larity of lexicon (phrasal or word-based) and the complexity of both the content and linguistic speci�cations.To illustrate this algorithm with an example, consider generating (with a word-based lexicon) the sen-tence:\Michael Adams scored 44 points Wednesday night"from the content speci�cation: game(scoring((michael,adams),(44,pt)),time(Wed,night))For this example, step 1 involves choosing scoring as sentence head as opposed to, say, time which wouldresult in the alternative output \The game in which Michael Adams scored 44 points was played Wednesdaynight". Step 2 involves choosing the verb \to score" instead of, say, \to have" or \to �nish with". Step 3involves choosing (michael,adams) as the agent of \to score" and (44,pt) as its patient. Step 4 involvesmapping (Wed,night) onto a time adjunct. To illustrate step 5, consider for instance the recursive treatmentof the patient argument: (5a) involves choosing an NP, (5b) choosing point as the head of this NP and (5c)choosing to map 44 as a cardinal pre-modi�er.When generating a simple sentence that conveys only �xed facts and for which only a few paraphrasesexist, as in the example above, each step in this algorithm involves a few candidates and constraints andis fairly self-contained And without a space limitation, the more problematic oating facts can always beconveyed in a subsequent separate sentence. For example, the sentence above could be followed by \Thisscoring performance was the best of his entire career."This is not the case for generating the complex lead sentences of summaries that concisely pack essential�xed facts and related background facts, and for which there are many alternative paraphrases. For suchsentences, the steps in the algorithm above would involve far too many candidates and constraints to remainmanageable and also become overly interdependent. An example of such complex sentences (where back-ground facts are highlighted in bold) generated by the streak prototype is given below:\Dallas, TX { Charles Barkley matched his season record with 42 points and Danny Ainge cameo� the bench to add 21 Friday night as the Phoenix Suns handed the Dallas Mavericks their franchiseworst 27th defeat in a row at home 123 - 97."I propose to generate such complex sentences in two passes. In the �rst pass, a simpler sentence contain-ing only the �xed facts is generated. This simpler sentence serves as draft material for the second pass, inwhich oating facts are considered in turn by order of importance. These oating facts are then opportunis-tically woven into the draft through incremental revisions. Where, how and even whether a oating fact isincorporated is constrained by the surface form of the draft.This new generation model, shown in Fig. 1.7, di�ers from the traditional model of Fig. 1.6 by threeessential properties:� It decomposes the content to convey into an obligatory part (the �xed facts) and a supplementary part(the oating facts), handling the former prescriptively and the latter opportunistically.� It decomposes building the linguistic speci�cation into several incremental steps, each one incorporatinga supplementary content unit.� It decomposes building the initial linguistic draft into two distinct processes: phrase planning, wherecontent units are organized inside the sentence structure, and lexicalization, where individual wordsare chosen for each element in that structure.The �rst property means that the generator itself (instead of the underlying application program) hasthe �nal say about what supplementary content to actually include in the sentence, allowing linguistic9



factors to inuence content determination. This is essential to pack as many facts as possible in complexsentences while ensuring that they remain readable. The second property multiplies modularity by havingthe generator taking the steps in the algorithm above at each recursion and for each increment. Modularityis also enhanced by the third property, that separates the content organization and the linguistic realizationaspects of sentence generation that the traditional algorithm integrates. The phrase planner is in charge ofsteps 1,3,4 and 5c (content organization) leaving steps 2, 5a and 5b for the lexicalizer (linguistic realization).This separation is motivated by the two factors below:� The organization of content can be lexically driven only for linguistic constituents at and below thesimple clause rank. At the complex sentence rank just as at the paragraph rank, in the absenceof a head verb whose argument structure prede�nes the mapping from content units onto linguisticconstituents, this organization can only be rhetorically driven.� In human-written summaries, even the most basic sentences containing only �xed, obligatory facts aremulti-clause sentences with several adjuncts. They are thus already at the level of complexity requiringinternal rhetorical organization.Note that there is no feedback from the lexicalizer to the phrase planner. Cases14 where rhetorical andlexical constraints interact are best handled by the reviser.Using this model, the complex example sentence given above is generated in the six following steps (thesupplementary content unit added at each increment is highlighted in bold):1. Dallas, TX { Charles Barkley registered 42 points Friday night as the Phoenix Suns routed the DallasMavericks 123 - 97.2. Dallas, TX { Charles Barkley registered 42 points Friday night as the Phoenix Suns handed the DallasMavericks their 27th defeat in a row at home 123 - 97.3. Dallas, TX { Charles Barkley registered 42 points Friday night as the Phoenix Suns handed the DallasMavericks their franchise worst 27th defeat in a row at home 123 - 97.4. Dallas, TX { Charles Barkleymatched his season record with 42 points Friday night as the PhoenixSuns handed the Dallas Mavericks their franchise worst 27th defeat in a row at home 123 - 97.5. Dallas, TX { Charles Barkley matched his season record with 42 points and Danny Ainge added21 Friday night as the Phoenix Suns handed the Dallas Mavericks their franchise worst 27th defeat ina row at home 123 - 97.6. Dallas, TX { Charles Barkley matched his season record with 42 points and Danny Ainge came o�the bench to add 21 Friday night as the Phoenix Suns handed the Dallas Mavericks their franchiseworst 27th defeat in a row at home 123 - 97.From an AI standpoint, this model can be viewed as a heuristic for dealing with the growth of the spaceof possible linguistic options to search during the generation process in summarization applications. Thisgrowth is caused by the compound e�ects of the necessity to handle (oating) background facts to reportnew facts in their context, to use complex sentences for their conciseness and to use a word-based lexiconfor its scalability.But this revision-based, opportunistic approach to generation is not only preferable from a system en-gineering standpoint. An experiment by [Pavard 1985] described in Section 3.2.2 suggests that it is also amore cognitively plausible model for the generation of complex written sentences.1.2.2 A corpus analysis to acquire revision rulesIn order to handle supplementary content opportunistically, the new generation model described above re-quires the acquisition of a new type of linguistic knowledge structure: revision operations specifying the14Much publicized in the research literature [Appelt 1985] [Danlos 1986] [Meteer 1990] [Rubino� 1992] yet of marginalsigni�cance in most practical applications as pointed out by [Reiter 1994].10



Complex sentence S2 containing two oating facts:\Houston, TX { Buck Johnson scored a season high 26 points Thursday night and the Houston Rocketsrouted the Orlando Magic 119 95 for their sixth straight win".Sentence S1 with one less fact than S2 in the second clause:\Minneapolis, MN { Pooh Richardson scored a career high 35 points Saturday night and the MinnesotaTimberwolves beat the Golden State Warriors 121 113."Sentence S0 with one less fact than S1 (and Sa1 ) in the �rst clause:\Chicago, IL { Michael Jordan scored 30 points Saturday night and the Chicago Bulls defeated the ClevelandCavaliers 108 92."Sentence Sa1 with one more fact than S0 but an only partially overlapping syntactic structure:\Hartford, CT { Karl Malone scored 39 points Friday and the Utah Jazz handed the Boston Celtics theirsixth straight home loss 118 94."Figure 1.8: Paired corpus sentences revealing revision operationsstructural transformations that a given draft must undergo to incorporate a given new piece of content. Inorder to abstract these transformations as well as the semantic, syntactic and lexical constraints that deter-mine their application, I analyzed, down to the individual word, a corpus of lead sentences from basketballgame summaries compiled over a season of play. This corpus analysis and the �ne-grained linguistic datathat resulted from it, constitute the second aspect of the research presented in this thesis.The main idea driving this corpus analysis was to pair sentences that di�er semantically by a singleoating fact and identify the minimal syntactic transformation between them. The example corpus sentencesin Fig. 1.8 illustrate how I carried out this analysis. In the sublanguage of basketball summaries the �xedfacts shared by all sentences are: the most signi�cant statistic by a winning team player, the game result15,�nal score-line, location and date. I started from the most complex sentences in the corpus, i.e., thosecontaining several oating facts in addition to the �xed facts. Sentence S2 is an example of such a sentence.It contains two background facts (in boldface). One appears in the �rst clause and explains what makes theplayer statistic conveyed by that clause signi�cant (it is a record). The other appears in the second clauseand it relates the game result conveyed by that clause to the winner's previous results (they together forma streak). I then searched the corpus for sentences that lacked one of these two oating facts but otherwisefollowed a syntactic structure as close as possible to that of S2. S1 is an example of such sentence. It di�ersfrom S2 only in that it does not include a streak and lacks the trailing for-prepositional phrase. Sentencepair < S2; S1 > thus reveals that streaks can be opportunistically added to the report by attaching suchfor-PPs. I then proceeded to search for sentences with one less oating fact than S1. S0 is an example ofsuch sentence. It di�ers from S1 only in that it does not convey a record and lacks a pre-modi�er in front ofthe statistic NP. Sentence pair < S1; S0 > thus reveals that records can be slipped into a report by addingsuch NP modi�ers.I repeated this pairwise analysis for each distinct sentence structure. It resulted in a set of revisionoperations specifying precise semantic and syntactic constraints on (1) where a particular type of oatingfact can be added in a draft and (2) what linguistic constructs can be used for the addition. I classi�edthis set of revision operations in a hierarchy. The top of this hierarchy distinguishes between monotonicand non-monotonic revisions. The revisions abstracted from the two pairs discussed above are monotonic:the structure of the more complex sentence fully includes that of the simpler one. Such revisions allow theoating fact to be added without disturbing the rest of the sentence. However, the structure of some complexsentences, does not fully overlap with any of the simpler sentence structures conveying one less fact. Thisis the case for the example of sentence Sa1 in Fig. 1.8. S0 contains one less fact than Sa1 and has a similartop-level structure and �rst clause. In S0 however, the game result is expressed verbally by \to defeat" while15i.e., who won and who lost. 11



in S1 it is expressed nominally by \a loss". The revision abstracted from this pair is thus non-monotonic: inorder to accommodate the additional streak fact as a nominal modi�er (in bold) the expression of the gameresult has been preallably nominalized. This type of non-monotonic revision is one of the most interestingresults of the corpus analysis I carried out for this thesis. It empirically con�rms the intuition that conciselyaccommodating a new piece of content into a draft, sometimes require changing the expression of the originalcontent in the draft.In addition to revision rules, phrase planning and lexicalization rules were also acquired during thecorpus analysis. All three were compiled using a corpus analysis methodology presented in Section 2.1. Thismethodology is applicable to any domain. It allows basing the de�nition of the range of expressive optionsthat need to be implemented in the generator on systematic empirical data.1.2.3 An implemented revision-based generatorThe third aspect of the research presented in this thesis is the development of the prototype system streakimplementing the new draft and revision model of language generation. This implementation demonstratesthe operationality of both the new generation model and the new type of linguistic knowledge acquiredduring the corpus analysis.For this implementation, I built on a pre-existing software environment dedicated to the development oflanguage generation systems: the fuf/surge package [Elhadad 1993a] [Elhadad 1993b]. fuf (FunctionalUni�cation Formalism) is a programming language based on functional uni�cation [Kay 1979]16. Both theinput and the output of a fuf program are features structures called Functional Descriptions (FDs). Theprogram itself, called a Functional Grammar (FG), is also a feature structure, but one which containsdisjunctions and control annotations. The output FD results from the uni�cation of this FG with the inputFD. The disjunctions in the FG make uni�cation non-deterministic.Since it implements the model of Fig. 1.7, streak consists of the four components shown in that �gure.Each one of them consists of an interpreter and a declarative knowledge source for a total of eight modules.The fuf/surge package provided three out of four interpreters and most of one the knowledge sources.The interpreters for the phrase planner, lexicalizer and syntactic grammar rely on the top-down recursiveuni�cation mechanism built-in in fuf. This mechanism is inherently monotonic. Since the reviser needs toperform the non-monotonic revision operations identi�ed during the corpus analysis, I developed a di�erentinterpreter for the reviser. It relies on new cut and paste operations implemented using system-level fuffunctions17.fuf comes as a package with surge, a syntactic grammar of English usable as a front-end portable acrossgeneration applications. The version of surge available when I started the implementation of streak hada wide-coverage at the simple clause and determiner ranks but not at the complex sentence and nominalranks. Drawing both on a variety of non-computational descriptive linguistic works such as [Quirk et al.1985] and on the syntactic data compiled during the corpus analysis, I extended surge at these two ranks.At the complex sentence rank, the coverage of the resulting surge-2.0 version of the grammar goes waybeyond the speci�c sports sublanguage needed for streak.These two extensions to the fuf/surge package (the revision rule interpreter and surge-2.0) wereessentially preparatory work, paving the way for the core implementation of streak. This core consistedof encoding the linguistic data compiled during the corpus analysis as three declarative knowledge sources:the phrase planning rule base, the lexicalization rule base and the revision rule base (each represented as anFG).Both the example of incremental complex sentence generation given in Section 1.2.1 and the exampleof syntactic paraphrasing given in Fig. 1.5 are actual runs of streak. Note the non-monotonic revisionsfrom steps 1 to 2 and 3 to 4 where the verbs (in italics) \to rout" and \to register" are respectively deleted,16fuf is implemented in Common Lisp.17The most complex of these functions have been implemented specially for the development of streak by fuf's creatorM.Elhadad, to whom I am therefore deeply indebted. 12



without loss of content, to make room for additional background facts.1.2.4 A quantitative evaluation of the opportunistic model and revision rulesThe fourth and last aspect of the research presented in this thesis is a quantitative evaluation. It estimatesthe same-domain robustness and cross-domain portability of both the new generation model and the newlinguistic knowledge structures on which this model is based. The initial corpus from which the linguisticknowledge structures were acquired covered a season of basketball reporting. To assess their robustness Iused two subsequent years of basketball reporting as test corpora. To assess their portability across domainsI used a corpus of stock market reports as a test.I evaluated two aspects of robustness: coverage and extensibility. I �rst de�ned a set of parametersassessing the coverage of the target sublanguage for the application domain of streak, that could be attainedby analyzing a one year sample of that sublanguage. Di�erent parameters were used for measuring the impact,on such coverage limit, of using:� The knowledge structures needed by the one-pass, macrocoded model of previous systems generatingmulti-clause sentences.� The knowledge structures needed by the draft and revision, microcoded model proposed in this thesis.I also orthogonally de�ned di�erent parameters for di�erent types of coverage (conceptual, rhetorical andparaphrasing power) in addition to the overall realization coverage. I then de�ned a set of similar parameters,but this time for measuring the extensibility of the respective approaches. The coverage parameters answeredthe question: with the knowledge structures acquired by analyzing a year sample of the sublanguage, howmany sentences from a di�erent year sample could be generated? In contrast, the extensibility parametersanswered the question: how many new knowledge structures are needed by a generator that was based onone year sample, in order to also fully cover a di�erent year sample? The results of this evaluation givenin Section 5.2.5 shows that the new generation model proposed in this thesis dramatically pushes back thecoverage limit of the sublanguage studied. It also, though less spectacularly, improves extensibility.Having established the same-domain robustness of a generator using the revision rules acquired from theoriginal sports domain, I then evaluated the portability of these rules to another domain. I thus carried outon a corpus of stock market reports the same pairwise analysis that I used to abstract these rules on theoriginal corpus. For example, consider again the sentence pair < Sa1 ; S0 > of Fig. 1.8 reproduced below:Sa1 : ... the Utah Jazz handed the Boston Celtics their sixth straight home loss ..."S0: ... the Chicago Bulls defeated the Cleveland Cavaliers ..."from which the revision rule Nominalization with Ordinal Adjoin was abstracted.The following phrase pair < Sb1; Sb0 > from the test corpus shows that the same rule can be used forincrementally generating stock market reports as well:Sb1: \... the Tokyo stock market posted its third consecutive decline"Sb0: \... the Tokyo stock market plunged"As in the case < Sa1 ; S0 > above, the result, verbally expressed in Sb1 by \to plunge" is nominalized as\its decline" in order to be subsequently pre-modi�ed by the ordinal \third consecutive" which conveys theadditional streak information.The revision rules were classi�ed as a hierarchy. The portability evaluation shows that 69.5% of thebranches in this hierarchy are portable. Given the conceptual distance between the sports and �nancialdomains, these results suggest that both the generation model and linguistic data presented in this thesiscould be successfully reused to develop summarization systems in multiple quantitative domains such asthose listed at the beginning of this introduction. 13



1.3 ContributionsThe research presented in this thesis, makes eight contributions to the �eld of natural language generation:� Conveying the historical context in report generation.� Planning and realizing complex sentences.� Making the generation process more exible by allowing decisions to be made opportunistically andunder a wider range of constraints.� Making the generation process more compositional by building sentences incrementally and from indi-vidual words.� Abstracting revision operations for incremental generation.� Extending SURGE to complex sentences and quantitative nominals.� Quantitatively comparing generation models� Quantitatively evaluating the portability of knowledge structures used for generationI briey elaborate on each of them in the rest of this section.Conveying the historical context in report generation streak is the �rst summary generator toprovide the historical background of the new facts it reports. It thus not only summarizes a particular eventbut also contextualizes it. This constitutes a signi�cant step towards bridging the gap between computer-generated reports and their human-generated counterparts. Conveying historical information allows for amuch broader coverage. A generator ignoring such information could at best cover 35% of the sentences fromthe corpus of human-written summaries I analyzed. Taking into account the historical context also allowsfor a smarter choice of the new facts to report, since the relevance of a new fact is largely dependent on itshistorical signi�cance.Planning and realizing complex sentences streak is the �rst generator that deliberately attemptsto pack as many facts as possible within a single sentence. As a result, streak generates sentences up to themaximum complexity level observed in human-written summaries (46 words long, 10 level deep, conveying12 facts). These sentences are signi�cantly more complex than those generated by any previous system. Thedevelopment of streak required addressing for the �rst time at the sentence rank, the full blown contentplanning issues previously investigated only at the paragraph rank.Making the generation process opportunistic and more exible streak is the �rst system to han-dle obligatory content prescriptively and supplementary content opportunistically and under surface formconstraints. This makes the generation process far more exible. In particular, it allows using linguistic fac-tors to monitor content planning, a requirement when concisely expressing the content of a whole paragraphin a single sentence without letting that sentence grow so complex as to be unreadable.Making the generation process more compositional and scalable streak generates sentences morecompositionally than any previous generators. It is compositional in three orthogonal ways: by buildingsentences from individual words, by separating the organization of content units inside the sentence from thelexicalization of the individual units and by building sentences incrementally starting from a basic draft intowhich additional content units are gradually incorporated. This extreme compositionality makes streakmore easily scalable and portable. 14



Abstracting revision operations for incremental generation The hierarchy of revision operationspresented in this thesis constitutes a new type of linguistic knowledge. It is the �rst set of linguistic resourcesto be simultaneously based on an extensive corpus analysis and speci�cally geared towards incrementallanguage processing. Their operationality is demonstrated by their implementation in the revision rule baseof streak. Their relevance to other quantitative domains is shown by their high degree of portability fromthe domain where they were acquired to a new domain.Extending SURGE to complex sentences and quantitative nominals surge is easy to use thanksto the uniform, bi-directional and declarative formalismof FUGs on which it is based. The extensions I madeto surge at the nominal and complex sentence ranks, endow it with wide coverage at all four sententiallinguistic ranks: determiner, nominal, simple clause and complex sentence. This extended coverage combinedwith its easy of use, makes surge the best portable syntactic processing front-end for the development ofgeneration applications available today.Quantitatively comparing generation models The robustness evaluation I carried out is the �rstattempt to quantify how much of a given sublanguage can be captured by various knowledge structuresused for language generation and acquired from samples of this sublanguage. It is also the �rst quantitativecomparison of di�erent generation models. It establishes the superiority of the new microcoded revision-based generation model over the traditional one-pass macrocoded generation model of previous systemsfor the generation of multi-clause sentences. There is hardly any previous work in quantitative evaluationmethods for generation.Quantitatively evaluating the portability of knowledge structures used for generation Theportability evaluation of the revision operations described in this thesis is the �rst attempt to quantitativelyassess the domain-independence of knowledge structures used for generation and acquired from texts in asingle domain. It establishes the relevance of both these revision operations and the opportunistic generationmodel that relies on them to other quantitative domains.1.4 Guide to the rest of the thesisIn the next chapter, I describe the original corpus analysis that resulted in the hierarchy of revision operationsneeded by the new generation model proposed in this thesis. In the subsequent chapter, I present in detaila complete system architecture for text generation based on this model. In Chapter 4, I turn to the imple-mentation of this model in the system streak. In Chapter 5, I present the quantitative evaluations of thesame-domain robustness and cross-domain portability of this revision-based generation model. In Chapter 6,I compare the research presented in the previous chapters to related work in the �elds of summary reportgeneration, revision-based generation, incremental generation and evaluation in generation. In Chapter 7, Iconclude by revisiting the contribution this thesis makes to each of these �elds, and discussing its limitationsand future directions within the new research framework that it de�nes. In Appendix A, I present in fulldetail the revision rule hierarchy abstracted from the corpus analysis of Chapter 2. In Appendix B I describethe fuf/surge package underlying the implementation of streak, including the extensions to the syntacticgrammar. In Appendix C I provide a set of example runs of streak, some of them together with the fullinput and intermediate representations used by the system during the run. Finally, Appendix D gives anoverview of crep a software tool that I used18. for partially automating the various corpora analysis that Iperformed during the knowledge acquisition and evaluations stages of this research.18And designed in collaboration with Darrin Duford who implemented it15



Chapter 2Corpus analysis of newswire reports2.1 Motivation and methodologyIn this chapter I present a corpus analysis of newswire reports summarizing basketball games1. An examplereport from this corpus was given in Fig. 1.1 of Section 1. Another example is given in Fig. 2.1 in Section 2.2.The corpus consisted of 833 reports covering an entire professional basketball season. Almost all of themcontained some historical information.The overall goal of this corpus analysis was threefold:� Identify the set of linguistic resources available to convey speci�cally historical information.� Provide criteria for a generation architecture able to concisely and exibly convey historical information.� Provide data for the knowledge sources of a prototype system based on such an architecture.The core of this analysis involved distinguishing the di�erent types of information expressed in the corpus,and for each of these types, the linguistic forms used for its expression. Such a detailed semantic analysis canonly be carried out empirically by hand2. It was decomposed in �ve successive steps, each with its particulargoal:1. Focusing on a restricted category of corpus sentences. This restricted category de�ned both a sub-corpus for systematic and in-depth analysis and a realistic target output for the prototype systemstreak.2. De�ning the ontology of the sub-corpus. This involved identifying the di�erent types of entities men-tioned in the corpus3 as well as the di�erent types of facts expressed about these entities.3. Identifying the semantic constraints on concept grouping inside the corpus sentence constituents. Theseconstraints can be viewed as schemata for phrase level content organization. In streak, they areimplemented in part in the phrase planning rules and in part in the revision rules.4. Identifying the various syntactic forms used in the corpus to express each concept combination. Thisresulted in a set of mappings from semantic to syntactic structures. These mappings, which I callrealization patterns, capture the paraphrasing power of the domain sublanguage. In streak, they areimplemented in part in the lexicalization rules and in part in the revision rules.1These reports were taken from the UPI newswire.2I use corpus analysis as a methodology for semantic and syntactic knowledge acquisition. My work thus pertains to theknowledge-based tradition of NLP research and not to the statistical tradition of NLP research that is at times glossed as\corpus-based NLP" in its most recent revival. Statistical NLP attempts to build systems without any knowledge but whichinstead rely on correlation between their input and occurrence probabilities computed on huge textual corpora.3Where there is no risk of ambiguity, I will refer to the subcorpus simply as \the corpus".16



5. Identifying a set of revision tools to attach oating facts to basic sentence structures as well as thesemantic, syntactic and lexical constraints on their applicability. This was carried out by a pairwisecomparison of realization patterns di�ering by only one concept. Each revision tool corresponds toa class of structural transformations to map the simpler realization patterns into the more complexpatterns with one more concept. These revision tools are implemented in the revision rules of streak.These �ve steps are presented in order in the following subsections. Together, they de�ne a corpus-basedknowledge acquisition methodology that allows identifying the range of expressive options that need to beimplemented in a generator based on systematic empirical data. This systematism in turn allows thoroughtesting of the generator and quantitative evaluations of its output. The di�erential analysis of realizationpatterns de�nes an approach to extract from text, linguistic knowledge, that is speci�cally geared towardsincremental processing, such as revision tools.2.2 Focusing on a sub-corpusIn order to ful�ll its goals, the corpus analysis needed to be simultaneously semantic, syntactic, very �ne-grained4 and systematic. Such an ambitious analysis could not have been carried out on the total corpus,i.e., on each and every sentence of 833 reports. It was necessary to focus on a restricted category of corpussentence. I de�ned this restricted category in two steps. I �rst made observations about the structure ofthe corpus reports to choose a discursive focus. I then distinguished between di�erent types of informationconveyed in the corpus to choose a semantic focus.2.2.1 Report structure and discursive focusJournalism textbooks de�ne a variety of standard report structures. The corpus reports are organizedfollowing the so-called inverted pyramid structure with summary lead [Fensch 1988], meaning that crucialinformation is packed in the lead followed by facts of decreasing importance towards the end of the report.Summary type leads, often consisting of a single sentence in the corpus reports, are thus self-contained mini-reports containing the basic facts. This type of report structure is not particular to sports reporting but ispervasive in newswire articles [Mencher 1984]. It is preferred because newswire reports are essentially used asdraft material to be edited by client newspapers under heavy time-pressure and stringent space constraints.An inverted pyramid structure with a summary lead makes a report instantly editable by cutting its tail.When space is really scarce only the lead remains.This particular structure of the corpus reports allowed me to narrow the discursive scope of the analysis toa single sentence per report: the lead sentence. This sub-corpus of lead sentences was of manageable size for asystematic manual analysis and at the same time allowed focusing on the two main linguistic phenomenon ofinterest in this thesis: summarization and historical contextualization. In the literature about summarization(e.g., [Borko 1975]), an important distinction is made between indicative abstracts which provide meta-levelinformation on the text itself (its goal, structure, style etc), and informative abstracts which express thecontent of the text in a less detailed and more compact form. Summary leads are informative abstracts of therest of the report Moreover, 52% of them contained historical information. That such historical backgroundwas part of the essential facts in a majority of reports con�rms the importance of historical information. Italso allowed the detailed investigation on how its gets folded with new information into complex sentences.2.2.2 Content types and semantic focusIn order to de�ne a semantic focus for the �ne-grained analysis, I �rst had to carry out a high-level semanticanalysis of all 833 lead sentences in the corpus. This high-level analysis consisted of distinguishing di�erenttypes of information conveyed in these sentences. Among these di�erent types I singled out one particular4i.e., down to the individual word whenever necessary 17



type of new information, box-score facts and two particular types of historical information, records andstreaks.A box-score is a table containing a standard set of facts for one game. In daily newspapers, there isone box-score accompanying each game report. It essentially contains data quantifying the various aspects(scoring, rebounding, passing etc) of the total performance of each player and team for the entire game. Anexample box-score with the corresponding report is given in Fig. 2.1. In this report, �ne-grained statistics notavailable in the box-score, such as performances over a short time interval during the game, are emphasized byan italic font (historical information is, as usual, emphasized by a boldface font). Such �ner grained statisticscome from complete game charts [Anderson 1985]. Box-scores are available on-line through newswire andsport statistic computer services, whereas game charts are not5. Therefore, only box-scores constitute arealistic tabular input for a report generation system. This is the �rst reason to choose box-score facts asthe semantic focus for new information. There are three other reasons:� They are the most common type of new information. It was the sole type of new information in 50.2%of the corpus sentences.6 .� They are the type of new information most often associated with historical information. 65% of thecorpus sentences in which box-score statistics was the sole type of new information also containedhistorical information. Only 39% of the �rst sentences containing new information other than box-score facts also contained historical information.� They are not conceptually idiosyncratic to basketball or sports. Other quantitative domains containstatistics that are direct conceptual equivalent of box-score facts in the basketball domain. For instance,the �nal value of a �nancial index in the stock market domain (e.g., \IRT property ended at 11,104")directly corresponds an the end of the game statistic in the sports domain (e.g., \Dikembe Mutombo�nished with 19 points").A record is the property of a statistic to constitute a maximumor a minimum in a set of similar statisticsover some period of time, e.g., \Michael Adams scored a career-high 44 points". A streak is the property ofthe game result to extend or interrupt a series of similar results for a given team, e.g., \the Denver Nuggetsended a �ve-game losing streak with a 128-112 victory over the Sacramento Kings"There are three reasons for choosing records and streaks as the semantic focus for historical information:� They can be easily maintained from box-scores (they are also available on-line through sports statisticcomputer services).� They are the most common type of historical information (together, records and streaks were the soletype of historical information in 62% of the �rst sentences).� They are pervasive in any quantitative domain, as illustrated by the following examples of streaksfrom �nance (e.g., \the Dow Jones Average of 30 Industrials recorded its fourth straight loss" andmeteorology \in New York the temperature remained below zero for the �fth consecutive day").Focusing on box-score facts, records and streaks de�nes a sub-corpus of 293 lead sentences for �ne-grainedsemantic and syntactic analysis. The special properties of these three types of information listed above insurethat this sub-corpus:� Constitutes a representative core of the whole corpus.� Is ideal to study how historical background gets opportunistically woven into sentences conveyingrelated new facts.� Covers the most realistically available on-line input data for the domain at hand.� Should yield results and linguistic knowledge that generalize to other quantitative domains.5To the best of my knowledge.6Note also in Fig. 2.1 that most of the information conveyed in the report comes directly from the box-score.18



ORLANDO MAGIC 24 24 (48) 21 (69) 25 (94)fg 3pt-fg ft rbPlayers mn m-a m-a m-a o-t bl st as to pf tpCatledge 44 8-15 0-0 0-0 4-11 0 3 3 2 3 16Reynolds 27 3-9 1-1 2-2 0-2 1 1 1 1 3 9Roberts 16 4-7 0-0 1-2 2-6 2 0 1 1 5 9Vincent 22 4-12 0-0 0-0 3-6 0 1 3 4 0 8Anderson 30 6-10 0-0 2-4 1-2 0 1 1 0 2 14Kite 22 2-4 0-0 0-0 3-4 0 0 0 0 2 4O.Smith 26 4-11 0-0 1-2 0-1 0 2 1 0 2 9Skiles 26 8-15 0-3 5-5 1-2 0 4 7 1 3 21Scott 14 1-7 0-1 2-2 0-0 0 0 0 1 1 4Je. Turner 4 0-1 0-0 0-0 0-1 0 0 1 0 3 0Williams 9 0-1 0-0 0-0 0-1 0 0 0 0 0 0Team totals 240 40-92 1-5 13-17 14-36 2 12 18 12 24 94Team % .435 .200 .765HOUSTON ROCKETS 20 25 (45) 31 (76) 23 (99)fg 3pt-fg ft rbPlayers mn m-a m-a m-a o-t bl st as to pf tpJohnson 38 4-10 0-1 2-4 2-8 1 2 4 1 3 10Thorpe 40 5-11 0-0 4-4 5-10 0 0 2 1 3 14Olajuwon 33 6-16 0-0 5-6 3-14 8 2 4 3 6 17Maxwell 42 4-14 3-9 3-4 0-3 0 1 5 3 3 14K.Smith 38 12-15 1-1 3-3 1-4 0 2 9 6 0 28Rollins 14 0-0 0-0 0-0 1-2 1 0 0 0 2 0Floyd 19 2-5 1-2 7-8 0-3 0 0 4 4 2 12Herrera 8 1-3 0-0 2-4 0-1 0 0 0 1 2 4Jo. Turner 5 0-0 0-0 0-0 0-1 0 0 0 1 2 0Bullard 3 0-0 0-0 0-0 0-0 0 0 0 0 0 0Team totals 240 34-74 5-13 26-33 12-46 10 7 28 20 21 99Team % .549 .385 .788ORLANDO, Fla. (UPI) { Kenny Smith scored 28 points Sunday night to pace the Houston Rockets to a 99-94 victoryover Orlando, giving the Magic their league-high 10th straight loss.Hakeem Olajuwon contributed 17 points, 14 rebounds and eight blocked shots before fouling out with 3:15 remainingin the game.The Magic led 48-45 at halftime, but Houston outscored Orlando 23-12 in the �rst eight minutes of the third quarterto take the lead for good.Smith converted 12 of 15 shots from the �eld and dished out nine assists to give the Rockets their sixth win ineight meetings with Orlando.Scott Skiles provided spark of the bench with 21 points, seven assists and four steals for the Magic, which lost forthe 14th time in 15 games.Otis Thorpe added 14 points and 10 rebounds for the Rockets. Vernon Maxwell scored 14 points despite 4-for-14shooting from the �eld.Orlando was out-rebounded 46-36 and shot just 43.5-percent from the �eld. The Magic have dropped their lastsix home games.Font conventions in the report: italics = information not coming from the box-score, boldface = historical information.Font conventions in the box-score: boldface = statistic included in the report.Abbreviations in the box-score : mn = MiNutes-played, fg = Field-Goals, ft = Free-Throws, rb = ReBounds, as = ASsists, st= STeals, bs = Blocked Shots, to = TurnOver, pf = Personal Foul, tp = Total Points, 3pt = three-PoinT, m = Made, a =Attempted, o = O�ensive, t = Total..Figure 2.1: Standard box-score and corresponding natural language report19
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Figure 2.2: Domain ontologyThis sub-corpus also de�nes the sub-domain for the prototype system streak. The ontology of thissub-domain is presented in the next section.2.3 Domain ontologyIn this section I distinguish and exemplify the various types of information conveyed in the sub-corpus de�nedin the previous section. The top-levels of the ontology de�ned by these subtypes is shown in Fig. 2.2.At the top level categories in this ontology are the three major classes of facts that de�ned the semanticscope of this sub-corpus: one class of new facts, box-score facts, and two classes of historical facts, recordsand streaks about these box-score facts.Box-score facts �rst specialize into statistics and qualities. Then, each category further specializes interms of the domain entity they concern: either an individual player, a group of player, an entire team,or the game as a whole. Statistics about individual players specialize into those concerning players of thewinning team, stat(WP), and those concerning players of the losing team, stat(LP). Each case is furtherre�ned in terms of unit (points, rebounds, assists etc.). The only cases of statistics concerning either a groupof players, stat(WPG), or a whole team, stat(WT), were restricted to the winning team. Corresponding dataabout the losing team was never deemed important enough in the appear in the lead sentence. Similarly,only qualities concerning players from the winning team, quality(WP), were conveyed in the lead. The onlystatistic about the whole game is its result, specifying the winner, loser and �nal score. Though per-quarter20



scores are available in standard box-scores, none of those appeared in the lead sentences. Qualities aboutthe game include its location, time, and length.Streak updates specialize along two orthogonal dimensions, streak extensions vs. streak interruptions,and streak of the winning team, streak(WT), vs. streak of the losing team, streak(WT). Similarly, recordupdates specialize into breaking vs. equaling types and orthogonally into records of game statistics andrecords of streak lengths. Record game statistics are further re�ned in terms of the various types of gamestatistics from the sub-ontology of game statistics de�ned above. Similarly, record streaks are further re�nedin terms of the sub-ontology of streaks.The bottom level of the ontological hierarchy where all low-level distinctions di�erentiating various statis-tics are taken into account, contains 42 concepts.2.4 Corpus sentence structures2.4.1 Top-level structure: concept clusteringThe semantic structure of corpus sentences is de�ned by constraints on concept co-occurrence, i.e., whatconcept combinations appear inside particular sentence constituents. Their surface structure is de�ned byconstraints on syntactic dependency between the constituents realizing the various elements of each appearingconcept combination.I made two main observations on concept co-occurrence inside whole corpus sentences. The �rst obser-vation is that the number of facts in these sentences varies from a minimum of four to a maximum of 12.The second observation is that each sentence contains one instance of each of the four following concepts:� Game result, result(game)� Game location, loc(game)� Game time, time(game)� Winning player statistic, stat(WP)A game has only one result, location and time. In contrast, most corpus sentences contain severalinstances of the concept winning player statistic. However, only one of these winning player statistics isthe focus of the sentence. I call this particular statistic the main statistic, stat1(WP1), of the conceptcombination.The conclusion of these two observations is that any concept combination appearing in a corpus sentenceis made of:� The basic concept combination: <stat1(WP1), result(game), loc(game), time(game)>.� From zero to eight additional concepts from the domain ontology presented in Section 2.3At the abstract concept combination level, all corpus sentences are thus semantic supersets of the basic,four concept sentences.To discover the constraints on syntactic constituent dependencies inside the corpus sentences, I �rstlooked at these basic sentences. I observed that they all follow one of only two high-level syntactic structures.These structures are illustrated on two example sentences in Fig. 2.3. In this �gure sentence constituentsare represented by boxes with their concept at the top and their text at the bottom. These boxes are linkedby lines showing the dependency relations between the constituents. In both these sentences the structuralstatus of the syntactic constituents that respectively express the location and the time of the game is identical.The location is expressed by a constituent pre�xed to the rest of the sentence as a parenthetical, while thetime is expressed by a oating adjunct that is attached to di�erent constituents in di�erent corpus sentences.What sets these two structures apart is the relation between the constituents that respectively express the21



main statistic and the game result. In the �rst structure they are in parataxis while in the second they arein hypotaxis, with the main statistic as head. In this paper, I use the notions of parataxis and hypotaxisde�ned in [Halliday 1985], because they are general relations between syntactic constituents occurring at alllinguistic ranks (sentence, clause, group). Two constituents are in parataxis if they are both at the samestructural level. Parataxis is thus a general symmetric relation covering both coordination and apposition.In contrast, two constituents are in hypotaxis if it is possible to distinguish one as a main element and theother as a dependent element. Hypotaxis is thus a general asymmetric relation covering both head-argumentdependency and head-adjunct dependency. I take clause subordination to be a special case of hypotaxiswhere both the head and the dependent are clauses.When I looked at the complex corpus sentences, I observed that they have the same structural charac-teristics as the basic sentences. In these complex sentences, the location is still expressed as a parentheticalpre�x, the time is still expressed by a oating adjunct, there are still two top-level constituents - one in-cluding the main statistic and one including the game result - and these two constituents are still either inparataxis or in hypotaxis with the constituent including the main-statistic as head. The only di�erence fromthe basic sentence structures is that additional concepts are now grouped with the main statistic and/orwith the game result in these two top-level constituents.An example of a hypotactically structured complex sentence is shown in Fig. 2.4. This sentence containsnine facts: the four basic facts (with their concept highlighted in bold), three historical additional facts (indashed boxes) and two non-historical additional facts. Compare this sentence with the basic sentence at thebottom of Fig. 2.3. They both share the same high-level structure: hypotaxis with the constituent includingthe main statistic as head and the constituent including the game result as dependent. In the complexsentence, however, the head constituent contains four additional facts and the dependent constituent containsone additional fact. The corpus also contained paratactically structured complex sentences with additionalfacts grouped with the main statistic and/or with the game result.In short, the top-level structure of any corpus sentence is one of the two basic structures illustrated inFig. 2.3, with additional facts clustered either around the main statistic or around the game result. Anycorpus sentence is thus made of two halves. In the rest of this thesis, I call the half containing the mainstatistic the statistic cluster and the half containing the game result the result cluster. A systematic analysisof these two clusters revealed that whether a fact is part of the statistic cluster or the result cluster is directlydependent on its ontological class. Among the classes of additional facts from the domain ontology shownin Fig. 2.2 only one - stat(WPG) i.e., statistic of winning player group - was part of the statistic cluster insome corpus sentences and part of the result cluster in some others. The instances of all the other classesconsistently appeared in the same cluster. This concept clustering phenomenon is illustrated in Fig. 2.5.It shows where additional instances of each concept gets attached. These semantic constraints on conceptclustering can be viewed as schemata [McKeown 1985] for sentence-rank planning.Figure 2.5 also shows that the overall structure of any corpus sentence depends on only three factors:� The top-level relation between the two clusters, either parataxis or hypotaxis with the statistic clusteras head.� The internal structure of its statistic cluster� The internal structure of its result clusterThese corpus observations show that any complex sentence can indeed be generated in two steps: (1)produce a basic sentence realizing the obligatory content units, (2) incrementally revise it to incorporatesupplementary content units. Furthermore, they indicate that supplementary content units can be attachedwithin a cluster, based on local constraints, thus simplifying both generation and the rest of the corpusanalysis. When I pursued the analysis inside each cluster, I split the whole sentence corpus into two subsets:one containing statistic clusters and the other, result clusters. This cluster internal analysis is discussed inthe next section. 22
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length(game)Figure 2.5: Concept clusters2.4.2 Internal cluster structure: realization patternsThe analysis of the top-level corpus sentence structure presented in the previous section, resulted in a setof semantic constraints to guide sentence planning. These semantic constraints de�ne the set of conceptcombinations observed in speci�c corpus sentence constituents that I called clusters. In order to identifylinguistic constraints on sentence realization, I then looked, for each clustered concept combination, at theset of syntactic structures realizing it in the corpus. I call a mapping from a concept combination onto asyntactic structure a realization pattern.Four examples of realization patterns are given in Fig. 2.6. I represent realization patterns as arrays, witheach column corresponding to a syntactic constituent and each row corresponding to some level of informationabout this constituent7. The �rst row indicates the semantic element that the constituent realizes; the secondrow its grammatical function; the third row its structural status (i.e. head, argument, adjunct or conjunct)and the fourth its syntactic category8. Below each realization pattern, I give two example phrases from thecorpus illustrating the pattern.Realization patterns capture the structural paraphrasing power of the corpus sublanguage9. In Fig. 2.6,patterns Rd1 and Rd2 capture two alternatives ways to convey a game result. Patterns Ri1 and Ri2 capturetwo alternative ways to convey a game result together with a streak update that this result triggers. Thesepatterns abstract from lexical material and syntactic details (e.g., connectives, mood) to focus on represent-ing the di�erent mappings from semantic structure to syntactic structure. Consider for example the twoalternative patterns Ri1 and Ri2 given in Fig. 2.6 for the realization of the same concept combination Ci.7Some rows are double. A single line separates the two halves of a double row, whereas a double line separates two di�erentrows.8The particular grammatical functions, structural relations and syntactic categories used in this thesis are those of surgeand are described in detail in Appendix B9But abstracts from the more productive grammatical and lexical paraphrasing, cf. Section 3.3.1.5 for a detailed discussionof these di�erent types of paraphrasing. 24



Ci : <game-result(winner,loser,score),streak(winner,aspect,type,length)>.Cd: <game-result(winner,loser,score)>.Ri1(Ci):winner game-result loser score length streak+aspect typeagent process a�ected score frequencyarg head arg adjunct adjunctproper verb proper number PPprep [det ordinal adj noun]Chicago beat Phoenix 99-91 for its 3rd straight winNew York defeated Seattle 101-91 for its 4th consecutive victoryRd1(Cd) surface decrement of Ri1(Ci):winner game-result loser scoreagent process a�ected scorearg head arg adjunctproper verb proper numberSeattle defeated Sacramento 121-93Detroit routed Boston 110-89Ri2(Ci):winner aspect type streak length score game-result loseragent process a�ected/located location instrumentarg head arg adjunct adjunctproper verb NP PP PPdet participle noun prep [det number noun PP]Utah extended its winning streak to 6 games with a 118-94 triumph over DenverBoston stretching its winning spree to 9 outings with a 118-94 rout of UtahRd2(Cd) surface decrement of Ri2(Ci):winner score game-result loseragent process rangearg head argproper support-verb NPdet number noun PPChicago claimed a 128-94 victory over New JerseyOrlando recorded a 98-87 win against DallasFigure 2.6: Realization pattern examples
25



In these two patterns, the semantic elements streak and aspect10 are mapped onto syntactic constituentsin drastically di�erent ways. In pattern Ri1, they are both expressed by an adjective (e.g., \straight" orconsecutive) inside a purpose adjunct PP. In contrast, in pattern Ri2, aspect is expressed by a head verb(e.g., \to extend" or \to stretch") and streak by a head noun (e.g., \streak" or \spree") of the object NP.I identi�ed the realization patterns of each clustered concept combinations, �nding a total of 160 patternsfor 79 combinations. Each of these realization patterns can be obtained by applying a set of information-adding revisions to one of the three realization patterns of the basic four concept combination. In this thesis,instead of going through the list of the patterns resulting from these revisions, I focus on the more concisepresentation of the revision operations themselves. Example of these operations are given in the next section.Their exhaustive list is given in Appendix A.2.5 Revision tools2.5.1 Di�erential analysis of realization patterns: identifying revision toolsRealization patterns specify syntactic structures for entire concept clusters. For example, consider again thecomplex sentence from the corpus whose structure was analyzed in Fig. 2.4:\Karl Malone scored 28 points and John Stockton added a season-high 27 points and handed out a league-high 23 assists leading the Utah Jazz to its fourth straight victory, a 105-95 win over the Los AngelesClippers".This sentence contains two realization patterns:� One pattern for its �ve fact statistic cluster \Karl Malone scored 28 points and John Stockton added aseason-high 27 points and handed out a league-high 23 assists".� Another pattern for its two fact result cluster \leading the Utah Jazz to its fourth straight victory, a105-95 win over the Los Angeles Clippers".Such realization patterns are thus too coarse grained to be usable by a revision-based generator exploitingcompositionality inside clusters. The linguistic data needed by such a system is a set of subpatterns specifyingthe realization of a single additional concept in the context of a pre-existing draft cluster structure. Forexample, one such subpattern would specify that in the context of a draft game result cluster like \leadingthe Utah Jazz to a 105-95 win over the Los Angeles Clippers" an additional streak concept can be realizedby an apposition like \its fourth straight victory".In order to identify these contextual sub-patterns I carried out a di�erential analysis of the clusterrealization patterns. A pictorial description of this di�erential analysis is given in Fig. 2.7. This analysis isbased on the notions of semantic decrement and surface decrement. A cluster Cd is a semantic decrementof cluster Ci if Cd contains all but one of Ci's concepts. Each cluster has a set of realization patternsassociated with it. The surface decrement of a realization pattern of Ci is the realization pattern of Cdthat is structurally closest. Structural distance is de�ned as the number of matching cells in the arraysrepresenting their respective realization patterns. In cases of tie, the cells of some rows, such as the one forthe constituent realizing the semantic head, are given more weight.Figure 2.6 shows a semantic decrement pairing Cd, a single concept, with Ci, which contains two con-cepts. Both clusters have two realization patterns associated with them as they each can be realized by twodi�erent syntactic structures. These four syntactic structure patterns must be compared to �nd the surfacedecrements. Since Rd1 is entirely included in Ri1 and Rd2 is not, Rd1 is the surface decrement of Ri1. Such acase of inclusion is the simplest type of relation between a pattern and its surface decrement. However, themaximum overlap between a realization pattern and its decrement is sometimes only partial. To identify the10The \aspect" of a streak update di�erentiates streak extensions from streak interruptions. It is an entirely di�erent notionfrom the grammatical aspect of a clause. 26
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Figure 2.7: Di�erential analysis of realization patternssurface decrement of Ri2 for example, we need to compare it to Rd2 and Rd1 in turn. In Rd1, only the �rstcolumn matches a column in Rd2. In contrast, in Rd2, in addition to the �rst column, columns 3 to 6 also(if only partially) match some column in Rd2. In particular, the semantic head, game-result, is mappedonto a noun in both Rd2 (e.g., \victory") and Ri2 (e.g., \triumph"), whereas in Rd1 it is mapped onto averb (e.g., \to defeat"). Therefore, it is Rd2 rather than Rd1 that is the surface decrement of Ri2. However,Rd2 only partially overlaps Ri2 since its second column does not correspond to any column in Ri2.By systematically listing the surface decrements (and conversely the surface increments) of each of the160 realization patterns resulting from the previous step of the analysis, I identi�ed 270 surface decrementpairs. I then considered each of these 270 pairs as an instance of revision. The simplest pattern in the pair isthe base pattern of the revision and the most complex pattern in the pair the revised pattern. For examplein Fig. 2.6, patterns Rd1 and Rd2 play the role of base patterns, whereas patterns Ri1 and Ri2 play the roleof revised patterns.For each revision instance, there is a set of structural transformations to change the base pattern intothe revised pattern. Each such set of structural transformations de�nes a revision tool11. In the last stepof this corpus analysis I classi�ed revision tools in terms of their structural characteristics. This last step ispresented briey in Section 2.5.2 and in full detail in Appendix A.2.5.2 Classifying revision operationsClassifying the structural di�erences between surface decrement pairs resulted in a hierarchy of revision op-erations. The top-level of this hierarchy, shown in Fig. 2.8, distinguishes between monotonic revisions, whichare abstracted from fully overlapping decrement pairs and involve only attachment of a new constituent, andnon-monotonic revisions, which are abstracted from partially overlapping decrement pairs and also involvedisplacement and/or deletion of draft constituent(s). Monotonic revisions consist of a single transformationwhich preserves the base pattern and adds in a new constituent. In non-monotonic revisions an introductorytransformation breaks up the integrity of the base pattern in adding in new content. Subsequent restruc-turing transformations are then necessary to restore grammaticality. Monotonic revisions can be viewed aselaborations while non-monotonic revisions require true revision. In the next two sections, I discuss and giveexamples of these two di�erent classes of revision tools.11The transformations involved in the application of a revision tool are not related to the notion of transformation as de�nedby transformational grammarians. In transformational grammars, a transformation relates surface forms that are grammaticalparaphrases of a common deep semantic form. In contrast, a transformation involved in the application of a revision tool mapsa surface form S1 realizing a deep semantic form D1 onto a surface form S2 realizing a distinct deep semantic form D2, whichcontains D1 plus an additional fact. 27
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Adjoin ConjoinAbsorb AppendFigure 2.8: Revision operation hierarchy: top-levels2.5.2.1 Monotonic revisionI identi�ed four main classes of monotonic revisions: Adjoin, Append, Conjoin and Absorb. They di�erfrom each other in terms of either the type of the base structure on which they can be applied or the typeof revised structure they produce.For example, Adjoin applies only to hypotactic base patterns. It consists of the introduction of anadditional optional constituent Ac. Ac is thus adjoined to the base constituent under the base head Bh. Therevision schema of an adjoin is shown in Fig. 2.912.Like most monotonic revision tools, Adjoin is versatile. The variety of adjoin revision operations isshown in Fig. 2.10. The analyzed corpora contained cases where the new constituent was added to a nomi-nal (abbreviated NP in the revision hierarchy) and others where it was added to a clause (abbreviated S inthe revision hierarchy). When adjoined to a nominal, the new constituent could �ll the following syntacticfunctions: partitive, classi�er, describer and quali�er. For the quali�er syntactic function the added con-stituent came in two syntactic forms: non-�nite clause and relative clause. Finally, a relative clause couldexpress a given type of additional information equally well when adjoined to di�erent draft subconstituentsof the same syntactic category (nominal) but embedded at di�erent levels in the draft structure. Considerfor example, adding streak information to the draft phrase:\to power the Golden State Warriors to a 135 119 triumph over the Los Angeles Clippers",The same revision tool Adjoin Relative Clause to Nominal can be applied to the embedded nominalreferring to the losing team (underlined) and yielding:\to power the Golden State Warriors to a 135 119 triumph over [[the Los Angeles Clippers] , [who lost forthe ninth straight time.]]"12The pictorial conventions used in this �gure, and in Fig. 2.11 are the following: constituents are circles or ovals, structuralrelationships are lines, the lines corresponding to role relations (either argument or adjunct) are labeled. The elements addedby the revision, either constituents or relations, are boldfaced.
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PPPPFigure 2.10: Adjoin revision operation hierarchyAlternatively to the top-level nominal conveying the game result (underlined) as a whole and yielding:\to power the Golden State Warriors to [[a 135 119 triumph over Los Angeles] , [that extended the Clip-pers' losing streak to nine games.]]"The �rst revision is thus called Adjoin of Relative Clause to Bottom-Level Nominal and the secondAdjoin of Relative Clause to Top-Level Nominal.When adjoined to a clause, the new constituent could �ll the following syntactic functions: frequency,result, time and co-event, with only a single syntactic category for the adjoined constituent in each case.Adjoin was used to add both types of historical information { streaks and records { as well as non-historicalinformation.The pair of phrases below illustrates how Adjoin can be used to add a record information to a gamestatistic nominal:Base phrase: \Armon Gilliam scored [39 points]"Revised phrase: \Armon Gilliam scored [a franchise record 39 points]"The noun compound \franchise record" (corresponding to Ac in the schema) is simply added as a pre-modifying classi�er of the \39 points" nominal (corresponding to Bc in the schema). This is a case ofAdjoin of Classifier.The surface decrement pair < Ri1; Rd1 > given Fig. 2.6 Section 2.5.1 provides an example of Adjoin ofFrequency PP to Clause. In this example, the purpose PP realizing an additional streak fact (e.g., \forits third straight win"), is adjoined to the clausal base structure realizing a basic game result cluster (e.g.,\Chicago defeated Phoenix 99-91" resulting in the revised cluster \Chicago defeated Phoenix 99-91 for itsthird straight win").Note how in both these examples the linguistic expression of the base phrase content is not a�ected bythe revision. The three other types of monotonic revisions, Conjoin, Append and Absorb are presented inAppendix A.2.5.2.2 Non-monotonic revisionsI identi�ed �ve main classes of non-monotonic revisions: Nominalization, Adjunctization, Recast,Argument Demotion and Coordination promotion. Each type is characterized by a di�erent set of restruc-turing transformations which involve displacing base constituents, altering the base argument structure orchanging the base lexical head. These types of transformations also distinguish non-monotonic revisions(as a whole) from monotonic revisions. Monotonic revisions conserve both the argument structure and thelexical head of the base and do not involve moving base constituents around.29
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>destinationFigure 2.12: Adjunctization revision operation hierarchyaffected role. Those moved to the instrument role were coming from either created, range or locationrole positions.The four other types of non-monotonic revisions, Nominalization, Recast, Argument Demotion andCoordination promotion are presented in Appendix A.2.5.2.3 Side transformationsThe previous subsection presented the core transformations involved in the corpus revisions:� The introductory transformation whose goal is to attach the additional fact to the base pattern.� The restructuring transformations whose goal is to maintain grammaticality.Some revisions, however also involve side transformations that satisfy other goals such as avoiding rep-etitions, avoiding ambiguities and enforcing collocation constraints. I identi�ed �ve main classes of sidetransformations: Reference Abridging, Ellipsis, Argument Control, Scope Marking, Lexical Adjustment andOrdering Adjustment.The most common of these transformations is reference abridging. Its goal is to suppress repetitionsintroduced by the attachment of the additional fact. In the corpus, initial references use a set of defaultproperties associated with the class of the referred entity in the domain ontology. For example, initialreferences to players use their �rst and last name, initial references to teams use their name and location,etc. However, when a revision introduces a second reference, this set of properties is distributed betweenthese two references. The base reference is thus abridged by the revision13.The surface decrement pair < Rd3; Ri3 > below illustrates this phenomenon:Rb3 \to direct the Los Angeles Lakers past [the Washington Bullets] 87 72"Rr3 \to direct the Los Angeles Lakers past [Washington] 87 72 handing the Bullets their ninth straightdefeat"In the base pattern Rb3, both the name, \the Bullets" and the location, \Washington" of the losing teamare used in the single reference to that team. When this cluster is revised, the added constituent contains asecond reference to this team. In this second reference the team name alone is used. As a side transformation,the �rst reference is abridged using the team location alone. Without such a side transformation, the teamname would be repeated just three words after being introduced:Rr30 \to direct the Los Angeles Lakers past the Washington Bullets 87 72 handing the Bullets theirninth straight defeat"13Note that the use of this transformation is based on the assumption that the targeted audience of the report knows aboutevery property in the default set, since otherwise it could not establish the co-reference link in the revised pattern31



The other types of side transformations are presented in Appendix A.2.5.2.4 Classifying criteriaTable 2.1 summarizes the essential characteristics of the revision tools I identi�ed in the corpus. The columnsof this table provide �ve essential criteria to classify these tools:� The type of base pattern structures on which they can be applied: whether a tool is applicable onlyto hypotactic bases, only to paratactic bases or equally well to both.� The type of revised pattern structures resulting from their application: either paratactic or hypotacticand in this latter case whether the revised pattern head is the base pattern head or the new constituentintroduced by the revision.� How base pattern constituents are displaced by the revision.� How the argument structure of the base pattern is a�ected by the revision, whether it is expanded,shrunk, etc.� How the lexical head of the base pattern is a�ected by the revision and in particular whether therevision involves replacing a support verb by a full verb or vice-versa.Each distinct combination of these �ve factors de�nes a main class of revision. Each instance of revisioncan be further characterized by taking into account the following factors:� The linguistic rank of the revision base pattern14: clause, nominal etc.� The syntactic category of the constituent added by the revision.� The grammatical function �lled by this added constituent in the revised cluster.The eight criteria above classify revisions in terms of core transformations. For revisions that also involveside transformation(s), the various types of side transformations constitute an additional classifying criterion.The resulting hierarchy, whose top-level was given in Fig. 2.8 and whose adjoin and Adjunctizationsubtrees where respectively given in Fig. 2.10 and Fig. 2.12, is fully presented in Appendix A.2.5.2.5 Constraints on revision tools applicationTable 2.2 summarizes �ve di�erent constraints on the application of each of the ten basic revision tools. The�rst column speci�es the types of side transformations that may accompany their application and the secondcolumn the linguistic ranks of the base patterns onto which they are applied. The �nal three columns specifythe types of facts they can add: streak, records and/or box-score facts (i.e. non-historical information).Table 2.2 also contains occurrences of each of these constraints in the corpus of 270 surface decrement pairs.For example, concerning the monotonic revision tool Adjoin presented in Section 2.5.2.1, table 2.2 indicatesthat there were 88 total occurrences of its usage in the corpus, breaking down into 72 occurrences at thenominal-rank and 16 at the clause-rank. It also notes that among the 16 clause-rank occurrences, eight wereused to convey a streak, one to convey a record and the seven remaining to convey a non-historical statistic.Finally, it indicates that 17 occurrences of Adjoin involved a side transformation, 15 reference adjustmentsand two ordering adjustments.2.6 SummaryThe corpus analysis described in this section has ful�lled �ve functions:14The constraints on this rank for each basic tool type are given in table 2.232
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� Identify the ontology of the basketball report domain.� Identify the sentence-rank schemata used in the report leads.� Identify realization patterns determining which syntactic structures can be used to express each conceptcombination allowed by these schemata.� Identify revision tools to incrementally build complex realization patterns from basic ones.� Identify constraints on the applicability of these revision tools.The corpus analysis thus provided the data for all the knowledge sources of the prototype generatorstreak. It has also de�ned a target output which is useful to evaluate the success of streak. Finally,it has con�rmed the plausibility of the revision approach by showing the highly compositional and regularstructure of the complex sentences found in the corpus.

34



Chapter 3A new generation architectureIn the introduction of this thesis I proposed a new draft and revision approach to language generationaddressing the di�cult issues raised by summarization applications. Implementing this new approach requiresde�ning a new generation system architecture. The object of the present chapter is to motivate and presentthis architecture in detail.Language generation is a very complex process involving a large and heterogeneous set of tasks. Thearchitecture of a generation system speci�es:� The decomposition of the system into components, each responsible for a speci�c set of subtasks.� The knowledge sources accessible to each component.� The type of internal representations exchanged among components.� The thread of control between components.The architecture presented in this chapter is for a complete report summary generation system, producingmulti-sentential text from raw quantitative data. As much as possible, it is presented independently of anyspeci�c implementation. One speci�c implementation of the most original parts of this architecture, thesystem streak, is presented in the next two chapters.No standard terminology has emerged for the various subtasks of text generation. Di�erent researchershave used the same terms to mean di�erent things in the literature. This has obscured the issues. To avoidthis pitfall, this chapter starts by de�ning a terminology for discussing architectural issues that is then usedthroughout the thesis. I then motivate the new architecture I propose in two steps. I start from a setof observations resulting from the corpus analysis of human-written summaries presented in the previouschapter. From these observations, I identify a set of abilities needed by a generator to produce similar texts.I then derive a set of design principles which provide a generator with these abilities. Finally, I present indetail the proposed architecture based on these principles, explicitly stating where and how each generationsubtask de�ned gets carried out.3.1 Text generation subtasksOne problem in discussing architectural issues in generation is the absence of a precise and standard termi-nology: the same terms have been used to describe di�erent notions by di�erent authors in the literature.In this subsection I briey de�ne a vocabulary that I will then use throughout the paper.Text generation is traditionally decomposed in three subtasks:� Content determination, answering the question \what to say?"� Content organization, answering the question \when/where to say what?"35



� Content realization, answering the question \how to say it?"Together, the �rst two subtasks are also generally referred to as content planning, deep generation orstrategical generation. The third subtask has been alternatively called language synthesis, surface realization,surface generation or tactical generation. Useful as they are, these threefold or twofold decompositions aretoo coarse grained. Each of these three tasks is in itself very complex. To be able to discuss how thesetwo/three subtasks are carried out and compare what they recover in di�erent generation architectures, itis necessary to make additional distinctions that further decompose the text generation process.Content determination can be itself decomposed into content production and content selection. Althoughin many cases an underlying application provides the generator with all the potential content, in other casesthe generator's input is but one part of that content. The rest of the content has to be produced by thegenerator itself. This is what Hovy calls interpretation in generation [Hovy 1988]: the generator needs toenrich its input with more content. In the extreme case the input consists only of communicative goals and itis the generator's task to produce all content from the knowledge sources it can access. Another case requiringcontent production by the generator is when its input format is totally inadequate for content planning. Thegenerator must �rst produce content of an acceptable format before being able to start planning. This isthe case for the type of generation application discussed in this thesis. The raw quantitative data inputto the generator in tabular form must �rst be converted to a symbolic form, which captures conceptualgeneralizations and on which domain reasoning can be performed. This task of content production subtlydi�ers from content selection which consists of deciding which part of the produced content is to be includedin the generated text.What each generation subtask covers depends on the level ofmicrocoding at which generation is performed.A macrocoded generator like ana [Kukich 1983] produces sentences by assembling entire clauses and grouppatterns stored as a whole in its phrasal lexicon. In contrast, a microcoded generator like epicure [Dale1992] dynamically builds from a word-based lexicon1 every sentence constituent down to the group rank. Thelevel of microcoding is de�ned by the minimal linguistic rank of the entries stored in the generator's lexicon.It is a crucial architectural characteristic because, apart from content realization, it also has repercussions oncontent selection and content organization. Both tasks signi�cantly di�er in nature depending on the rankof the linguistic unit being planned: text, paragraph, sentence, clause or group. In particular, macrocodedgenerators are not concerned with content selection and organization at the clause and group ranks. For thesesystems, everything below the sentence level is a realization matter. In contrast, for microcoded generators,the distinction between content selection, content organization and content realization is relevant even atthe clause and group ranks. Thus, while for Ana generating \The industrial average" instead of \The DowJones average of 30 industrials" is a realization decision, for epicure generating \the ripe banana" insteadof \the banana" results from content selection and organization choices. Generating \the large shrimp" andnot \the big prawn" would be a genuine realization choice for epicure. In the rest of the paper, I thereforedistinguish between discourse level content selection and organization at the text and paragraph ranks andphrase level content selection and organization at the sentence, clause and group ranks. One of the mostinnovative characteristics of the generation model proposed in this thesis is that it allows micro-level contentselection and organization to be performed under surface form constraints.Content realization can be decomposed into the four following subtasks:� Lexicalization: the expression of semantic content by choice of open-class lexical items.� Semantic grammaticalization: the expression of semantic content by choice of grammatical category(e.g., clause vs. NP) and grammatical features (e.g., tense for clauses, de�niteness for NPs).� Morpho-syntactic grammaticalization: the enforcement of syntax by choice of closed-class lexical items,choice of open-class lexical item inections, speci�cation of constituent precedence constraints etc.� Linearization: the spelling out of the inected lexical items following the precedence constraints.It is during the �rst two of these subtasks that the mapping between content units and linguistic unitsoccurs; everything preceding them is purely conceptual manipulation, while everything following them purely1i.e. a lexicon whose entries are individual words 36



syntactic manipulation. Because they bridge the gap between conceptual and syntactic processing these twotasks have been considered part of content planning by some authors while part of content realization byothers. I hold this second view.The overall text generation task can thus be decomposed as follows:� Content determination{ Content production{ Content selection� Discourse level content selection� Phrase level content selection� Content organization{ Discourse level content organization{ Phrase level content organization� Content realization{ Lexicalization{ Grammaticalization� Semantic grammaticalization� Morpho-syntactic grammaticalization{ LinearizationThe present thesis focuses on the following generation subtasks: phrase level content selection, phraselevel content organization and all four content realization subtasks.3.2 Motivation for a new architectureIn the introduction of this thesis I presented the di�cult issues that summarization applications raise fora language generator: conciseness, sentence complexity, oating concepts, historical background and para-phrasing power. In this subsection, I propose four principles for designing a generation system that handlesthese di�cult issues: (1) incremental draft and revision approach, (2) microcoding from a word-based lex-icon, (3) presence in the draft representation of a purely conceptual layer independent of linguistic formand (4) presence in the draft representation of a surface layer reecting realization choices. These principlesare essentially motivated by a set of corpus observations on the way historical information is conveyed inhuman-generated reports. From these observations I deduce a set of abilities that a generation system musthave in order to concisely and exibly convey historical information. These abilities can be provided by thefour design principles above.3.2.1 From corpus observations to needed abilitiesThe corpus observations which motivate the need for a new generation architecture are the following:1. Historical information is combined with new information in sentences of a greater complexity thanthose produced by existing generation systems.2. Historical information of the same type is conveyed by a wide range of di�erent syntactic constructs.3. Historical information of the same type is conveyed at di�erent linguistic ranks.4. Historical information of the same type is scattered in distant locations inside a report.37



Variety of syntactic constructs to convey the same additional historical fact:� Clause-complex coordinative conjoin:(1) \David Robinson scored 32 points Friday night lifting the San Antonio Spurs to a 127 111victory over Denver and handing the Nuggets their seventh straight loss".� Adjoin of non-finite clause in top-level nominal:(2) \David Robinson scored 32 points Friday night lifting the San Antonio Spurs to a 127 111 victoryover Denver sending the Nuggets to their seventh straight loss".� Adjoin of relative clause in top-level nominal:(3) \David Robinson scored 32 points Friday night lifting the San Antonio Spurs to a 127 111victory over Denver that extended the Nuggets' losing streak to seven games".� Adjoin of relative clause in embedded nominal:(4) \David Robinson scored 32 points Friday night lifting the San Antonio Spurs to a 127 111 victoryover the Denver Nuggets who lost for the seventh consecutive time".� Top-level nominal appositive conjoin:(5) \David Robinson scored 32 points Friday night lifting the San Antonio Spurs to a 127 111 victoryover Denver, the Nuggets' seventh straight defeat".� Embedded nominal appositive conjoin:(6) \David Robinson scored 32 points Friday night lifting the San Antonio Spurs to a 127 111 victoryover the Denver Nuggets, losers of seven in a row".Figure 3.1: Syntactic diversity of historical information5. Taking into account historical information triggers a combinatorial explosion of the number of relevantfacts to consider for inclusion in the report.6. Assuming a draft and revision approach, the applicability of revision tools for adding an historical facton a given draft sentence is constrained by the surface form of that sentence.In the following paragraphs I review in turn each of these observations and their consequences in termof desired abilities for a report generator conveying historical information.The �rst three of these observations have already been discussed in the introduction of this thesis. The�rst observation, the syntactic complexity associated with historical information, was summarized in the tableof Section 1.1.2.4 comparing corpus sentences containing historical information with sentences produced byexisting generators in terms of number of words and facts. This table showed that the ability to conveyhistorical information entails the ability to generate very complex sentences.The second observation, the syntactic variety associated with historical information, is illustrated inFig. 3.1, �rst presented in the introduction on p.5 and duplicated here. This �gure contains six corpusparaphrases, containing an historical streak fact emphasized by a boldface font. In each of these paraphrases,the same historical fact is attached to the same basic sentence by a di�erent syntactic construct. The ability toexibly convey historical information thus entails the ability to generate a wide variety of syntactic constructsbelow the sentence rank.The third and fourth observations are based on the notion of \oating semantic element". A fact toconvey in a report is a \oating semantic element" if it can alternatively be realized at various levels insidethe report structure. Floating semantic elements are opposed to �xed semantic elements which are alwaysrealized at the same given level. In Section 2.4, I noted that in the corpus reports, the main statistic andthe game result were systematically realized by the two top-level clauses of the �rst sentence. These two38



facts are thus examples of �xed semantic elements. There are two aspects to the phenomenon of oatingsemantic element: an intra-sentential aspect and a inter-sentential aspect. Intra-sentential oating refersto the property of a fact to be alternatively realizable at di�erent linguistic ranks inside a given reportsentence. Inter-sentential oating refers to the property of a fact to be alternatively realizable in di�erentand perhaps distant report sentences. In the corpus, historical information displayed both characteristics ofoating information2.The six paraphrases of Fig. 3.1 illustrate intra-sentential oating of an historical fact. In these para-phrases, the same historical fact is realized at di�erent linguistic ranks: clause-complex in (1), clause in(2), (3) and (4), nominal in (5) and (6). This example shows that the ability to exibly convey historicalinformation entails the ability to realize oating semantic elements at di�erent linguistic ranks.The corpus report of Fig. 3.2, shows how an historical fact can oat across the entire report structure.Consider where the streak fact (emphasized by a boldface font) about each team is conveyed. Denver'sstreak is attached to the game result in the �rst sentence of the report. In contrast, Sacramento's streak isattached to the scoring statistic of one of its players in the last paragraph. It is essential to note that thedistance separating the two streak facts in this report, cannot be explained on semantic or syntactic grounds.The only semantic constraint on the attachment of a team's streak to a draft sentence is that this sentencecontains a reference to that team. The �rst two sentences of the report contain a reference to Sacramento(emphasized by a smallcap font). Semantically, they are thus as valid a location for Sacramento's streak asthe last paragraph's �rst sentence. Syntactically, they are also valid locations since the relative clause whichrealizes Sacramento's streak in the last paragraph could also have been added as modi�er of either reference,as shown by sentences S1 and S2 below.S1 \Sacramento, Ca. { Michael Adams scored a career-high 44 points Wednesday night, including seven 3-point baskets, to help the short-handed Denver Nuggets end a �ve-game losing streak with a 128-112 victoryover the Sacramento Kings, who lost their fourth straight".S2 \Adams, who was drafted and then discarded by the Kings, who lost their fourth straight, fourseasons ago, made 17 of 26 �eld goals, including seven of 11 3-point attempts, and hit three of four freethrows to break his previous career high of 35 points."The preference of the �rst sentence of the last paragraph over S1 can be explained on discursive grounds.Recall from Section 2.2 that because the corpus reports follow an inverted pyramid structure with summarylead, only crucial facts go in the �rst sentence. Sacramento's streak information was probably not importantenough to have been incorporated in the �rst sentence. As for the preference of the �rst sentence of the lastparagraph over S2, it can be explained on stylistic grounds. The embedding of the relative clause realizingthe streak inside another relative clause, makes S2 stylistically awkward. The example report of Fig. 3.2thus shows that choosing between alternative report structure locations for realizing oating historical factsrequires taking into account not only semantic and syntactic factors but also discursive and stylistic ones.The ability to exibly convey historical information therefore entails the ability to realize oating semanticelements under a combination of semantic, syntactic, stylistic and discursive constraints.The �fth observation concerning historical information in report generation is that it triggers a combina-torial explosion of the number of relevant facts. This explosion is due to the fact that the historical contextmultiplies the dimensions along which to evaluate the signi�cance of each input statistic. Consider for ex-ample, a player's scoring statistic in a basketball game. Ignoring the historical context there are basicallyonly two ways in which this statistic can be signi�cant: when compared to the scoring statistics of all theother players in the game (game-high) and when compared to the scoring statistics of his teammates only(team-high). However such a statistic can be historically signi�cant in a combinatorially explosive numberof ways: when compared to that player's scoring average (or high or low) over the season (or over his entirecareer or since he joined his current team, etc), when compared to the highest scoring performance of any2The fact that in the corpus, historical semantic elements of given type are coerced to appear in one cluster of the leadsentence and not the other, does not invalidate the oating nature of these elements. The clusters' internal complexity allowsthese elements to appear at di�erent linguistic ranks inside a given cluster.39



Sacramento, Ca. { Michael Adams scored a career-high 44 points Wednesday night, including seven 3-pointbaskets, to help the short-handed Denver Nuggets end a �ve-game losing streak with a 128-112 victoryover the Sacramento Kings.Adams, who was drafted and then discarded by the Kings four seasons ago, made 17 of 26 �eld goals,including seven of 11 3-point attempts, and hit three of four free throws to break his previous career high of35 points. Adams also dished out a game-high 10 assists and had �ve steals.Rookie Chris Jackson added 22 points and center Blair Rasmussen pumped in 21 and grabbed 12 reboundsfor Denver, which outscored Sacramento 19-4 during the �nal 5:01 of the fourth quarter.The Nuggets, who had only eight players available for the game, improved to 2-12 on the road and 6-20overall.Rookie guard Travis Mays, playing his second game after missing 11 with back spasms, scored a season-high 36 points for the Kings, who lost their fourth straight. Lionel Simmons added 24 points and 15rebounds. Figure 3.2: Streak information in a corpus reportplayer on his team (or on any team in a given division, conference, etc) this season (or over the last 10 games,or ever) while playing at home (or on the road) against a particular opponent (or against any opponent)etc. Because of the sheer number of historical facts, any such fact is likely to be of similar relevance asmany others. Therefore, content production results in a much larger set of candidate facts with many moreshades of relative importance. This makes content selection much harder. General rules based on purelyencyclopedic grounds (e.g., if a player scores more than 20 points or if he scores more than anybody in histeam, then include his scoring in the report) no longer su�ce to decide which facts to select. Other factorsneed to be considered. One such factor is whether the realization patterns of the candidate facts can becombined in cohesive and stylistically felicitous surface forms. The ability to convey historical informationthus entails the ability to perform �nal content selection under surface form constraints. For example, todecide not to include a complementary fact because incorporating it would require either generating toocomplex a sentence or too long a summary.The sixth and last corpus observation concerning historical information is that which type of revisioncan be applied to a report draft to add a given historical fact is constrained by the surface form of thatdraft. This observation has already been made in Section 2.5.2. The �rst column of table 2.1 in Section 2.5.2indicates that the applicability of most revision tools is restricted to base clusters with speci�c syntacticstructures. Consider again the basic corpus sentence example given in the introduction:(0) \David Robinson scored 32 points Friday night lifting the San Antonio Spurs to a 127 111 victory overthe Denver Nuggets".The di�erent revisions of this base sentence to add the same additional streak fact shown in Fig. 3.1 allresult from using two revision tools: conjoin and adjoin3. Other revision tools, cannot be used with (0) dueto its surface form. For example adjunctization4, which requires the game cluster of the base sentence to beheaded by a support verb, cannot be used with (0) which is headed by the full verb \to lift". Adjunctization,can, however, be used to add the same streak information on the base sentence (0') synonymous with (0),yielding (1') synonymous with the sentences (1-6) of Fig. 3.1:(0') \David Robinson scored 32 points Friday night and the San Antonio Spurs rolled to a 127 111 victoryover the Denver Nuggets"(1') \David Robinson scored 32 points Friday night and the San Antonio Spurs extended Denver's losingstreak to seven games with a 127 111 victory over the Denver Nuggets".This example shows that, in some cases, the base sentence syntactic structure can be the only discrimi-3The variety comes from di�erent application of these tools (i.e. at di�erent linguistic ranks and in di�erent syntactic forms.)in each paraphrase.4Presented in Section 2.5.2. 40



natory factor justifying the choice of one revision tool over another.The conclusion drawn from the corpus observations listed in the beginning of this subsection is that theability to convey historical information entails the following abilities:1. Generating very complex sentences.2. Generating a wide variety of syntactic constructs below the sentence rank.3. Performing �nal content selection under surface form constraints.4. Realizing oating semantic elements at di�erent linguistic ranks.5. Realizing oating semantic elements under a combination of semantic, syntactic, discursive and stylisticconstraints.3.2.2 From needed abilities to design principlesWhat architecture design principles can we deduce from the agenda of providing a report generator with the�ve abilities needed for exibly convey historical information identi�ed in the previous section?In the introduction of this thesis I have already explained that generating a wide variety of syntacticconstructs below the sentence rank requires microcoding sentences down to individual words (and collocationsmade of a very few words). From an engineering perspective, I have also suggested that the need to producevery complex sentences through microcoding calls for a two-pass draft and revision generation model.The cognitive research literature also supports the hypothesis that to generate very complex sentencesconveying many facts revision is needed. [Pavard 1985] describes an experiment providing psychologicalevidence supporting the revision model for the generation of very complex sentences. In this experiment,human subjects were asked to write a single sentence paraphrasing a text of three sentences which togetherconveyed eight facts in 42 words. They were thus asked to generate a sentence of complexity similar to thenewswire report leads analyzed in Section 2 of this paper. The subjects were divided into two groups. Inone group the subjects performed the exercise using a microphone, i.e. a medium that precludes revision,while in the other they performed the exercise using a text editor, i.e. a medium that facilitates revision.For each group two measurements where made:� Average percentage of semantic elements omitted in the single-sentence paraphrases, among thoserealized by head and argument constituents in the original text.� Average percentage of semantic elements omitted in the single-sentence paraphrases, among thoserealized by adjunct constituents in the original text.The results of this experiment are summarized in the table below:media omitted heads and arguments omitted adjunctsmicrophone 4% 34%text editor 0% 4%These results strongly suggest that even humans have trouble generating sentences of such complexityin one shot. They also show that the trouble does not so much arise for �xed semantic elements (whichessentially correspond to the elements realized by the head and argument constituents in the original text),but speci�cally for oating semantic elements (which essentially correspond to the elements realized byadjunct constituents in the original text). They thus support the cognitive plausibility of the generationmodel proposed here where oating elements are added by revising a draft built around �xed elements.I have so far showed that the need for both syntactic variety below the sentence rank and syntacticcomplexity suggests two principles for a new report generation architecture: incremental information-addingrevision and microcoding from a word-based lexicon. Within this framework, the three remaining abilities41



identi�ed in the previous subsection (i.e. constraining �nal content selection by surface form factors, realizingoating semantic elements at di�erent linguistic ranks and under a combination of semantic, syntactic,stylistic and discursive constraints) support two additional principles concerning the draft representation onwhich to perform revision: (1) that it include a surface layer reecting realization choices and (2) that itinclude a purely conceptual layer independent of linguistic form.In the draft and revision generation model I propose, �nal content selection occurs during revision. Inparticular, it is at that stage that the �nal decision to include a particular historical fact in the report ismade. Within this framework, the ability to constrain �nal content selection on surface form factors requiresthe use of incremental revision to perform not only phrase planning but also lexicalization and semanticgrammaticalization. The draft representation must therefore include a layer specifying the realization (i.e.,the open-class lexical items and syntactic form) of each fact. This need is also supported by the corpusobservation that revision tool applicability is constrained by the surface form of the draft.The need to handle inter-sentential oating of semantic elements provides an additional justi�cation forboth:� The draft and revision approach sketched in the introduction of this thesis and elaborated in the nextsection� The representation of realization choices in the draft.At revision time, a generator has access to the draft of the entire report. If surface form is represented inthe draft, the generator can then choose where to realize a oating semantic element under a combination ofsemantic, syntactic, stylistic and discursive constraints. In particular, it can choose between two candidatelocations for realizing a oating semantic element by comparing the respective stylistic impacts of attachingthe oating element to either of them, even if these locations are distant in the text structure. This wouldbe impossible for a one-pass architecture where realization is performed linearly on a sentence-per-sentencebasis. With such an architecture, when the current sentence is one of the potential locations for realizing aoating semantic element, there is no way to measure choosing this sentence versus other potential locationsthat may lie ahead in the text structure but for which no surface form is yet available.The need to handle intra-sentential oating of semantic elements requires that the draft representationalso include a purely conceptual layer that totally abstracts from linguistic form. The �rst constraint on theattachment of a oating semantic element onto a draft sentence constituent is semantic: the attachment mustbe warranted by some semantic relationship holding between the oating element and some base semanticelement realized by the draft constituent. The same base element can be realized at di�erent linguistic ranksin di�erent sentences. For example, the base semantic element realized at the clause rank in phrase X below,is realized at the nominal rank in phrase Y:(X) \John Stockton scored 27 points"(Y) \John Stockton's 27 points"Despite their syntactic di�erences, the same revision can be applied on both these phrases to incorpo-rate a oating semantic element of type extrema, as shown by X' and Y' below:(X') \John Stockton scored a season-high 27 points"(Y') \John Stockton's season-high 27 points"The revision component can determine that this revision is applicable to both these phrases, only if thedraft representation captures the meaning identity between (X) and (Y). This identity can be captured onlyby a purely conceptual representation that totally abstracts from linguistic form. A linguistically motivatedsemantic representation such as penman's Upper-Model [Bateman et al. 1990], would view (X) as a mate-rial action and (Y) as a possessed object, two radically di�erent semantic categories. It would thus fail tocapture their identity of meaning. This contrast between conceptual and linguistic semantic representationsis further discussed in Section 3.12.In this subsection I have shown that providing a report generator with the �ve abilities it needs to exiblyconvey historical information suggest that its architectural design must reect the four following principles:42



1. Incremental information-adding revision2. Microcoding from a word-based lexicon3. Presence in the draft representation of a purely conceptual layer independent of linguistic form.4. Presence in the draft representation of a surface layer reecting realization choices.In the next subsection, I present in detail a report generation architecture based on these four principles.3.3 A revision-based architecture for incremental generationIn this subsection, I propose a new generation architecture based on the four principles de�ned in theprevious section. This new architecture is a general design for any report generator handling historicalinformation in a quantitative domain and it encompasses the full range of report generation subtasks5. Thisthesis focuses on three of these subtasks: phrase level content selection, phrase level content organizationand content realization. These three subtasks have been implemented in the summary generation systemstreak. Chapter 4, where I present this implementation, contains the full details about these three tasks.Issues related to generation subtasks whose implementation lay beyond the scope of the research presentedin this thesis, namely content production and discourse level planning and organization, are discussed onlyat a high level and in general terms.I start by describing the various levels of representation of an utterance in the architecture. I thendescribe the various processing components of the architecture and how they interact to build a �rst draft ofthe report and then revise it. Exactly where each of the generation subtasks de�ned in Section 3.1 is carriedout in this architecture is further discussed in the subsequent section.3.3.1 Internal utterance representationIn the architecture I propose, an utterance is represented at three di�erent levels of abstraction:� the Deep Semantic Speci�cation (DSS),� the Surface Semantic Speci�cation (SSS),� the Deep Grammatical Speci�cation (DGS).The architecture thus belongs to the strati�cational tradition of computational linguistics (cf. [Dale 1992]and [Polguere 1990] for other generation systems using a strati�cational utterance representation scheme),with multiple representation layers, each capturing a speci�c set of regularities. The general strati�cationalscheme I propose is sketched in Fig. 3.3. It is based on two assumptions concerning the generation system.The �rst is the presence of an interface linking the generator to the underlying application program. Thisinterface performs content production. In the case of summary report generation from quantitative data,the interface is a fact generator that retrieves interesting data from tables of numbers and reformats themas conceptual structures suitable for text generation. For other applications this interface may query adatabase, the trace of an expert system, an interlingua representation of a text to translate, etc. The secondassumption is that the generator does not perform low-level syntactic processing on its own, but instead relieson a stand-alone, portable syntactic grammar of the target natural language such as surge [Elhadad 1993b],nigel [Mann and Matthiessen 1983] or mumble [Meteer et al. 1987] for English. The three layers de�ne apipeline of internal representations that bridge the gap from the application program interface that performsdomain-speci�c, language-independent, conceptual processing, to the syntactic grammar component thatperforms domain-independent, language-speci�c, linguistic processing. I describe and exemplify each layerin turn in the following subsections.5These subtasks were de�ned in Section 3.1. 43
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Figure 3.3: Internal representation layers3.3.1.1 The Deep Semantic Speci�cationThe Deep Semantic Speci�cation is a at conceptual network. It is a partial description of an event or anobject of the underlying application domain like the kind that can be found in knowledge bases using arelational representation formalism. The nodes of the network are concepts and the arcs are role relationsamong them. An example DSS is given in Fig. 3.4. It represents the result of a basketball game betweentwo teams, the Orlando Magic and the Toronto Raptors, specifying that the game was won both by and inOrlando. In such a DSS network, a concept is represented by a rectangle with its name pre�xed by \c-" androle relation is represented by an oval with its name pre�xed by \r-".This example network illustrates the two key properties of a DSS network:� It explicitly contains redundant information that can be deduced by domain reasoning from a minimaldescription. For example, in dss0 both the r-winner and r-loser relations are present even thoughone could be deduced from the other by the common sense knowledge that team sports involve twoteams, and that if one wins a game then the other necessarily loses it. Similarly, the relation r-beatbetween both teams is also redundant with r-winner and r-loser.� It is at, without any notion of head, constituent, up or down. Any node or arc in the network canpotentially serve as head for a linguistic expression of the facts represented by the network.These two properties insure that the DSS is totally uncommitted to any particular linguistic realization.44
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Orlando Figure 3.4: An example DSS: dss0This makes the DSS an interface that cleanly separates conceptual domain reasoning from linguistic process-ing: the generator components upstream from the DSS are only concerned with domain reasoning and neednot worry about linguistic considerations and conversely, the generator components downstream of the DSSare only concerned with linguistic processing and need not perform any domain reasoning.Each redundant relation in the DSS captures a di�erent perspective on the overall event represented by theDSS. Di�erent paraphrases in the domain sublanguage describe the same event from di�erent perspectives.Consider for example the following paraphrases describing the content represented by dss0:1. \A game in which the Orlando Magic defeated the Toronto Raptors at home" describes the event fromthe perspective of the r-beat relation which is lexicalized by the verb \to defeat".2. \The Orlando Magic won their home game against Toronto Raptors" describes the same event fromthe perspective of the r-winner relation which is lexicalized by the verb \to win".3. \The Toronto Raptors lost the road game at the hand of the Orlando Magic" also describes the sameevent but from the perspective of the r-loser relation which is lexicalized by the verb \to lose".Note that in each paraphrase a di�erent concept is put in focus by appearing �rst in the sentence. Thisillustrates that such paraphrasing power is not only needed for the sake of variety (always using the samelinguistic form immediately betrays the arti�cial nature of a generated text) but also to satisfy discourseconstraints, such as focus shift rules [McKeown 1985] insuring that the sentence coherently inserts itself inthe overall generated text. If only r-winner was present in the DSS, either (1) it would be impossible toput either the game itself or the losing team in focus as in sentences 2 and 3 above, or (2) the componentsdownstream would themselves need to infer r-beat and r-loser from r-winner. With this last option theDSS would then fail to circumscribe domain reasoning to the application program interface.This interface is thus responsible for providing in the DSS all the aspects of an entity that are describedin any one of the domain sublanguage expressions referring to this type of entity. The linguistic componentsdownstream of the DSS then decide which aspects to include explicitly in a given expression of the DSScontent and which to leave implicit. This issue of implicit vs. explicit content realization is further discussedfor example DSSs in the next section. It is in itself a vast issue that has been the object of several dissertations.In this thesis, I consider it only from the perspective of generating paraphrases in the context of writtenreport production for restricted quantitative domains where the readership is assumed uniform. Therefore,I do not discuss its relation to issues such as user-modeling [Paris 1987], conversational implicatures [Reiter1991] or argumentation [Elhadad 1993b]. For application domains where these issues are crucial, the DSScould not be assumed to include all the relevant aspects of an entity to describe. Instead, it would needto consist only of a default description su�cient for the most common situations. For the other situations,the linguistic component would need the ability to request more information to the application programinterface whenever such information is needed to choose between a particular set of linguistic options. This45



issue of enriching the DSS on demand during linguistic realization and the implementation of a facility forsuch process within the generation framework of functional uni�cation is discussed in detail in [Elhadad andRobin 1992]. During the implementation of the generator streak, I discovered that for the particular sportsgame summarization application of this system, this facility was not really needed and thus did not makeuse of it. Nevertheless I remain convinced that in other domains such a facility could be essential.The approach to model the three paraphrases above taken in this thesis is to consider them as primarilyresulting from di�erent conceptual perspective choices. They do constrain lexical choices but are nonethelesskept separate. Perspective is chosen while mapping the DSS into an SSS. Only when mapping this SSS into anDGS, does a speci�c word get picked (among those whose argument structure is compatible with the chosenperspective). This approach also separates perspective choice from the domain reasoning necessary to specifythe range of perspectives (this is done while building the DSS). This separation makes the implementation ofeach task much easier and also increases the potential for portability of each knowledge source. An alternativeway to look at the three paraphrases above is to consider them as primarily resulting from di�erent lexicalchoices, in the case at hand choosing among the verbs \to defeat", \to win" and \to lose". In terms ofgenerator design such a view obviates the need for redundant information in the DSS. The three di�erentwords would then be considered alternative lexicalizations of a unique concept, for example r-loser. Inorder to generate sentence 3 above, this approach would require the lexicalizer to simultaneously:� Reason that the host of a game whose visitor is also the loser must be the winner of that game.� Choose r-loser as the head concept of the sentence but at the same time focus on the winning team.� Choose \to win" as opposed to \to crush", \to rout", \to whip" and the hundred or so verbs whichallow to realize r-loser while focusing on the winning team.This alternative view thus has the disadvantage of burdening the lexicalizer component with domainreasoning and syntagmatic choices in addition to the paradigmatic choices which are its sole responsibilityin the architecture proposed here. These paradigmatic choices can be subtle. For example, verbs such as \tocrush" or \to whip" can be used only for a restricted set of �nal scores. Dealing with this issue separatelyfrom perspective and syntagmatic choices seems the best option.The atness of the DSS is just as important as its potential redundancy. Note, for example, the contrastbetween sentences (1) and (2) in the above paraphrase. The �rst is an NP whose head constituent realizesthe c-game concept of dss0, while the second is a clause whose head constituent realized the r-winnerrelation of dss0. In many generators, the linguistic components are presented with tree-structured input inwhich the semantic element that will constitute the head of the linguistic expression is already implicitlychosen. Typically this input consists of a thematic (or case) role structure describing an action. Becausethese thematic roles are linguistic abstractions, there are constraints on which syntactic category can �llthem. With such an input, the linguistic components therefore have very restricted freedom for choosingthe position and category of each semantic element in the syntactic structure. They generally map the toplevel action into a clause following the input thematic structure and recursively map each role �ller to anNP. If the DSS was already structured as a thematic role structure, either (1) each type of entity wouldalways be described by the same thematic structure and syntactic category thus considerably limiting theparaphrasing power of the generator, or (2) the choice of thematic role structure would fall back to theapplication program interface. With this last option the DSS would then fail to shield this interface fromlinguistic considerations.In short, the DSS must be a at, partially redundant conceptual network whose function is to abstractfrom linguistic form by capturing the common recoverable meaning shared the all synonymous phrases in agiven sublanguage.3.3.1.2 The Surface Semantic Speci�cationThe Surface Semantic Speci�cation is a semantic tree. It still purely semantic in the sense that it doesnot specify any particular syntactic category or lexical item for the utterance to generate. However, itstree structure captures the organization of content inside a given class of linguistic structure. It speci�es46



how semantic elements are to be grouped together inside linguistic constituents and which element shouldhead the group. In addition to specifying constituency and dependency, an SSS tree also di�ers from aDSS network in that it contains only those semantic elements to realize explicitly in the linguistic structure.Finally, in contrast to the DSS that is domain-speci�c and language independent, the SSS is linguisticallymotivated and domain-independent6.The arcs of an SSS tree are general linguistically motivated rhetorical relations and thematic roles. Thereare two di�erent types of nodes in an SSS tree:� Encyclopedic nodes realizing a concept or a relation of the corresponding DSS viewed as a member ofa particular ontological class.� Rhetorical nodes which do not realize any particular element of the corresponding DSS but which in-stead function as an aggregation medium to group several such elements within a linguistic constituent.The top level ontological classes used as perspective through which to present a semantic element are:event, individual, set, place, time, quality and quantity. They act as pre-selectors of the syntacticcategory that will ultimately be used to express the semantic element. By default, when an element is viewedas an event it will be expressed by a clause, when viewed as a individual or a set it will be expressed by anNP, when viewed by a place or time by a PP, when viewed as a quality as an adjective or adverb etc.There are three types of rhetorical aggregates:� Hypotactic complexes, with a head and dependents all realizing some semantic element in the corre-sponding DSS but with these elements not coming from a neatly delimited subnetwork in the DSS.Complex clauses with adverbial adjuncts are all represented by hypotactic complex at the SSS layer.� Paratactic complexes, without a head but in which all elements share the same structural status.Conjunctions and appositions are represented by paratactic complexes at the SSS layer.� Rhetorical event structures, with a head which does not in itself realize any element in the correspondingDSS but only aggregates subconstituents who do. Clauses headed by support verbs are all representedby such rhetorical events at the SSS layer.Figures 3.5 and 3.8 show three examples of SSS trees. Each tree corresponds to a di�erent classof syntagmatic paraphrases of the content represented by dss0. In these �gures, encyclopedic nodes arepre�xed by \E" and rhetorical ones by \R" (as in the DSS, atomic elements have no pre�x).sss1 is a linguistic structure plan where the r-beat concept is chosen as the head with an event per-spective. It views the situation described in dss0 as the wining team being an agent whose action a�ectsthe losing team and occurs in a location where the winning team is host. It also indicates that the r-homeproperty of each team must used to refer it. The elements of dss0 that are explicitly realized in sss1 areindicated by a boldface font in Fig. 3.6. sss1 represents synonym phrases such as:\Orlando defeating Toronto at home"\Orlando triumphed over Toronto in its building"In contrast, in sss2 it is the concept r-winner that is chosen as the head and with an individual per-spective. It views the same situation described in dss0 as an asset of the winning team, obtained at theexpense of the losing team. The location where this object was obtained is itself seen as an individual. sss2also indicates that this time the name of each team should be used to refer to them. The elements of dss0that are explicitly realized in sss2 are indicated by a boldface font in Fig. 3.7. sss2 represents synonymphrases such as:\The Magic's homecourt win against the Raptors"\The home victory of the Magic against the Raptors"6At least for the part of a sublanguage that can be considered domain independent. In very specialized technical sub-languages a non-negligible proportion of the encountered syntactic constructs may be idiosyncratic to the domain.47
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Finally, in sss3 none of the element from dss0 is chosen as head. Instead the head is a rhetorical nodeallowing the combining within an event structure of parts of the di�erent perspectives respectively repre-sented by sss1 and sss2. Like sss1, sss3 views the winning team as an agent, but it otherwise explicitlyrealizes the same elements of dss0 as sss2 and with the same perspective. It represents synonym phrasesas:\The Magic claimed a home triumph over the Raptors"\The Magic posted a homecourt victory over the Raptors"The contrast between these three example SSSs illustrates the one-to-many and non-isomorphic nature ofthe mapping from conceptual structure to linguistic structure even independently of lexical considerations.3.3.1.3 The Deep Grammatical Speci�cationThe Deep Grammatical Speci�cation is a lexicalized syntactic tree. Each node corresponds to a syntacticconstituent of the sentence to generate and speci�es its category, lexical head and syntactic features (eachcategory is associated with a set of relevant features, e.g., de�niteness for NPs, mood for clauses). It is\deep" in the sense that (1) the arcs linking a clause to its subconstituents are still thematic roles like agentor affected instead of surface syntactic roles like subject or object and (2) only open-class words likeverbs, nouns and adjectives are speci�ed. Since the DGS is the input to a portable stand-alone syntacticgrammar component it thus assumes that both the mapping from thematic roles to surface syntactic rolesand the choice of closed-class words like articles and pronouns is carried out by this syntactic grammar fromthe syntactic features of the DGS7. The syntactic grammar also inects open-class words while enforcingagreement, determines precedence constraints among constituents and words, and �nally, outputs the streamof words satisfying these constraints.The reason for the DGS to be structured in terms of thematic roles at the clause level is that the two mostwidely used portable syntactic grammars in generation research, today surge and nigel, are both based onthe systemic linguistic framework [Halliday 1985], [Fawcett 1987] which include a semantic analysis of theclause in terms of a set of thematic roles. The advantage of such high level input to a syntactic grammar isto maximize the number of generation subtasks performed by this re-usable component. Its drawbacks arediscussed in detail in Section B.4 of Appendix B. One is an asymmetry in the respective representations ofinternal structure of clauses and nominals. Systemic linguistic has not yet come up with a set of thematicroles for analyzing nominals similar to the set of roles it has developed to analyze clauses. The extremesemantic versatility of nominals makes their analysis in terms of thematic roles a daunting if intriguing task.In the current systemic framework, nominals are thus analyzed in terms of roles like describer, classifierand qualifier (cf. Section B.2 of Appendix B for their precise de�nition), which are more super�cial thatthematic roles and correspond more to the syntactic roles subject, object, complement, etc. of the clause.The tree structure of the DGS is very similar to that of the corresponding SSS. The main di�erenceoccurs when an arc of the SSS is realized lexically in the sentence to generate. In this case, it correspondsto a node of the DGS instead of an arc. This di�erence is in part rooted in the asymmetry of the DGS layerfor clauses and nominals just evoked. An example of such non-isomorphism between DGS and SSS is givenon the left side of Fig. 3.9 showing, dgs21, the DGS lexicalizing sss2 by the phrase:\The Magic's triumph over the Raptors".The opposition arc in sss2 is realized lexically by the preposition \over" in dgs21, introducing an additionalconstituent.Like the mapping from DSS to SSS, the mapping from SSS to DGS is one to many in addition to beingisomorphic. For example, the right side of Fig. 3.9 shows dgs22, an alternative lexicalization of sss2 by thephrase:\The Magic's homecourt win against the Raptors"7Prepositions are the exception. Even though a closed class they cannot be chosen on purely syntactic grounds as shown by[Herskovits 1986]. I thus assume that the syntactic grammar can only provide a default choice which need to be overwritten inthe DGS of utterances for which this default is not appropriate on semantic grounds.49
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�gure. In the practice of implementation, additional features are needed to exactly specify the phrase aboveas the current draft. These additional features are presented in Section 4.2 in the chapter describing theimplementation of the streak system.3.3.1.5 Advantages of the three-layer schemeIn a generation system, utterances must be represented by at least two layers: a semantic layer used forplanning purposes and a syntactic layer used for syntactic purposes. In the representation scheme proposedhere, there are two semantic layers: the DSS used for text planning purposes8 and the SSS which bridges thegap between the DSS and the DGS. The need for a representation that bridges the gap between conceptualand syntactic processing has been advocated in detail by [Meteer 1990]. For alternative schemes using asingle semantic representation, there are two possibilities: either the single semantic layer is like a DSS or itis like an SSS.If it is like an SSS, the domain knowledge of the generator must be encoded in terms of linguisticallymotivated categories. This is the approach advocated by penman's Upper-Model [Bateman et al. 1990],where the facts and entities of the domain knowledge base are viewed as instances of domain-independentcategories de�ned in terms of linguistic ranks and thematic roles. The drawback of this approach is thatit makes problematic the representation of oating facts at a variety of linguistic ranks and by a variety ofthematic role structures.Consider again the two paraphrases below:(X) \Orlando defeated Toronto at home"(Y) \The Magic's home triumph over the Raptors"In the Upper-Model, the meaning of these two sentences would have to be represented as two distinctfacts, instances of two di�erent domain-independent categories: material action and possessed object. Withsuch an approach, the only way to account for paraphrases like the two above is to arti�cially introducein the domain knowledge base, fact duplicates corresponding to the di�erent realization perspectives. Incontrast, with the three layer scheme proposed here, the commonmeaning of such sentences is captured by asingle DSS which is in then mapped onto di�erent SSSs each representing a di�erent realization perspective.X and Y thus share the same DSS, dss in Fig. 3.4, but have di�erent SSSs: sss1 in Fig. 3.5 for X and sss2in for Y (in the same �gure). The key advantage of having two semantic representations is that each oneassumes a single task: the DSS abstracts from linguistic form whereas the SSS abstracts from the domain.Paraphrases that cut across linguistic ranks like the two above, highlight the inherent conicts between thesetwo tasks which the Upper-Model approach attempts to reconcile within a single representation.Note that the very idea of an Upper-Model is not questioned by this observation. Having a set ofgeneral concepts under which to attach the particular concepts of a given domain, is extremely helpful fordeveloping a conceptual domain hierarchy. The problem arises with overusing linguistic criteria - and inparticular linguistic rank and thematic roles - for de�ning these general concepts. The temptation for suchoveruse is great because there are not many non-linguistic criteria to fall back on for de�ning an Upper-Model (see [Lenat and Guha 1989] for an attempt to build a non-linguistically motivated general ontology).However, semantic linguistic categories are best viewed as constituting a \surface perspective" model ratherthan an \upper" model for the domain.Without a DSS, a system would have di�culty handling paraphrases that cut across linguistic ranks.Systems with a single semantic representation that is like a DSS avoid this problem. However, such systemsmust perform a direct mapping from the DSS onto the DGS. This mapping is a complex task for the threefollowing reasons:� It involves several generation subtasks: phrase level content planning, lexicalization and semanticgrammaticalization.� It is one to many.� It is non-isomorphic.8Sentence planning occurs during the mapping from the DSS to the SSS.53



The entire paraphrasing power of a sublanguage is captured by the mapping from a single DSS onto awhole set of synonymous DGSs. There are, however, three distinct aspects to that paraphrasing power:� Syntagmatic paraphrasing, which involves choosing between synonymous word combinations that areassociated with di�erent syntactic categories and/or argument structures (e.g., \Orlando defeatedToronto" vs. \Orlando's triumph over Toronto").� Paradigmatic paraphrasing, which involves choosing between synonymous word combinations for a�xed syntactic category and argument structure (e.g., \Orlando defeated Toronto" vs. \Orlando beatToronto").� Grammatical paraphrasing, which involves choosing between synonymous surface forms with the sameopen-class words but di�erent syntactic properties (e.g., \Orlando defeated Toronto" vs. \Orlandodefeating Toronto").In addition, the mapping from DSS to DGS is in general non-isomorphic as already mentioned in sec-tions 3.3.1.2 and 3.3.1.3. This non-isomorphism is well illustrated in Fig. 3.12 containing all three repre-sentation layers for the same phrase. Non-isomorphism between semantic and syntactic structure has beennoted in many domains (cf. [Talmy 1976], [Talmy 1983], [Zock 1988]) and has multiple aspects: severalsemantic elements can be conated into a single syntactic element, some syntactic elements may be presentfor purely grammatical reasons without corresponding to any of the semantic elements, the syntactic elementrealizing the semantic head can be deeply embedded in the syntactic structure while the syntactic head mayrealize a semantic element embedded in the semantic structure, etc.The main advantage of having an SSS layer, is that it breaks down the overall complexity of mappinga DSS onto a DGS into two stages, each involving a smaller, more manageable number of decisions. Inparticular:� Di�erent generation subtasks are handled at di�erent stages: phrase level planning is handled dur-ing DSS7!SSS mapping while lexicalization and semantic grammaticalization are handled duringSSS 7!DGS mapping.� Di�erent aspects of paraphrasing are captured by di�erent stages: syntagmatic paraphrasing is cap-tured by the DSS7!SSS mapping while paradigmatic and grammatical paraphrasing are captured bythe SSS7!DGS mapping.� Di�erent sources of non-isomorphism are handled at di�erent stages.Another use for a double semantic representation is to distinguish between implicit and explicit realizationof content as already discussed in Section 3.4. [Dale 1992] adopted a double semantic representation inepicure speci�cally for such purpose.3.3.2 Processing components and overall controlAs shown in Fig. 3.13 there are six components in the new generation architecture I propose: the factgenerator, the discourse planner, the phrase planner, the lexicalizer, the reviser and the syntactic grammar.Generation proceeds in two passes. During the �rst pass an initial draft is built containing only the �xed facts.During the second pass, oating facts (including historical facts) are incrementally incorporated, by �ttingthem opportunistically within the current draft. The processing components and internal representationsinvolved in the draft construction are shown in �gure 3.14. Those involved in the draft revision and the �nalnatural language output are shown in �gure 3.159.The �rst pass starts upon reception of a set of new statistics to report in tabular form. This tableof numbers is read by the fact generator which creates a record for each of them10. Depending on the9Note how several processing components and internal representations play a role in both passes.10Or part of them in a domain where the irrelevance of some facts can be established without considering the domain'shistorical background. 54
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The result is a list of Initial DGSs (IDGS). An input switch parameter can be used to set the generatorto an incremental mode in which each intermediate draft is displayed. If this switch is on, the syntacticgrammar is called on each element in IDGS and an initial draft gets generated. Each sentence in this initialtextual draft is internally represented by a <DSS,SSS,DGS> triplet. The list of these triplets, together withthe ADSS stack, constitutes the output of the drafting pass and the input to the reviser.For each draft sentence, the reviser pops an ADSS from the stack of oating facts and attempts toincorporate it to the sentence using the revision operations presented in Section 2.5. These operations aregeneric and only specify where (i.e., on which subconstituent) and how (i.e., using what type of syntacticattachment) to add the new constituent realizing the ADSS inside the draft sentence For determining theinternal content organization, wording and syntactic form of this new constituent the reviser does not rely onrevision rules. It instead calls the phrase planner and the lexicalizer to carry out those tasks in the contextof the revision, as indicated by the arrows linking the reviser to the phrase planner and the lexical chooserin Fig. 3.15.Domain speci�c stylistic and space constraints monitor the revised draft. After each revision increment,the DGS of the revised draft is examined to determine whether it has reached the maximum complexityobserved for this sentence slot in the corpus of human-written model summaries. For example in the bas-ketball domain, such constraints indicate that the lead sentence should not exceed 46 words in length and10 levels of constituent embedding in syntactic depth. When such thresholds are reached, the reviser pro-ceeds to the next draft sentence. The ADSSs that were popped from the stack during the revision of theprevious sentence but which could not �t there due to either lack of a matching revision rule or lack of spaceare then pushed back onto the oating fact stack. When the generator is called in incremental mode, thesyntactic grammar is called on each revised DGS and the entire revised draft is displayed anew. Otherwise,the syntactic grammar is called only once for each report sentence after the entire revision process has beencompleted and the intermediate drafts are not displayed.3.4 Generation subtasks revisitedIn this subsection I explain how the generation subtasks de�ned in Section 3.1 are distributed among thevarious processing components of the architecture proposed in Section 3.3 and briey discuss the generalapplicability of the new architecture.In the new language architecture presented in the previous section:� Content production is carried out by the fact generator.� Content selection is carried out in two rounds. The �rst round is performed under encyclopedic domainconstraints by the fact generator. The second round is performed under syntactic, lexical and spaceconstraints by the reviser.� Discourse level content organization is carried out by the discourse planner.� Phrase level content organization is carried out by the phrase planner. It thus occurs in two rounds: a�rst round when the phrase planner is called on the initial IDSS and a second round when it is calledfrom the reviser.� Lexicalization is carried out by the lexicalizer and similarly occurs in two rounds, one at draft-timeand one at revision-time.� Semantic grammaticalization is carried out in part by the phrase planner and in part by the lexicalizer.It this also occurs in two rounds, one at draft-time and one at revision-time.� Morpho-syntactic grammaticalization and linearization are both carried out by the syntactic grammar.The new generation architecture presented in the previous section was primarily motivated with one classof language generation application in mind: summarizing quantitative data. However, only one component in58



this architecture is speci�c to this class of applications: the fact generator. For other classes of applications,another type of underlying application program interface would be needed for content production, (i.e., forgenerating the DSSs input to the rest of the system). The rest of the architecture is general and could beused for any text generation system. It allows for more exibility and compositionality in the generationprocess but it is also more complex than most previously proposed architectures. What are the generalcircumstances in which these improvements to the generation process are really needed? I believe, any oneof the following circumstances demands in itself either the added exibility or the added compositionalityprovided by this new architecture:� The application domain sublanguage contains both very complex sentences and a large number ofparaphrasing forms for them.� Stylistic surface form constraints (e.g., space limitation) need to be tightly monitored.� A large proportion of the application domain concepts are oating11 and of fairly even relevance.� All the concepts from at least one important content class are of oating nature.3.5 SummaryIn this section I have presented a new system architecture with the ability to generate very complex sentencescompositionally and to convey historical information in the exible and concise way it appears in human-written summaries. With this architecture, generation proceeds in two passes. The �rst pass builds an initialreport draft organizing and realizing �xed semantic elements. The second pass incrementally revises thisdraft to opportunistically incorporate oating semantic elements, in particular historical facts. Internally,the draft is represented at three levels of abstraction. The most abstract level is purely conceptual. At thenext level domain concepts are mapped to general semantic linguistic categories. These abstract linguisticresources are then mapped to speci�c lexical items and syntactic forms at the next level. The naturallanguage report is then produced by passing this last level to a portable syntactic grammar.

11i.e., are mentioned in only a subset of the model text corpus and in di�erent sentential slots in across this corpus.59



Chapter 4Implementation prototype:the STREAK generator4.1 Goals and scope of the implementationIn this chapter, I present the implementation of the language generator streak (Surface Text Reviser Ex-pressing Additional Knowledge). This implementation has two main goals: demonstrating the operationalityof the revision tools extracted from the corpus analysis presented in Chapter 2 and demonstrating the prac-ticality of the new generation system architecture proposed in Chapter 3. streak is a research prototypeintended as a testbed for the new draft and revision approach to language generation advocated in thisthesis, not a �nished product intended for everyday use in a real-world application. In order to keep theimplementation e�ort to a manageable size, streak focuses on:� The core of the domain sublanguage, i.e., the lead sentences that were the object of the systematicin-depth analysis presented in Chapter 2.� The most original components of the complete text generation architecture proposed in Section 3, i.e.,those involved in the revision pass of the overall generation process.Recall from �gures 3.14 and 3.15 that two components in that architecture are used in both the initialdraft pass and the subsequent revision pass: the phrase planner and the lexicalizer. They are called both atdraft time to realize the �xed facts and again at revision time to realize the oating facts. In addition to thecomplete revision pass, the surface realization part of the draft pass is thus also implemented in streak.Input to streak is hand-coded and constitutes of:� A initial DSS (IDSS) representing all the �xed facts of the lead sentence to generate.� A list of ADSSs by order of decreasing importance, with each element in the list representing a oatingfacts to attempt to opportunistically incorporate to the lead sentence.streak generates either one or a set of synonymous complex sentences concisely expressing all the factsin the IDSS plus as many facts from the ADSS list that could be �t in without exceeding the maximumword length or syntactic depth observed in the corpus lead sentences.streak is implemented using the fuf/surge package [Elhadad 1993a], [Elhadad 1993b] for developinglanguage generation application. This package is presented in detail in Appendix B. It consists of:� fuf [Elhadad 1993b] [Elhadad 1993a], a special-purpose programming language for text generationbased on functional uni�cation.� surge, a wide-coverage grammar of English implemented in fuf and usable as a portable front-endfor syntactic processing. 60



fuf is the formalism part of the package, a language in which to encode the various knowledge sourcesneeded by a generator. surge is the data part of the package, one already encoded knowledge sourceusable by any generator. Using the fuf/surge package, implementing a generation system thus consists ofdecomposing non-syntactic processing into sub-processes and encoding in fuf the knowledge sources for eachof these sub-processes. In the case of streak, non-syntactic processing is decomposed in phrase planning,lexicalization and revision. streak thus relies on three non-syntactic knowledge sources: the phrase planningrule base, the lexicalization rule base and the revision rule base. These three knowledge sources are encodedin fuf.Both fuf and surge had to be extended during the development of streak to meet some of its specialneeds. First, the non-monotonicity of streak required the implementation of new fuf operators to cutand paste functional descriptions aside from unifying them. These extensions to fuf were implemented byElhadad. Second, while surge already covered a wide variety of syntactic forms for simple clauses1 it onlycovered a very few for complex sentences, which aggregate several such clauses. It also did not cover thespecialized nominals of quantitative domains. I implemented sizeable extensions to surge to attain widecoverage for complex sentences and quantitative nominals. This set of extensions goes far beyond what wasneeded for the sole needs of streak and constitutes in itself a signi�cant, though not central, contribution ofthis thesis. It was not simply an implementationmatter but required to cross-examine the descriptive work ofseveral non-computational linguists and integrate their respective analysis within the unifying computationalframework of surge. For quantitative nominals, some constructs I observed in newswire report corpora werenot mentioned in the linguistic literature and I had to come up with my own analysis. The version of surgeresulting from these extensions has since been used for other generation applications in addition to streak:automated documentation for the activity of telephone network planning engineers [Kukich et al. 1994],verbal descriptions of visual scenes [Abella 1994] and generation of business letters.The two sets of extensions to the fuf/surge package are described in detail Appendix B. They wereessentially preparatory work paving the way for development of streak as a prototype for a particularapplication. The present chapter describes this development itself. To that purpose, I �rst come back toeach layer of internal draft representation abstractly de�ned in Section 3.3 and show how it is encoded indetail as a fuf description2. I then present in turn the fuf implementation of each processing componentproper to the streak generator (i.e., the phrase planner, the lexicalizer and the reviser). Finally, I commentin detail on the trace of two runs of streak on selected examples (more selected examples runs are discussedin Appendix C).4.2 The internal representation languagesIn streak, a natural language utterance is speci�ed at three di�erent layers of representations:� The Deep Semantic Speci�cation (DSS) which is a at conceptual network.� The Surface Semantic Speci�cation (SSS) which is a structured semantic tree.� The Deep Grammatical Speci�cation (DGS) which is a skeletal lexico-syntactic tree.These three layers were described at the abstract design level in Section 3.3.1. The DGS is described atthe detailed implementation level during the presentation of surge in sections B.2 and B.3 of Appendix B.The present section describes the DSS and SSS at the detailed implementation level.1In fact as wide as any other available syntactic processing front-ends for language generation.2Since fuf is a declarative language with little syntax, the examples of the next section should be understandable in anintuitive way. However, for reader interested in grasping them in the details of the implementation, a self-contained introductionto fuf can be found in Section B.1 of Appendix B. It contains all the fuf syntax and special features appearing in the examplesof this thesis. 61
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Orlando Figure 4.1: A very simple conceptual network4.2.1 The DSS languageAs explained in Section 3.3.1, at the abstract design level, the DSS is a at conceptual network. However,at the implementation level, streak relies on a single data structure: the Functional Description (FD)(presented in detail in Appendix B) for encoding each of the three abstract representation layers. In thefollowing sections, I �rst describe the general issue of encoding a at conceptual network as an FD. I thendescribe the speci�c set of features used to encode the subnets representing the �xed and then oating(including historical) facts in streak's particular application domain.4.2.1.1 Representing a at conceptual network as an FDEach element in a conceptual subnet is represented as an FD with the following attributes:� deepsemcat (DEEP SEMantic CATegory) whose value is entity for a concept node and relation fora role arc.� concept for concept nodes and role for role arcs.� token identifying a particular instance of a given concept or role.� attrs (ATTRibuteS) for a concept node, specifying the atomic roles (i.e., those that are not recursively�lled by a concept) of the concept.� args (ARGumentS) for a role arc, pointing to the atomic value(s) or concept(s) that the arc relates.A conceptual subnet is itself represented as an FD with two attributes:� ents (ENTitieS) containing the FD representation of each concept node in the subnet.� rels (RELationS) containing the FD representation of each role arc in the subnet.For example the subnet of Fig. 4.1, where concepts are in square boxes and roles in oval boxes, translatesinto the FD at the top of Fig. 4.2. The subnet and corresponding FD are dual representations of the contentof paraphrases such as:1. \The Orlando Magic defeated the Toronto Raptors",2. \The Orlando Magic, who triumphed over the Toronto Raptors",3. \The Toronto Raptors, who were defeated by the Orlando Magic".Note the di�erence in the subnet between, on the one hand, full-edged concepts, such as c-team, whichare pre�xed by \c-" and linked to several roles, and on the other hand, atomic values such as Orlandothat are linked to only a single role. This di�erence is paralleled among roles. Full-edged roles liker-beat relate two full-edged concepts, while atomic roles like r-home relate a full-edged concept withan atomic value. As shown in FD1, these di�erences are reected in the FD representation of a network:62



FD1: FD representation of the flat conceptual subnet of Fig. 4.1 p.62((ents ((winner ((deepsemcat entity)(concept team)(token magic-vs-raptors-winner)(attrs ((home "Orlando") (franchise "Magic")))))(loser ((deepsemcat entity)(concept team)(token magic-vs-raptors-loser)(attrs ((home "Toronto") (franchise "Raptors")))))))(rels ((result ((deepsemcat relation)(concept beat)(token magic-vs-raptors-result)(args ((winner {^4 ents winner})(loser {^4 ents loser}))))))))FD2: Structured (i.e., unflat) FD representation of the same content.((deepsemcat relation)(concept beat)(token magic-vs-raptors-result)(args ((winner ((deepsemcat entity)(concept team)(token magic-vs-raptors-winner)(attrs ((home "Orlando") (franchise "Magic")))))(loser ((deepsemcat entity)(concept team)(token magic-vs-raptors-loser)(attrs ((home "Toronto") (franchise "Raptors"))))))))Figure 4.2: Representing a at conceptual net as an FDatomic values are LISP atoms or strings, whereas full-edged concepts are structured FDs appearing underthe ents attribute. Similarly, atomic roles are sub-attributes appearing under the attrs attribute insideFDs representing full-edged concepts and they are �lled with atomic values, whereas full-edged rolesare structured FDs appearing under the rels attribute, with args sub-attributes pointing to full-edgedconcepts.The bottom of Fig. 4.2 contains FD2, an alternative FD representation for the content of FD1 at thetop of the same �gure. In this alternative representation, the top-level features ents and rels have beensuppressed and the path values of the args sub-attributes replaced by embedded FDs. Although moreconcise than FD1, this representation no longer represents a at network, but instead a structured tree withthe particular bias of giving special head status to the c-beat element of the network. From such treestructure only the �rst of the three paraphrases above that convey the content of the at network couldbe generated, since in the two others, it is one of the two c-team elements of the network that heads thelinguistic structure.The idea of representing at networks as FDs by listing concepts and roles under di�erent top-levelfeatures and indicating the link between them through paths instead of embedding is due to [Elhadad1993b]. 63



FD3: STREAK input representation for the fact represented in isolation by FD1.((deepsemcat entity)(concept game)(token magic-vs-raptor)(attrs ((results ((ents ((winner ((deepsemcat entity)(concept team)(token magic-vs-raptors-winner)(attrs ((home "Orlando") (franchise "Magic")))))(loser ((deepsemcat entity)(concept team)(token magic-vs-raptors-loser)(attrs ((home "Toronto") (franchise "Raptors")))))))(rels ((result ((deepsemcat relation)(concept beat)(token magic-vs-raptors-result)(args ((winner {^4 ents winner})(loser {^4 ents loser}))))))))))))Figure 4.3: Example of fact in input format in streak4.2.1.2 Representing �xed facts in the STREAK domainHaving described the domain-independent scheme for representing a DSS network as an FD, I now turn tothe speci�c set of features used for describing the sports domain of streak. In this domain, each reportgenerated describes a given game. Every fact the report contains thus directly or indirectly concerns thatgame. Direct facts come from a standard box-score summing up the statistics of the game and indirect factscome from a database about the corresponding sports league and include historical statistics compiled overtime and across multiple games.streak takes advantage of both this common theme in each report and of the ability of fuf to work withpartial information to represent any content unit as a partial description of the reported game. Considerfor example the subnet of Fig. 4.1. It provides the result of the reported game. FD1 at the top of Fig. 4.2represents this fact in isolation. The actual input to streak for this fact is shown in Fig. 4.3. It views thisfact not in isolation, but instead as one piece of information about the game to report. This view allows theincremental addition of content units, which characterizes the revision-based generation model defended inthis thesis, to reduce, at the DSS layer, to a succession of simple uni�cation operations.The skeletal frame of a game description is derived from a series of observations I made about theorganization of content inside the corpus of lead sentences that served as target output for streak. Theseobservations, �rst presented in Section 2.4, are the following:� They are two di�erent types of facts: �xed facts, that are obligatory in any lead sentence, and oatingfacts, that only occasionally appear in the lead sentence.� There are four �xed facts: the main statistic of a player from the winning team, the game result(including the �nal score-line), the location of the game and its date.� All corpus lead sentences, whether the basic ones containing only these four �xed facts, or the morecomplex ones that contain oating facts as well, consist of two main syntactic constituents: one con-taining the main statistic and one containing the game result.� The location is always conveyed separately as a header, while the date indi�erently appears embeddedin either of these two main constituents. 64



� The oating facts cluster around either the main statistic or the game result, in a way pre-determinedby their semantic class (e.g., additional statistics of a player of the winning team systematically clusteraround the main statistic, while result streaks systematically clustered around the game result).Let us now see how these observations are reected in the skeletal frame of a game description. Theinput FD for a basic draft sentence containing only �xed facts is shown in Fig. 4.4. The game location(abbreviated addr for address) and its date, that together de�ne the general circumstances of the game anddo not inuence the sentence structure, are grouped under the attribute setting. The rest of the gamedescription consists of two subnets, one for the main statistic cluster under the attribute stats and one forthe game result cluster under the attribute results.Compare FD4 of Fig. 4.4 with:� FD1, where each full-edged role is explicitly represented by an FD under the rels attribute whichargs sub-attributes are �lled with paths pointing to the concepts the role relates,� FD2, where each such role is represented by an attribute whose sub-attributes are directly �lled withthe FDs describing the concepts to which the role relates,reveals that the FD representation of a draft input in streak, is really an hybrid of the pure pointerapproach of FD1 and the pure embedding approach of FD2.The embedding approach is more concise but prevents the generation of phrases where a role that isnot explicitly represented as an FD is explicitly conveyed as a linguistic constituent. In the draft input ofFig. 4.4, the address, date, score, host and visitor roles are not explicitly represented because thetarget sublanguage of streak observed in the corpus did not contain phrases explicitly mentioning theseroles such as:� \the game opposing the Magic to the Raptors was held in Orlando",� \the date of the game was Saturday",� \the score of the game was 101-89",� \Orlando was hosting this game against the Raptors"Instead, only the address, date, score, host and visitor concepts were explicitly mentioned, withthe role linking them to the game implicitly expressed by the sentence structure as in:\Orlando, FL { Shaquille O'Neal scored 37 points Friday night, lifting the Orlando Magic to a 101 -89 victory over the Toronto Raptors."The approach for the input content representation in streak is thus to represent explicitly as FDsonly those roles that are explicitly realized by a linguistic constituent in at least one phrase of the targetsublanguage. In the sublanguage of the basic lead sentences summarizing basketball games, this is the casefor the winner, loser and result relations as demonstrated by the following example paraphrases:� \Orlando's victory over Toronto"� \Toronto's loss at the hand of Orlando"� \Orlando triumphed over Toronto"For a basic main statistic cluster, the role stat0 representing this statistic is the only one needed. It isin general explicitly realized as in: \O'Neal scored 37 points"but can also be left implicit as in: \O'Neal's 37 points".4.2.1.3 Representing oating and historical facts in the STREAK domainThe target sublanguage of streak contains �ve di�erent types of oating facts:65



``Orlando, FL -- Shaquille O'Neal scored 37 points Friday night,lifting the Orlando Magic to a 101 - 89 victory over the Toronto Raptors.''FD4:((deepsemcat entity)(concept game) (token tor-at-orl)(attrs ((setting ((ents (;; ``Orlando, FL''(addr ((deepsemcat entity)(concept address) (token orl-fl)(attrs ((city "Orlando") (state "FL")))));; ``Friday night''(date ((deepsemcat entity)(concept date) (token fri-nite)(attrs ((day-name "Friday") (day-part night)))))))));; ``Shaquille O'Neal scored 37 points''(stats ((ents ((stat0-ca ((deepsemcat entity)(concept player) (token oneal)(attrs ((first-name "Shaquille") (last-name "O'Neal")))))(stat0 ((deepsemcat entity)(concept game-stat) (token oneal-pt-vs-den)(attrs ((value 37) (unit pt)))))))(rels ((stat0 ((deepsemcat relation)(role game-stat-rel) (token oneal-scoring-vs-den)(args ((carrier {^4 ents stat0-ca}) (stat {^4 ents stat0})))))))));; ``lifting the Orlando Magic to a 101 - 89 victory over the Toronto Raptors.''(results ((ents ((host ((deepsemcat entity)(concept team) (token magic)(attrs ((home "Orlando") (franchise "Magic")))))(visitor ((deepsemcat entity)(concept team) (token raptors)(attrs ((home "Toronto") (franchise "Raptor")))))(score ((deepsemcat entity)(concept score) (token tor-at-orl-score)(attrs ((win 101) (lose 89)))))))(rels ((winner ((deepsemcat relation)(role winner) (token tor-at-orl-winner)(args ((game top-level) (winner {^4 ents host})))))(loser ((deepsemcat relation)(role loser) (token tor-at-orl-loser)(args ((game top-level) (loser {^4 ents visitor})))))(result ((deepsemcat relation)(role beat) (token tor-at-orl-result)(args ((winner {^4 ents host}) (loser {^4 ents visitor}))))))))))))))Figure 4.4: Example of input FD for basic draft66



� Additional game statistics (�rst order, non-historical fact)� Non-statistic background properties (�rst order, non-historical fact)� Game statistic records (second order, historical fact)� Game result streaks (second order, historical fact)� Streak records (third order, historical fact)I review the FD representation of each of these types in turn in the following subsections.4.2.1.3.1 Additional statistics Each additional statistic is distinguished by an integer inversely pro-portional to their relevance. The subnet representing any statistic, either the main statistic or an additionalone, consists of a single statN relation with two arguments, one pointing to the statN concept representingthe value of the statistic and the other pointing to the statN-ca (STATistic number N's CArrier) conceptsrepresenting its carrier (i.e., the player or team whose performance is summed-up by the statistic). The FDunder stats in Fig. 4.4 is an example of such subnet.4.2.1.3.2 Background properties Similar in structure to game statistics, background properties alsoconsists of a single role whose arguments points to two concepts, one describing the property and the otherits carrier. For example, the reserve status of the player Jay Humphries is represented by the following FD:((deepsemcat entity)(concept game)(token uta-at-bos)(attrs ((stats ((ents ((stat1-ca-status ((deepsemcat entity)(concept reserve)(token humphries-reserve)))(stat1-ca ((deepsemcat entity)(concept player)(token humphries)(attrs ((first-name "Jay") (last-name "Humphries")))))))(rels ((stat1-ca-status ((deepsemcat relation)(role player-status)(token humphries-status)(args ((player {^4 ents stat1-ca})(status {^4 ents stat1-ca-status}))))))))Note how the property carrier is identi�ed by way of the statistic that he performed. This reects thefact that in the target sublanguage, such background fact is always opportunistically woven to the expressionof a statistic as in:\Jay Humphries came o� the bench to score 24 points" or,\Jay Humphries scored 24 points o� the bench" or,\Reserve Jay Humpries scored 24 points",instead of a separate sentence such as: \Jay Humphries is a reserve player".4.2.1.3.3 Statistic records A record update relates a new statistic to an historical statistic. An his-torical statistic is an abstract set of statistics. As opposed to an isolated statistic, which consists of a singlerelation, an historical statistic is a complex conceptual subnet relating multiple concepts:� duration: the time span over which the set of statistics has been compiled.� gen-elt: the GENeric ELemenT of the set, an abstract speci�cation of the particular type of statisticsthat the set contains.� gen-elt-ca: the CArrier of the GENeric ELemenT, common to all statistics in the set.67
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;; FD representing the record update fact conveyed by the uppercased constituent in the paraphrases:;; ``Karl Malone scored A SEASON HIGH 28 points'';; ``Karl Malone's SEASON BEST 28 points'';; ``Karl Malone BROKE HIS SEASON RECORD WITH 28 points''((deepsemcat entity)(concept game)(token uta-at-lac)(attrs ((stats ((ents ((histo-stat0 ((deepsemcat entity)(concept histo-stat)(token kmalone-pt-at-lac-ref-set)))(histo-stat0-duration ((deepsemcat entity)(concept season)(token kmalone-pt-at-lac-ref-set-duration)))(histo-stat0-gen-elt ((deepsemcat entity)(concept game-stat)(attrs ((unit pt)))))(histo-stat0-gen-elt-ca ((deepsemcat entity)(concept player)(token kmalone)(attrs ((first-name "Karl") (last-name "Malone")))))(histo-stat0-extr ((deepsemcat entity)(concept integer)(token kmalone-pt-at-lac-ref-set-extr)))))(rels ((histo-stat0-duration ((deepsemcat relation)(role duration)(token kmalone-pt-at-la-ref-set-duration-rel)(args ((set {^4 ents histo-stat0})(duration {^4 histo-stat0-duration})))))(histo-stat0-gen-elt ((deepsemcat relation)(role gen-elt)(token kmalone-pt-at-lac-ref-set-gen-elt)(args ((set {^4 ents histo-stat0})(gen-elt {^4 ents histo-stat0-gen-elt})))))(histo-stat0-gen-elt-ca ((deepsemcat relation)(role game-stat-rel)(token kmalone-pt-at-lac-ref-set-gen-elt-ca)(args ((carrier {^4 ents histo-stat0-gen-elt-ca})(stat {^4 ents histo-stat0-gen-elt})))))(histo-stat0-extr ((deepsemcat relation)(role max-val)(token kmalone-pt-at-lac-ref-set-extr-rel)(args ((extr-val {^4 ents histo-stat0-extr})(set {^4 ents histo-stat0})))))(histo-stat0-update((deepsemcat relation)(role >)(token kmalone-break-pt-season-high-at-lac)(args ((stat-val 28)(histo-stat-extr {^4 ents histo-stat0-extr}))))))))))))))Figure 4.6: FD representation of the subnet of Fig. 4.569



4.2.1.3.4 Result streaks Similarly to historical statistics that are abstract sets of statistics, resultstreaks are abstract sets of games. A streak update is a second order fact relating a new game result witha streak, specifying whether the new result extends or interrupts the streak. The streak itself is a complexconceptual subnet relating multiple concepts:� gen-elt: the generic element of the set, an abstract speci�cation of the particular type of games thatthe streak is made of.� gen-elt-winner (or gen-elt-loser): the winner (or loser) common to each game in the streak.� gen-elt-host (or gen-elt-visitor): the host (or visitor) common to each game in the streak (re-spectively for home and road streaks; for overall streaks, this concept is not needed).� card: the cardinal of the set (i.e., the duration of the streak in number of games).An example FD representing a streak extension content unit is shown in Fig. 4.7.4.2.1.3.5 Streak records A historical streak is an abstract set of streaks, and hence an abstract setof an abstract set of games. A record streak update is thus a third order fact, that relates a new gameresult with an historical streak, specifying whether the new result extend one element of the historical streakmaking it the longest element of that set. An historical streak is the most complex entity of the streaksub-domain and involves the following relations:� duration: the time span over which the set of streaks have been compiled.� gen-elt: the generic element of the set, an abstract speci�cation of the particular type of streaks thatthe set contains.� gen-elt-gen-elt: an abstract speci�cation of the common type of games that each streak in the setis made of.� gen-elt-gen-elt-winner (or gen-elt-gen-elt-loser): the winner (or loser) common to each gameof each streak that the set contains.� gen-elt-gen-elt-host (or gen-elt-gen-elt-visitor): the host (or visitor) common to each gameof each streak that the set contains (for sets of home or road streaks; for sets of overall streaks, thisrelation is not needed).� max-card: the maximum cardinal for any streak in the set (i.e., the length, in number of games, ofthe longest streak in the historical streak).An example FD representing a streak record update content unit is shown in Fig. 4.83. In this examplethe duration of the historical streak is indirectly de�ned in terms of the lifetime of the common game hostof each element in the historical streak.4.2.2 The SSS languageAs explained in Section 3.3.1 and illustrated by the detailed example given in the previous section, a DSSrepresents both the explicit and the recoverable content of an utterance and it does so at a very �ne grain.Each element in a DSS network embodies no more that the meaning of a single word or even a single semanticfeature of a word. Moreover, since it simultaneously represents multiple perspectives on some concepts, onlya few of these �ne grained elements end up explicitly realized by a lexical item in any given utterancegenerated from the DSS. Finally, a DSS is at, with no notion of constituency or dependency.It the phrase planner that decides which elements of the DSS network to explicitly realize, how toaggregate these elements into linguistic constituents and what are the dependency relations among them.These decisions result in the SSS semantic tree. There are two distinct types of elements in such a tree:3To make it �t on a single page, token features have been removed from this FD.70



;; FD representing the content of paraphrases such as:;; ``the Utah Jazz handed the Boston Celtics their sixth straight home defeat'';; ``the Utah Jazz extended the Boston Celtics' losing streak to six games''((deepsemcat entity)(concept game)(token uta-at-bos)(attrs ((results ((ents ((streak1 ((deepsemcat entity)(concept streak)(token bos-streak-vs-uta)(attrs ((card 6)))))(streak1-gen-elt ((deepsemcat entity) (concept game)))(streak1-gen-elt-host ((deepsemcat entity)(concept team)(token celts)(attrs ((home "Boston") (franchise "Celtic")))))))(rels ((streak1-gen-elt ((deepsemcat relation)(role gen-elt)(token bos-streak-vs-uta-gen-elt)(args ((set {^4 ents streak1})(gen-elt {^4 ents streak1-gen-elt})))))(streak1-gen-elt-loser ((deepsemcat relation)(role loser)(token bos-streak-vs-uta-loser)(args ((game {^4 ents streak1-gen-elt})(loser {^4 ents host})))))(streak1-gen-elt-host ((deepsemcat relation)(role host)(token bos-streak-vs-uta-host)(args ((game {^4 ents streak1-gen-elt})(host {^4 ents host})))))(streak1-ext ((deepsemcat relation)(role streak-extension)(token bos-streak-vs-uta-ext)(args ((extension top-level)(streak {^4 ents streak1}))))))))))))Figure 4.7: FD representing a streak extension
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;; FD representing the record streak update fact conveyed by the uppercased constituent in the paraphrases:;; ``the Boston Celtics' FRANCHISE RECORD six games home losing streak'';; ``the WORST EVER sixth consecutive defeat at home for the Boston Celtics''((deepsemcat entity)(concept game)(attrs((results((ents ((histo-streak1 ((deepsemcat entity) (concept histo-streak)))(histo-streak1-gen-elt ((deepsemcat entity) (concept streak)))(histo-streak1-gen-elt-gen-elt ((deepsemcat entity) (concept game)))(histo-streak1-extr-card ((deepsemcat entity) (concept integer)))(histo-streak1-gen-elt-gen-elt-host ((deepsemcat entity)(concept team)(attrs ((home "Boston") (franchise "Celtic")))))(host-lifetime ((deepsemcat entity) (concept duration)))))(rels ((host-lifetime ((deepsemcat relation)(role lifetime)(args ((entity {^4 ents host}(lifetime {^4 ents host-lifetime})))))(histo-streak1-duration ((deepsemcat relation)(role duration)(args ((entity {^4 ents histo-streak1})(duration {^4 ents host-lifetime})))))(histo-streak1-gen-elt ((deepsemcat relation)(role gen-elt)(args ((set {^4 ents histo-streak1})(gen-elt {^4 ents histo-streak1-gen-elt})))))(histo-streak1-gen-elt-gen-elt ((deepsemcat relation)(role gen-elt)(args ((set {^4 ents histo-streak1-gen-elt})(gen-elt {^4 ents histo-streak1-gen-elt-gen-elt})))))(histo-streak1-gen-elt-gen-elt-loser ((deepsemcat relation)(role loser)(args ((game {^4 ents histo-streak1-gen-elt-gen-elt})(team {^4 ents host})))))(histo-streak1-gen-elt-gen-elt-host ((deepsemcat relation)(role host)(args ((game {^4 ents histo-streak1-gen-elt-gen-elt})(team {^4 ents host})))))(histo-streak1-extr-card ((deepsemcat relation)(role max-card)(args ((card {^4 ents histo-streak1-extr-card})(set {^4 ents histo-streak1})))))(histo-streak1-update ((deepsemcat relation)(role >)(args ((streak-len 6)(histo-stat-extr {^4 ents histo-streak1-extr-card}))))))))))))))))Figure 4.8: FD representing a streak record update72



� Encyclopedic subtrees, identi�ed by the feature (surfsemcat encyclo), that correspond to a wholechunk of the DSS network.� Rhetorical subtrees, identi�ed by the feature (surfsemcat rhetor), that are aggregates of severalscattered chunks of the DSS network, linked by rhetorical relations inside the SSS.Encyclopedic subtrees are structured by the fact generator, whereas rhetorical subtrees are structured bythe phrase planner. I describe these two di�erent types of SSS subtrees in turn in the following subsections.As opposed to a at network, a structured tree can be trivially represented by an FD. As explained inSection B.1.3.3 of Appendix B, any FD corresponds to a directed graph. Since paths are the only featuresthat introduce the possibility of several arcs reaching the same node, a path-free FD reduces to a tree, witheach of its attributes corresponding to an arc, and each of its sub-FDs to a dependent subtree.4.2.2.1 Encyclopedic semantic subtreesIn addition to surfsemcat, an encyclopedic subtree contains two more obligatory attributes:� concept, the concept or role in the DSS subnet that the subtree realizes at the SSS layer.� onto, specifying the ONTOlogical perspective on the concept and whose value can be either indiv(for INDIVidual), event, quality, quantity, place or time.Di�erent optional attributes are available for subtrees with di�erent onto features:� For events: the args (for ARGumentS) attributes de�ne the thematic structure of the event; theseattributes closely correspond to the DGS attributes de�ning the thematic structures of processes insurge (cf. Section B.2.2.1 of Appendix B).� For qualities, quantities, places and times: the concept speci�c restrictors attributes circumscribe aspecialization of the general concept indicated by the concept attribute.� For individuals: similar restrictors attributes (for referring to the individual using a common NP)or the names attributes (for referring to the individual using a proper NP).Finally, any encyclopedic subtree may also contain a root attribute, which points to either the conceptor one of the optional attributes of the subtree, and de�nes which semantic element is to head the linguisticconstituent corresponding to this subtree.4.2.2.2 Rhetorical semantic subtreesAs explained in Section 3.3.1.2 there are three distinct types of rhetorical semantic subtrees: paratacticcomplexes, hypotactic complexes and rhetorical events. These three types are distinguished by the struct(for STRUCTure) attribute with respective values paratax, hypotax and event.Paratactic complexes represent conjunctions and appositions and have two other attributes:� elts (for ELemenTS) containing each element of the complex.� rel (for RELation) specifying the semantic relation underlying the grouping of these element inside theparatactic complex and whose value in the current streak sub-domain can be temporal-inclusion,teammate, co-agent, co-ref (for CO-REFerent) or co-occur (for CO-OCCURrent).Hypotactic complexes represent complex clauses or nominal and have two other top-level attributes:� root, whose value is an embedded description for the head of the complex.� rels (for RELationS) whose sub-attributes are the rhetorical relations linking the dependent con-stituents of the complex to its head; the description of each dependent constituent is embedded underone these sub-attributes. 73



The list of rhetorical relations currently used in the streak sub-domain is: cardinal, card-of (forCARDinal OF, i.e., the converse of cardinal), compar (for COMPARison), score, co-occur, duration,standard, ordinal, opposition, result, possessor, time, location, agent-of, frequency,instrument and type. Most of them correspond, either directly or as converse relation, to DGS attributesused in surge in the description of complex nominals, clause participants, clause predicate modi�ers andclause circumstancials (cf. Sections B.2 and B.3 of Appendix B).Rhetorical events represent simple clauses whose head verb does not realize any speci�c element of theDSS network and also have two other top-level attributes:� root: a general event class (e.g., transf-poss (for TRANSFer of POSSession) for a composite mate-rial/possessive process).� args: (for ARGumentS) containing the event participants cast in the argument structure correspondingto that event class indicated in the root.These two attributes are the same as those for encyclopedic events. Finally, all three types of rhetoricalsubtrees can also contain a focus attribute containing a path indicating which one among the other attributesshould appear up front in the sentence to generate.4.2.2.3 Example FDs encoding SSSsIn Section 3.3.1.2 I gave the design level SSS for three phrases conveying the same content from di�erentperspectives using di�erent linguistic structures. I now give the FD encoding of each of these three SSSs.These FDs illustrate how syntagmatic paraphrasing is represented at the detailed implementation level.They also provide a variety of examples for both the encyclopedic and rhetorical subtrees discussed in theprevious section.The FD encoding of sss1 shown on the left side of Fig. 3.5 p. 48 is given in Fig. 4.9, that of sss2 shownon the right side of Fig. 3.5 p. 48, is given in Fig. 4.10 and that of sss3 shown in Fig. 3.8 p. 50 is given inFig. 4.11. Since these three examples are either hypotactically structured or event structured, an exampleFD encoding a paratactically structured SSS is given in Fig. 4.12.4.2.3 The draft representationAs explained in Section 3.3.1.4, the representation of the draft in streak incorporates all three layers ofabstraction: the DSS, the SSS and the DGS. In addition, it also contains an explicit representation of thecorrespondence, �rst between the constituents of DGS and the constituent of the SSS, and then between theconstituents of the SSS and the elements of the DSS.At the implementation level, the draft is represented by a three-layer FD with the following conventions:� The top-level of the FD is the DGS of the draft.� The top-level constituent of the DGS contains a special attribute sss whose value is the SSS for thewhole draft.� In turn, the top-level constituent of this SSS contains a special attribute dss whose value is the DSSfor the whole draft.� Each subconstituent Cdgs in the DGS also contains an sss attribute. As opposed to the top-level sssattribute whose value is an FD, the value of such an embedded sss attribute is a path pointing to thesubconstituent Csss in that FD, that Cdgs realizes at the DGS layer.� Similarly, each subconstituent Csss in the SSS contains an dss attribute pointing to the DSS elementthat Csss realizes at the SSS layer. 74



FD representing the SSS for paraphrases such as:``Orlando defeated Toronto at home''``Orlando triumphed over Toronto at home''((surfsemcat rhetor)(struct hypotax)(root ((surfsemcat encyclo)(onto event)(concept beat)(args ((agent ((surfsemcat encyclo)(onto indiv)(concept team)(names ((home "Orlando")))(root {^ names})))(affected ((surfsemcat encyclo)(onto indiv)(concept team)(names ((home "Toronto")))(root {^ names})))))(focus {^ args agent})))(rels ((location ((surfsemcat encyclo) (onto place) (concept host)))))(focus {^ root})) Figure 4.9: FD encoding of sss1
FD representing the SSS for paraphrases such as:``The Magic's home victory over the Raptors''``The homecourt win of the Magic against the Raptors''((surfsemcat rhetor)(struct hypotax)(root ((surfsemcat encyclo) (onto indiv) (concept winner)))(rels ((possessor ((surfsemcat encyclo) (onto indiv) (concept team) (names ((franchise "Magic")))))(location ((surfsemcat encyclo) (onto indiv) (concept host)))(opposition ((surfsemcat encyclo) (onto indiv) (concept team) (names ((franchise "Raptor"))))))))Figure 4.10: FD encoding of sss275



FD representing the SSS for paraphrases such as:``The Magic claimed a home win over the Raptors''``The Magic posted a homecourt victory against the Raptors''((surfsemcat rhetor)(struct event)(root activity)(args ((agent ((surfsemcat encyclo)(onto indiv)(concept team)(names ((franchise "Magic")))(root {^ names})))(range ((surfsemcat rhetor)(struct hypotax)(root ((surfsemcat encyclo) (onto indiv) (concept winner)))(rels ((location ((surfsemcat encyclo) (onto indiv) (concept host)))(opposition ((surfsemcat encyclo)(onto indiv)(concept team)(names ((franchise "Raptor")))(root {^ names})))))))))(focus {^ args agent})) Figure 4.11: FD encoding of sss3In Fig. 3.12 of Section 3.3.1.4 I gave a design level, graph representation of the draft for the phrase \theOrlando Magic defeated the Toronto Raptors". In Fig. 4.13, I give the corresponding implementation levelFD representation of the same draft. The sss and dss features are emphasized in uppercase.4.3 The processing componentsAside from the portable syntactic front-end, surge, streak proper is made of three components: thephrase planner, the lexicalizer and the reviser. The design and task of these three modules were describedin Section 3.3.2. All three modules were implemented declaratively in fuf. The �rst two modules use thetop-down recursive uni�cation mechanism of fuf as a rule interpreter. The set of phrase planning rulesand the set of lexicalization rules are factorized into two hierarchies, each represented as a Fuf Grammar(FG). In such a hierarchy, several rules sharing a common part are grouped in a fuf conjunction in whichthe top-level features encode the common part and are followed by a fuf disjunction encoding the distinctparts, proper to each rule. The reviser also consists of an interpreter and a declarative rule base. However,since the application of revision rule is in general a non-monotonic operation, the revision rule interpreter isfar more complex than the phrase planning and lexicalization rule interpreters and does not entirely rely onuni�cation. It also relies on an array of low-level FD manipulation functions provided by the fuf package.I present the implementation of the three components in detail in the following subsections.4.3.1 The phrase plannerThe task of the phrase planner is to map an input DSS onto an output SSS. As explained in Section 3.3.2,this task involves:� Picking which element in the DSS network to realize explicitly in a word of the sentence to generate(and thus which to leave implicit, recoverable from either the sentence structure or knowledge about76



FD representing the SSS for paraphrases such as:``Barkley scored 28 points and Majerle added 24''``Barkley struck for 28 points and Majerle fired in 24''((surfsemcat rhetor)(struct paratax)(elts ((1 ((surfsemcat encyclo)(onto event)(concept game-stat-rel)(args ((agent ((surfsemcat encyclo)(onto indiv)(concept player)(names ((last-name "Barkley")))(root {^ names})))(created ((surfsemcat encyclo)(onto quantity)(concept game-stat)(restrictors ((value 28) (unit pts)))(root {^ restrictors})))))))(2 ((surfsemcat encyclo)(onto event)(concept game-stat-rel)(args ((agent ((surfsemcat encyclo)(onto indiv)(concept player)(names ((last-name "Majerle")))(root {^ names})))(created ((surfsemcat encyclo)(onto quantity)(concept game-stat)(restrictors ((value 24)))(root {^ restrictors}))))))))))Figure 4.12: Example FD encoding a paratactically structured SSSthe domain).� Choosing an ontological perspective from which to present each picked element.� Grouping the picked element into constituents.� Choosing rhetorical relations linking the picked elements inside each constituent.The input to the phrase planner consists of an FD representing a DSS. This FD is embedded under a dssattribute and the result is then uni�ed with the FG representing the phrase planning rule base. The outputis an enriched FD containing, at its top-level, the SSS corresponding to the input DSS. A round of phraseplanning thus simply consists of a single top-down recursive uni�cation operation. Remember however, thatthe phrase planner is called several times during the generation of a sentence, once to plan the initial draftsentence and then repeatedly to plan each phrase incorporated to the draft during revision.It is the output SSS layer that is built top-down during uni�cation. The top-level SSS constituent isbuilt �rst. This task includes translating the features of the DSS element chosen as the SSS head and thencasting other related DSS elements inside the subconstituent structure of this top-level SSS. Once this isdone, recursion starts on each of these subconstituent.77



((cat clause)(tense past)(process ((type material) (lex "defeat")))(partic ((agent ((cat proper)(head ((cat team-name)(franchise ((lex "Magic")))(home ((lex "Orlando")))))(SSS {^3 SSS ARGS AGENT})))(affected ((cat proper)(head ((cat team-name)(franchise ((lex "Raptor")))(home ((lex "Toronto")))))(SSS {^3 SSS ARGS AFFECTED})))))(SSS ((surfsemcat encyclo)(onto event)(concept beat)(args ((agent ((surfsemcat encyclo)(onto indiv)(concept team)(names ((home "Orlando")))(root {^ names})(DSS {^3 DSS RELS RESULT ARGS WINNER})))(affected ((surfsemcat encyclo)(onto indiv)(concept team)(names ((home "Toronto")))(root {^ names})(DSS {^3 DSS RELS RESULT ARGS LOSER})))))(focus {^ args agent})(DSS ((ents ((host ((deepsemcat entity)(concept team) (token magic)(attrs ((home "Orlando") (franchise "Magic")))))(visitor ((deepsemcat entity)(concept team) (token raptors)(attrs ((home "Toronto") (franchise "Raptor")))))))(rels ((winner ((deepsemcat relation)(role winner) (token tor-at-orl-winner)(args ((game top-level) (winner {^4 ents host})))))(loser ((deepsemcat relation)(role loser) (token tor-at-orl-loser)(args ((game top-level) (loser {^4 ents visitor})))))(result ((deepsemcat relation)(role beat) (token tor-at-orl-result)(args ((winner {^4 ents host}) (loser {^4 ents visitor}))))))))))))Figure 4.13: FD representing the draft phrase \the Orlando Magic defeated the Toronto Raptors"78



(SSS ((surfsemcat encyclo)(onto event)(concept beat)(focus {^ args agent})(args ((agent ((DSS {^3 DSS ATTRS RELS RESULT ARGS WINNER})))(affected ((DSS {^3 DSS ATTRS RELS RESULT ARGS LOSER})))))(DEEPMAP-CSET ((+ {^ args agent} {^ args affected})))(DSS ... cf. Fig. 4.13, p.78 )))Figure 4.14: Partial SSS after top-level uni�cationTo illustrate how an SSS layer is built on an example, consider again the SSS layer of the draft FD inFig. 4.13. It results from the recursive uni�cation of the DSS layer in the same draft FD, with the FGembodying the phrase planning rules. The partial SSS obtained after the top-level uni�cation is shown inFig. 4.14.At this point the following decisions have been made:� Out of the �ve elements in the DSS network, only three will be explicitly realized by a linguistic elementin the sentence generate: the two entities host and visitor and the relation result.� This result relation will head the linguistic realization.� It will be presented as a material event.� The winner argument of this relation (which in this particular case is also the host) will be mappedonto the agent of the material event (this is indicated by the DSS pointer �lling agent)� The loser argument of this relation (which in this particular case is also the visitor) will be mappedonto the agent of the material event (this is indicated by the DSS pointer �lling affected)The deepmap-cset meta-attribute indicates that �rst the sub-FD under agent, and then the sub-FDunder affected must be in turn uni�ed with the phrase planning FG. After both these uni�cations arecompleted, the resulting SSS is the �nal one shown in Fig. 4.13.The phrase planning rules relevant for the top-level mapping stage of the example SSS above are shownin Fig. 4.15. They are encoded as the FG conjunction game-result-map4.This conjunction encodes three alternative rules for planning the game result. There are two mainparts in this conjunction. The �rst part is the common precondition of these three rules testing the inputDSS. This precondition is encoded by the subconjunction game-result at the bottom of the �gure. Thissubconjunction is a DSS pattern which matches any subnet representing a game result. The second partcontains the di�erent SSS output building actions proper to each of these three rules.Rule 1 encodes the realization of the game result as a clause headed by a full verb. This full verb conveysthe result relation of the DSS. The output of Fig. 4.14 results from the application of rule 1. Rule 2 encodesthe realization of the game result as a clause headed by a support verb. This support verb does not conveyin itself any element in the DSS, but only serves as a syntactic support for its range argument that realizesthe winner relation of the game result. The choice between the rules 1 and 2 is random. It encodes theparaphrasing alternative between:� \the Orlando Magic defeated the Toronto Raptors" (Rule 1), and� \the Orlando Magic claimed a victory over the Toronto Raptors" (Rule 2)4This conjunction is in fact a simpli�ed version of the one actually used in the code, which also maps the �nal score-line ofthe game - ignored here - as part of the game result. 79



(def-conj game-result-map(dss ((:& game-result)))(ALT full-result(((already-mapped none)(RALT full-result-struct(;; Game result planning rule 1: clauses headed by full verb,;; e.g., ``WINNER defeated LOSER''(surfsemcat encyclo)(onto event)(concept {^ dss rels result role})(args ((agent ((dss {^3 dss rels result args winner})))(affected ((dss {^3 dss rels result args loser})))))(deepmap-CSET ((= {^ args agent} {^ args affected}))));; Game result planning rule 2: clauses headed by support verb,;; e.g., ``WINNER claimed <a victory over LOSER> (recurse for <> part)((surfsemcat rhetor)(struct event)(root activity)(args ((agent ((dss {^3 dss rels winner args winner})))(range ((dss {^3 dss})(already-mapped winner)))))(deepmap-CSET ((= {^ args agent} {^ args range})))))))(;; Game result planning rule 3: NP e.g., ``a victory over LOSER''(already-mapped #(under winner))(surfsemcat rhetor)(struct hypotax)(focus {^ rels score})(root ((dss {^2 dss rels winner})))(rels ((opposition ((dss {^3 dss rels loser args loser})))))(deepmap-CSET ((= {^ root} {^ rels opposition}))))))(def-conj game-result(ents ((host ((deepsemcat #(under entity)) (concept #(under team))))(visitor ((deepsemcat #(under entity)) (concept #(under team))))))(rels ((winner ((deepsemcat #(under relation))(role #(under winner))(args ((game GIVEN) (winner GIVEN)))))(loser ((deepsemcat #(under relation))(role #(under loser))(args ((game GIVEN) (loser GIVEN)))))(result ((deepsemcat #(under relation))(role #(under beat))(args ((winner GIVEN) (loser GIVEN))))))))Figure 4.15: Example of phrase planning rules80



There are many such random choices in the phrase planner. They encode options that are, in mostcircumstances, equivalent. Their presence insures that the generator will not always produce the sameoutput linguistic form when repeatedly given in input the same type of information to report. In order toforce the choice of one of these random alternatives, a partial description of the desired output can be passedas input to the phrase planner as an optional parameter. Only the options that can unify with this partialoutput can then be chosen in each disjunction of the phrase planning FG.In the top-down process of planning an entire draft, there are cases when the winning team has alreadybeen mapped inside a matrix SSS constituent before the realization of the game result starts. In suchcontexts, none of the two forms above can be used. This the case for example, when, at the time of recursingon the game result subnet, the phrase planner has already built the SSS for a top-level draft such as (1)below. In this draft form the use of a material/locative event to link the main statistic to the game resultinstead of a temporal relation as in (2) or a paratactic complex as in (3) prohibits the application of rules 1and 2 for planning the structure of the game result itself.1. \Shaquille O'Neal scored 39 points leading the Orlando Magic to ...".2. \Shaquille O'Neal scored 39 points as the Orlando Magic defeated the Toronto Raptors"3. \Shaquille O'Neal scored 39 points and the Orlando Magic claimed a victory over the Toronto Raptors"Rule 3 handles these cases. It realizes the game result as an NP such as \a victory over the TorontoRaptors" which does not mention the winning team. The feature already-mapped tests whether, at themoment of mapping the game result subnet, the winning team has or not already been mapped in thematrix SSS constituent. Since this NP realization of the game result perfectly �ts the pattern of the rangeargument of the support verb clause realization, this range argument is built through recursion within thisvery FG conjunction.4.3.2 The lexicalizerThe task of the lexicalizer is to map an input SSS onto an output DGS. As explained in Section 3.3.2, thistask involves:� Choosing, for each semantic constituent in the SSS, the syntactic category of the linguistic constituentrealizing it at the DGS layer.� Choosing the open-class lexical items of this linguistic constituent.� Specifying the non-default values for the syntactic features associated with the chosen syntactic cate-gory.� Mapping the rhetorical relations linking the semantic constituents at the SSS layer onto the thematicand syntactic roles linking the corresponding syntactic constituents at the DGS layer.The phrase planner and the lexicalizer share the same interpreter, but each uses it with a di�erent rulebase. Lexicalization is therefore implemented as the top-down recursive uni�cation of an FD, where theinput SSS has been embedded under an sss attribute, with an FG encoding the lexicalization rule base.For a linguistic constituent Cdgs realizing at the DGS layer an SSS subtree Csss, the choice of syntacticcategory depends essentially on the onto feature of Csss and the choice of lexical head depends essentially onthe concept feature of Csss. This is true for both simple and complex linguistic constituents5. However, atthe SSS layer, the latter are represented by rhetorical subtrees, lacking these two features - onto and concept- that are proper to encyclopedic subtrees (as explained in Section 4.2.2). These rhetorical subtrees arerecursive structures whose root attribute can be �lled either by an encyclopedic subtrees (end of recursion)or by another rhetorical subtree (recursion). For each syntactic constituent, the �rst task of the lexicalizer5Only hypotactic complexes are considered here, since the paratactic ones do not have a lexical head (and those of type listdo not even have a syntactic category). 81



is to �ll an attribute sss-root which points to the head encyclopedic element of the input SSS subtree. Forencyclopedic subtrees the value of this attribute is simply sss. But for rhetorical ones it can be a longerpath following several root indirections down the recursive rhetorical structure. For example, when givenas input the SSS at the top of Fig. 4.11 p. 76, the lexicalizer would add a pair (sss-root {^ sss root}).By making the relevant encyclopedic features accessible at the top-level, this sss-root feature allows thechoice of syntactic category and lexical head to be handled uniformly regardless of the input's rhetoricalcomplexity.To illustrate the process of lexical choice in general let us consider verb choice. Excerpts from the fufdisjunction encoding verb choice rules in streak's lexicalizing FG are shown in Fig. 4.16. A �rst high levellook at this disjunction reveals several points about lexical choice:� In general, verbs (at least �nite ones) are appropriate to realize the head constituent of event descrip-tions. This is indicated by the fact that the testing part of each branch is under sss-root and that allbranches correspond to one of the two types of event descriptions at the SSS layer: rhetorical (branch1) and encyclopedic (branch 2 and 3).� The choice of verb is �rst indexed by either the concept feature (for encyclopedic events) or the generalevent type (speci�ed by the root feature in rhetorical events) that they can realize. A polysemousverb can thus appear in as many di�erent branches as it has senses.� Each bottom branch represents a set of synonymous verbs that are randomly chosen.� Single word verbs and prepositional verbs are uniformly represented.The �rst two branches of the disjunction encodes some of the head verbs' options for clauses realizinggame results. They are the options involved for the type of game result input SSS built by the applicationof the phrase planning rules discussed in the previous section. Each �ts only a given syntactic structure: the�rst branch �ts support verb headed clauses with agent and range participants as in:\Orlando posted a victory over Toronto",while the second branch �ts full verb headed clauses with agent and a�ected participants, as in:\Orlando routed Toronto".This type of syntactic structure constraints on lexical choice underlines the dual aspects of lexicalization:� The syntagmatic aspect consisting of selecting a word such that the constituents of the semantic inputcan be cast in the argument structure of the word.� The paradigmatic aspect consisting of selecting a word that can realize the head concept in the semanticinput.In streak these two aspects are separated in di�erent disjunctions of the lexicalization FG. Thesurfmap-verbs disjunction shown in Fig. 4.16 only encodes the paradigmatic aspect of verb choice. Thesyntagmatic aspect is encoded in the surfmap-partic disjunction.The third branch in surfmap-verbs encodes the choice of verbs for realizing game statistics. It illustrateshow constraints other than the root concept and the syntactic structure inuence lexical choice. The �rstof these constraints, encoded in the stat-num feature, is passed to the lexicalizer by the reviser. It testswhether the game statistic clause under construction is the �rst among the additional statistics added tothe the main statistic during the revision of the draft. It indicates that in such a case the most appropriateverb to choose is \to add" as in: \Charles Barkley scored 29 points and Dan Majerle added 24".How such constraints are passed from the reviser to either the phrase planner or the lexicalizer is explainedin the next section.The rest of the disjunction distinguishes between versatile verbs (e.g., \to have") valid for lexicalizingany type of game statistic as shown by:\Barkley had 29 points" and \Barkley had 20 rebounds".82



(def-alt surfmap-verbs...;; activity (i.e. verbs part of collocation with range object)((sss-root ((root #(under activity))(struct #(under event))))(proc ((lex ((RALT ("claim" "record" "post" "pull out" "clinch" "nail down")))))))...;; beat((sss-root ((concept #(under beat))(onto #(under event))))(proc ((lex ((RALT ("defeat" "beat" "triumph over" "coast past" "down" "rout")))))));; game statistic((sss-root ((concept #(under game-stat-rel))(onto #(under event))(args ((created ((concept #(under game-stat))))))))(ALT stat-num(;; For 1st additional statistic, use "to add"((stat-num #(under 1)) (proc ((lex "add"))));; Versatile verbs for any type of statistics((RALT game-stat-rel-v-specificity(((proc ((lex ((RALT ("have" "finish with" "wind up with" "collect" ... )))))));; Verbs specialized by statistic type((ALT stat-unit(((sss-root ((args ((created ((restrictors ((unit #(under pt))))))))))(proc ((lex ((RALT ("score" "net" "pump in" "fire in" "strike for" ...)))))))...((sss-root ((args ((created ((restrictors ((unit #(under reb))))))))))(proc ((lex ((RALT ("grab" "haul in" "get" "snare" "pull down" ... ))))))))))))))))...) Figure 4.16: Encoding verb choice in streak83



from specialized ones valid for only one speci�c type of statistics as shown by:\Barkley �red in 29 points" and \Barkley pulled down 20 points" while? \Barkley pulled down 29 points" and ? \Barkley �red in 20 points".4.3.3 The reviserThe input to the reviser is twofold:� a three-layer FD encoding the initial draft at the three layers of abstraction (DSS, SSS and DGS) suchas the example given in Fig. 4.13.� A list of FDs, each encoding a DSS subnet representing a oating fact to opportunistically incorporateto the draft, in order of decreasing relevance.The output of the reviser is a three-layer FD encoding the �nal draft which incorporates the contentconveyed by the initial draft plus as many oating facts as could be added without exceeding a lexical lengthof 45 and a syntactic depth of 10 for the �nal draft.The reviser consists of three parts:� The declarative revision rule base encoding the revision operations presented in Section 2.5.� The revision rule interpreter that takes as input both the current draft and a single oating fact andperforms one revision increment.� The revision monitor that repeatedly calls the revision rule interpreter and controls the overall incre-mental revision process.I discuss each of these three parts in turn in the following subsections.4.3.3.1 The revision rule baseA revision rule has two parts: a Left Hand Side (LHS) which speci�es the conditions in which the rule canapply and a Right Hand Side (RHS) which speci�es the set of transformations that the draft undergoesduring the application of the rule. It is thus encoded as an FD with two top-level attributes: lhs andrhs. The revision rule base is encoded as an FG where revision rules are factorized in a recursive set offuf disjunctions and conjunctions. The resulting FG structure parallels the hierarchical structure of therevision operations presented in Section 2.5. The top-level disjunction distinguishes among the general classesof revision tools, such as adjoin, absorb or adjunctization, and the embedded disjunctions encode thelower-level distinctions in terms of the accompanying side transformations, the semantic and/or syntacticroles of the constituent added, displaced or deleted from the draft by the operation, etc.The LHS of a revision rule is encoded as an FD with three attributes:� bls (Base Layered Speci�cation), whose value is a three-layer FD de�ning the type of drafts onto whichthe rule can be applied.� adss (Additional Deep Semantic Speci�cation), whose value is a DSS FD de�ning the type of oatingfacts that the rule can incorporate to the draft.� tool, whose value is the name of the revision operation encoded by the rule.This last attribute is optional and is used only for control and testing purposes. When it is not present,the reviser uses the �rst rule whose bls feature matches the current draft and whose adss matches the�rst DSS in the ordered oating fact list. Each revision operation, whether general or speci�c, is given aname. These names are grouped into a hierarchy paralleling the specialization hierarchy of the correspondingoperations using the define-feature-type construct of fuf.84



The RHS of a revision rule simply consists of a list of revision actions. These revision actions are thebuilding blocks used to implement the structural transformations involved in the application of the revisionrules. The revision workspace onto which each of these actions operate is an FD with four top-level attributes:� bls (Base Layered Speci�cation) whose value is the three-layer FD encoding the old draft before theapplication of any RHS action.� rls (Revised Layered Speci�cation) whose value is the three-layer FD encoding the new draft underconstruction and resulting from the RHS actions applied so far; initially it is a copy of bls.� dss whose value is an FD encoding the common DSS layer of the bls and the rls throughout theapplication of the actions.� adss (Addition Deep Semantic Speci�cation) whose value is the DSS FD encoding the oating fact toincorporate to the draft for the current revision increment.Two points concerning the structure of this revision workspace deserve explanations. The �rst points isthe need for keeping the original input draft around (in the bls) during the application of the actions buildingthe new draft (in the rls). This is necessary because, as explained in Section 2.5, most revision operationsare non-monotonic: in order to accommodate a new oating fact, they alter the linguistic realization ofthe draft content. Such an alteration is decomposed into several low-level actions cutting and pasting thelinguistic constituents of the draft. The bls bu�ers the cut elements before they get pasted in a new locationin the rls.The second point requiring explanation is the fact that the the bls and the rls share a commonDSS layerthroughout the application of the revision actions. This is the case because these actions are implementingthe accommodation of the new fact (encoded in the adss) only at the SSS and DGS layers. As mentioned inSection 4.2.1.2, incorporating this new fact to the draft at the DSS layer only involves unifying the adss withthe DSS layer of the input draft. The result of this uni�cation is then placed in the top-level dss attributeduring the initialization of the revision workspace. To avoid duplication of content, which may introduceinconsistency in such a non-monotonic context, the embedded dss attributes inside the two three-layer FDs(the bls and the rls) then becomes path to the top-level dss attribute. Each element in the adss alsobecomes a pointer to the corresponding element under the top-level dss attribute. Thus, before any actionis applied to the draft, its DSS layer has already being revised. These di�erent mechanisms for implementingrevision at the DSS layer on the one hand (uni�cation) and at the SSS and DGS layers on the other (revisionrule application) is motivated by the fact that the elements of a DSS are not grouped into constituents,whereas the elements of the SSS and DGS are. Therefore, the addition of a new element at the DSS layeris necessarily a global operation, whereas at the SSS and DGS layer it is best viewed as local to a particularconstituent. I come back to this last point in the next section while describing the revision rule interpreter.There are �ve types of RHS actions acting upon the revision workspace:� (add-fd fd address): inserts fd as a sub-FD under the path address inside the workspace FD; fdcan be either an atom or a structured FD but not a path.� (add-path path address): inserts path as a sub-FD inside the workspace FD under the path address.� (cp-fd input-address output-address)6: relocates the sub-FD located under the path input-addressin the workspace FD and inserts that copy under the path output-address.� (del-fd address): DELetes the sub-FD under the path address in the workspace FD.� (map-fd input-address output-address mapping-type mapping-constraint):1. Relocates the sub-FD located under the path input-address in the workspace FD.2. Calls either the phrase planner (if mapping-type = deep) or the lexicalizer (if mapping-type =surf) on that copy.6cp-fd stands for CoPy FD. 85



0 (def-conj nominalization1 (lhs ((bls ((:& material-basic-res-cluster)))2 (adss ((attrs ((results ((:& los-streak-ext)))))))3 (tool nominalization)))4 (rhs ((del-fd {})5 (add-fd ((surfsemcat rhetor)6 (struct hypotax)7 (root ((surfsemcat rhetor) (struct event) (root transf-poss))))8 {sss})9 (map-fd {rls sss} {} surf ((fills time-rel)))10 (add-path {rls partic affected} {partic possessor})11 (cp-fd {bls sss rels score} {sss rels score})12 (cp-fd {bls pred-modif score} {pred-modif score})13 (cp-fd {bls sss-root args agent} {sss-root args agent})14 (cp-fd {bls partic agent} {partic agent})15 (cp-fd {bls sss-root args affected} {sss-root args affected})16 (cp-fd {bls partic affected} {partic affected})17 (map-fd {adss attrs results}18 {sss-root args possessed}19 deep20 ((root ((onto indiv)))))21 (map-fd {rls sss-root args possessed} {partic possessed} surf))))Figure 4.17: Encoding the nominalization revision tool in streak3. Inserts the enriched FD resulting from this call under the path output-address in the workspaceFD.4. Replaces the input to the phrase planner (respectively lexicalizer) �lling the dss (respectivelysss) attribute in the enriched FD by a path back-pointing to the input address from which it wasoriginally copied (in order to avoid the introduction of duplicates in the workspace).The insertions and relocations performed by the actions above are implemented by calling the specialextension of fuf for non-monotonic processing of FDs presented in Section B.1.3.7 of Appendix B. Toillustrate the implementation of revision rules as FDs, the fuf conjunction encoding the nominalizationrevision rules is given in Fig. 4.17.The lhs of this conjunction (lines 1-3) speci�es that nominalization can be used to:� Add a oating fact of type losing streak extension (the pattern for this type of additional content ingiven in the los-streak-ext conjunction at the bottom of Fig. 4.18, lines 22-40).� Add such fact onto a draft clause of type material which no other oating fact has yet been attached (thepattern for this type of draft subconstituent is given in the material-basic-res-cluster (materialBASIC game RESult CLUSTER) at the top of Fig. 4.18).At the beginning of the revision increment, the rls for the whole draft is initialized as a copy of thecorresponding bls. The �rst action of any non-monotonic revision is thus to delete the matching draftsubconstituent which is, in the case of nominalization, the full verb clause to be replaced by a supportverb clause. This is done by the action del-fd on line 4. For example this action would result in thetransformation of the sentence:\O'Neal scored 39 points as Orlando defeated Toronto 99-92"Main Statistic Cluster Agent Full Verb A�ected Scoreinto: \O'Neal scored 39 points as ... " 86



1 (def-conj material-basic-res-cluster2 (cat #(under clause))3 (partic ((agent ((sss {^3 sss root args agent})))4 (affected ((sss {^3 sss root args affected})))))5 (pred-modif ((score ((sss {^3 sss rels score})))))6 (sss ((surfsemcat #(under rhetor))7 (struct #(under hypotax))8 (root ((surfsemcat #(under encyclo))9 (args ((agent ((surfsemcat #(under encyclo))10 (dss {^3 dss args winner})))11 (affected ((surfsemcat #(under encyclo))12 (dss {^3 dss args loser})))))13 (dss ((deepsemcat #(under relation))14 (role #(under beat))15 (args ((winner ((deepsemcat #(under entity))16 (concept #(under team))))17 (loser ((deepsemcat #(under entity))18 (concept #(under team))))))))))19 (rels ((score ((surfsemcat #(under encyclo))20 (dss ((deepsemcat #(under entity))21 (concept #(under score)))))))))))22 (def-conj los-streak-ext23 (:& streak-ext)24 (rels ((streak1-gen-elt-loser ((deepsemcat #(under relation))25 (role #(under loser)))))))26 (def-conj streak-ext27 (ents ((streak1 ((:& streak)))28 (streak1-gen-elt ((deepsemcat #(under entity))29 (concept #(under game))))))30 (rels ((streak1-gen-elt ((deepsemcat #(under relation))31 (role #(under gen-elt))32 (args ((set {^4 ents streak1})33 (gen-elt {^4 ents streak1-gen-elt})))))34 (streak1-ext ((deepsemcat #(under relation))35 (role #(under streak-extension))36 (args ((extension #(under top-level))37 (streak {^4 ents streak1}))))))))38 (def-conj streak (deepsemcat #(under entity))39 (concept #(under streak))40 (attrs ((card GIVEN))))Figure 4.18: Testing game result material clauses and losing streak extensions87



The actions immediately following del-fd, involves building the top-level of the replacement clause. Theadd-fd on lines 5-8 �rst speci�es a general transfer of possession event at the SSS layer. The map-fd on line9 then calls lexicalizer to map this structure at the DGS layer. The FD ((fills time-rels)) is passed asa constraint indicating the relevant lexicalization context, cases such as this in which the clause structureto build is to appear as a dependent temporal clause. This prevents the lexicalizer from picking a moodincompatible with this dependency context. This call to the lexicalizer and the following add-path actionresult in the insertion of a composite material/possessive clause structure headed by a compatible supportverb (e.g., \to hand").At this point the draft has become:\O'Neal scored 39 points as ... handed ... ... ..."Main Statistic Cluster Agent Support Verb A�ected-Possessor Possessed ScoreThe cp-fd actions on lines 11-16 copy the subconstituents of the initial clauses that are not left unchangedby the nominalization. At this point the draft has become:\O'Neal scored 39 points as Orlando handed Toronto ... 99-92".Main Statistic Cluster Agent Support Verb A�ected/Possessor Possessed ScoreThe map-fd action on lines 17-20 calls the phrase planner to build the internal structure of the NPexpressing the losing streak fact to add to the draft. The FD ((root ((onto indiv)))) is passed as aconstraint indicating to the planner which ontological perspective on this losing streak is appropriate in thecontext of this revision. In this case, since the streak must be realized by a nominal, the right perspectiveis individual. The �nal map-fd action on line 21 calls the lexicalizer on the SSS that the planner just built.The result is a DGS for a nominal expressing the additional streak fact and which �lls the new possessedrole in the revised clause structure.The nominalization has now been completed, resulting in the �nal draft:\O'Neal scored 39 points as Orlando handed Toronto their 10th straight defeat 99-92".Main Statistic Cluster Agent Support Verb A�ected/Possessor Possessed ScoreThis revision rule example illustrates the fact that the map-fd action allows revision rules to remaingeneral, indicating only where and how to attach the phrase realizing the new oating fact inside the draft.The internal content organization, wording and syntactic form of this new phrase is chosen by the phraseplanner and the lexicalizer in the context of the revision, when called via a map-fd action.4.3.3.2 The revision rule interpreterThe task of the revision rule interpreter is to perform one increment of revision. It thus takes as input athree-layer FD encoding the current draft (called bls for Base Layered Speci�cation) and a DSS FD encodingthe new fact to incorporate to the draft (called adss for Additional Deep Semantic Speci�cation).The incorporation is performed in two stages: (1) triggering a revision rule and (2) applying it to thedraft. I discuss these two stages in the following two subsections.4.3.3.2.1 Triggering a revision rule To insure the scalability of the reviser, the set of revision rulesmust be as general as possible. They must be as abstract as the revision operations they implement. Aswe have seen above, one way this is achieved is by encoding in the revision rules only the attachment pointand method for the new fact and relying on independent modules (the phrase planner and lexicalizer) forthe realization of the new fact as a new linguistic constituent. This way, the same revision rule, for exampleadjoin of classifier into nominal, can be used for revision increments such as:� \Malone scored 39 points and Stockton dished out 29 assists as Utah defeated Denver 99-91" (initialdraft)� \Malone scored a season high 39 points and Stockton dished out 29 assists as Utah defeated Denver99-91" (�rst revision increment)� \Malone scored a season high 39 points and Stockton dished out a franchise record 25 assists asUtah defeated Denver 99-91" (second revision increment)88



even though for each increment the meaning and wording of the added phrase (in bold) is di�erent.Another way to keep revision rules general is to have them specify only the type of constituents ontowhich a given type of new fact can be attached, independently of the location where these constituents mayappear inside the linguistic structure of the draft. This is again illustrated by the example above where ateach round the same revision rule is applied, but at di�erent locations inside the draft structure.Relying on revision rules whose semantics are local is desirably modular but come with a cost: triggeringa revision rule does not simply involve searching the rule base for an appropriate rule but also searching thedraft linguistic structure for a constituent onto which to apply the rule.The outer loop of the revision rule interpreter thus consists of a top-down, depth-�rst traversal of theinput draft at the DGS layer. For each constituent C encountered during this traversal, the interpreterbuilds a revision input, an FD with three top-level attributes:� bls whose value is a three-layer FD encoding the DGS, SSS and DSS of C.� adss whose value is the DSS FD encoding the new fact to incorporate to the draft.� tool whose value is the name of a speci�c revision operation to use for the increment (if such arestriction was passed to the interpreter input as an optional input parameter).The format of this revision input matches that of a revision rule LHS (given in the previous section).Searching for an appropriate rule is thus performed by unifying such a revision input (embedded underthe attribute lhs) with the revision rule base for each constituent encountered during the traversal of thedraft linguistic structure. When this uni�cation fails it means that there are no revision rule available toincorporate the new fact to the particular constituent C reached at this point in the draft traversal. Therevision rule interpreter then recurses on the subconstituents of C (at the DGS layer) building a new revisioninput for each of them. When this uni�cation succeeds, it results is an instantiated revision rule, whose LHSmatches the revision input and whose RHS contains the revision actions to apply to C. The control regimeof this search is simple: the �rst constituent onto which the new fact can be incorporated is always chosen.Similarly, the �rst revision rule whose LHS matches the revision input for a given draft constituent is alsoalways chosen. If there is no match between any of the revision inputs built for each draft DGS constituentand any revision rule LHS, the input oating fact cannot be added and the revision interpreter returns tothe revision monitor the input draft unchanged.Consider the �rst revision in the example above with the tool adjoin of classifier into nominalspeci�ed in the input. The draft traversal will successively attempt to apply this tool onto the followingconstituents:1. \Malone scored 39 points and Stockton dished out 29 assists as Utah defeated Denver 99-91"2. \Malone scored 39 points and Stockton dished out 29 assists"3. \Malone scored 39 points"4. \Malone"5. \scored"6. \39 points"For attempts 1-3 and 5, uni�cation with the revision rule base fails because the draft constituent is notof the syntactic category speci�ed in the input tool: nominal. The fourth attempt fails due to a semanticconstraint: the property of a given entity can be only attached to nominals referring to that very entity. Inthe example at hand, the record nature of a statistic can only be attached to a nominal referring to thatstatistic. It cannot be attached to a nominal referring to a player, even whose performance is summed-upby that statistic, as shown by:? \A season high Malone scored 39 points." 89



4.3.3.2.2 Applying a revision rule The application of the instantiated rule starts with the building ofthe revision workspace. In Section 4.3.3.1 we de�ned this workspace as an FD with four top-level attribute:bls, rls, dss and adss. Since the application of the instantiated rule must be local to the draft subcon-stituent C that triggered the rule during the top-down traversal of the draft, the bls attribute must beinitialized as an three-layer FD representing C at all three layers of abstraction. The rls attribute can thenbe initialized as a copy of this local bls. The dss attribute must remain global (i.e., for the whole draft)however, since as explained in Section 4.3.3.1 there is no constituency at the DSS layer. The embedded dssattribute inside both the bls and rls points to the particular facts inside the top-level, global dss feature,that C realizes at the DGS layer. An example of initial revision workspace for the application of a rule to anembedded draft constituent is given in Appendix C. The address parameters of the revision actions insidethe example rule given in Fig. 4.17 should be interpreted in the context of a workspace built locally at thelevel of the game result cluster.How should be implemented in fuf such general revision rules that can be applied locally at variousdepths inside the draft linguistic structure? The �rst methods that comes to mind is to use relative pathsas the address parameters of the revision actions. However, as explained in Section B.1.3.3 of Appendix B,while such paths are perfectly �ne in an FG, in an FD they can introduce ambiguity. We have also seen thatfuf can unify two FDs or one FD with an FG but not two FGs.Since the search for the revision rule to trigger is implemented as the uni�cation of the draft with an FGencoding the revision rule base, the draft can only be encoded as an FD and not as an FG. Consequently, itcannot contain relative paths.To get around this di�culty, the reviser simulates the local application of general rules by translating thelocal addresses written in the revision actions into global addresses inside the FD encoding the whole draft.This global FD is the data structure onto which the actions are physically applied. Consider for example,the application of the nominalization revision rule Fig. 4.17 to the game result cluster: \Orlando defeatedToronto 99-92". Since in the DGS of the whole draft sentence, \O'Neal scored 39 points as Orlando defeatedToronto 99-92.", this game result cluster appears as a temporal circumstantial, the address {} of the initialdeletion action (on line 4) of this revision rule is translated as {circum time}.4.3.3.2.3 The monitor: controlling the revision process The revision monitor is the highest levelcomponent of the reviser and controls the overall revision process. It works by repeatedly performing thefollowing steps:1. Take the �rst element F1 in the ordered list of oating facts to opportunistically incorporate to thedraft.2. Attempt to incorporate it to the current draft D0 by calling the revision rule interpreter on the pair< D0; F1 >.3. (a) If a revision rule matches this input pair, the interpreter returns a revised draft D1, expressingthe content of both D0 and F1: proceed to step 4 below.(b) Otherwise the interpreter returns back D0: start over from step 1 above with the next element F2in the ordered list of oating facts; F1 has been ignored for lack of a revision rule to incorporateit to the draft.4. Extract the DGS layer from D1 and pass it to surge.5. Inspect the resulting sentence, measuring both its lexical length and syntactic depth.6. (a) If the length is below 45 words and the depth below 10 embedding levels, output the sentence:start over from step 1 above with the next element F2 in the ordered list of oating facts. F1 hasbeen successfully incorporated to the draft.(b) Otherwise output a warning message indicating that the maximum sentence complexity has beenreached and stop the revision process; F1 has been ignored for lack of space.90



There are two remarks to be made concerning this simple control mechanism. First, the list of oatingfacts is actually a list of lists, where each sublist contains a set of related oating facts. This is the case becauseoating facts (especially historical ones) need an anchor point to be included into the draft. For example, therecord property of an additional game statistic cannot be incorporated to the report before the incorporationof the statistic itself. These two oating facts will thus be put in the same sublist. Second, because therevision interpreter always picks the �rst < draft-subconstituent , revision-rule > pair that matches, themonitoring algorithm above may in some cases produce a sentence that is sub-optimal in the sense that itmay not contain the maximal number of oating facts that could be �t within the complexity limits. Whenthe threshold is reached, it may be the case that, had another < draft-subconstituent , revision-rule > pairbeen chosen for some earlier revision, it would have resulted in a more compact form, ultimately allowingthe addition of another oating fact without reaching the threshold. The implementation of a backtrackingfacility within the reviser that would avoid such situations. It however has been left for future work. I comeback to this issue in Section 7.2.2.2.4.4 STREAK at work: two example runsHaving seen how each component of streak works separately in the previous three sections, I now commenttwo example runs showing how they work together to generate a summary. The �rst example run illustrateshow streak generates a complex lead sentence, by �rst producing a simple sentence containing only theobligatory �xed facts and then incrementally incorporating the complementary oating facts through a seriesof revisions. It also shows how streak controls the revision process and decides when to halt it. The secondexample illustrates how streak takes into account the surface form of the current draft to choose whichrevision operation to use for incorporating a new oating fact into the draft. In this example, streak �rstbuilds two di�erent draft forms from the same set of input �xed facts. It then incorporates the same inputoating fact to the di�erent draft forms, using a di�erent revision rule in each case.In order to prevent this section from growing over-lengthy, further example runs, illustrating other inter-esting aspects of the system are given in Appendix C. This appendix contains:� A set of draft building stages that illustrates the paraphrasing power encoded in the phrase plannerand the lexicalizer by producing a variety of draft forms from the same set of input �xed facts.� A set of parallel revision increments that illustrates the paraphrasing power encoded in the reviserby showing how the same oating fact can be incorporated into the same initial draft form by usingdi�erent revision rules resulting in a variety of revised draft forms.� Another full run example that illustrates the locality of the revision rules by repeatedly applying thesame rule at a di�erent levels of the current draft structure for di�erent revision increments during thegeneration of a complex lead sentence.The fullest account of the two example runs presented in this section can be found in that appendix,where they are repeated, but this time in conjunction with the FDs encoding the complete semantic inputand/or draft representation.4.4.1 Chaining revisions to generate a complex sentence from a simple draftExample Run 1, shown in Fig. 4.19, illustrates three aspects of streak:� How it generates a complex lead sentence, by �rst producing a simple sentence containing only theobligatory �xed facts and then incrementally incorporating the complementary oating facts througha series of revisions.� How it controls the revision process and decides when to halt it.� The variety of revision tools it implements, since a di�erent one is used at each generation increment.91



4.4.1.1 Building an initial draftIn Fig. 4.19, the �rst line contains calls to the top-level functions for the draft and revision passes. As input,the function draft takes three arguments:� The DSS FD containing the input �xed facts to convey in the draft. In the example of Fig. 4.19 thisinput DSS is built by calling the function dssF0. The code of this function is given in Fig. C.3 ofAppendix C.� A partial SSS constraining the form of the output draft by specifying some desired features in theinitial draft plan. The phrase planner can only choose options that are compatible with this partialspeci�cation of its output. This argument is optional and introduced by the keyword :sss. Thesesurface form constraints are generated by calls to functions such as form-flag1 described below.� A partial DGS constraining the form of the output draft by specifying some desired features in theinitial draft skeletal lexico-syntactic tree. The lexicalizer can only choose options that are compatiblewith this partial speci�cation of its output. This argument is optional and introduced by the keyword:dgs7.draft returns an three-layer FD encoding the initial draft and as a side e�ect prints the natural languagesentence resulting from the uni�cation of this FD with surge.The function revise takes three arguments:� An three-layer FD encoding the initial draft.� A list of list of oating facts to attempt to incorporate to the draft. Each sublist contains a set ofrelated oating facts. These sublists are in ordered by decreasing importance of the facts they contain.Floating fact lists of lists are generated by calls to functions such as float-stack-F. The code for thisfunction is shown in �gures C.4 to C.8 of Appendix C� The :verbose flag, which, when set to T, prints after each revision increment the lexical length(lex-num) and syntactic depth (depth) of the revised draft.The value of the (form-flag1) parameter passed to the draft function in Fig. 4.19 is:((rels ((co-occur none)(time ((elts ((cdr ((car ((struct hypotax))))))))))))As explained in Section 2.4 an initial draft contains four �xed facts: the main statistic of a player fromthe winning team, the result of the game (including its �nal score), its location and its date. Following thecorpus observations, streak always convey the location as a header. The sentence itself thus contains threemain constituents, one for each of the three remaining �xed facts. The form ag above the type of rhetoricalrelations that the phrase planner can use to group these three constituents. The one above speci�es that:� The draft must be hypotactically structured (indicated by the presence of a rels feature at the top-level).� Two dependent constituents must be grouped in an paratactic structure itself linked to the mainconstituent by a temporal relation (indicated by the presence of a feature (time ((elt ...))) underthe rels feature).� The second element in this paratactic structure must be itself hypotactically structured (indicated bythe embedded ((struct hypotax)) feature).When uni�ed with the possible top-level draft structures observed in the corpus and encoded in thephrase planner of streak, this speci�cation results in sentences like Draft 0 at the top of Fig. 4.19. In such7The two optional argument :sss, :dgs provide a basic facility to systematically test the paraphrasing power of streak.The development of more powerful facilities has been left for future work and is discussed in Section 7.2.2.292



> (revise (draft (dssF0) :sss (form-flag1)) (float-stack-F) :verbose T)Draft 0:Dallas, TX -- Charles Barkley registered 42 points Friday night as the Phoenix Sunsrouted the Dallas Mavericks 123 - 97.Draft 1 (lex-num = 27 depth = 7):Dallas, TX -- Charles Barkley registered 42 points Friday night as the Phoenix Sunshanded the Dallas Mavericks their 27th defeat in a row at home 123 - 97.Draft 2 (lex-num = 29 depth = 8):Dallas, TX -- Charles Barkley registered 42 points Friday night as the Phoenix Sunshanded the Dallas Mavericks their franchise worst 27th defeat in a row at home123 - 97.Draft 3 (lex-num = 34 depth = 8):Dallas, TX -- Charles Barkley registered 42 points and Danny Ainge added21 Friday night as the Phoenix Suns handed the Dallas Mavericks theirfranchise worst 27th defeat in a row at home 123 - 97.Draft 4 (lex-num = 39 depth = 8):Dallas, TX -- Charles Barkley registered 42 points and Danny Ainge cameoff the bench to add 21 Friday night as the Phoenix Suns handed the DallasMavericks their franchise worst 27th defeat in a row at home 123 - 97.Draft 5 (lex-num = 43 depth = 8):Dallas, TX -- Charles Barkley matched his season record with 42 pointsand Danny Ainge came off the bench to add 21 Friday night as the PhoenixSuns handed the Dallas Mavericks their franchise worst 27th defeat in a rowat home 123 - 97.Draft 6 (lex-num = 46 depth = 8):((SSS ((DSS .... ))))> Figure 4.19: streak generating a simple draft and incrementally revising it into a complex one
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sentences, the main clause conveys the main statistic with a list of two dependent constituents as a temporaladjunct. The �rst element of this list is the nominal conveying the date of the game and the second is theclause conveying the game result.4.4.1.2 Revising the initial draftThe �rst sub-element in float-stack-F is an historical background fact of type streak extension. It notesthat the reported game marks the 27th time that Dallas is defeated on their home turf. To add this fact toDraft 0, streak uses the non-monotonic Nominalization revision rule whose code was given and explainedin detail in section 4.3.3.1. This rule is applied to the initial draft game result clause \the Phoenix Sunsrouted the Dallas Mavericks". It replaces the full verb clause pattern \WINNER rout LOSER" conveying thegame result in Draft 0, by the semantically equivalent support verb clause pattern \WINNER hand LOSERa defeat" in Draft 1. Since the game result is now realized by an NP, the expression of its consequence, theupdated length of Dallas' losing streak, can be concisely conveyed by adjoining the discontinuous ordinal\27th ... in a row" modifying the NP head \defeat". The restriction of this streak to home games isconveyed adjoining another modi�er, the PP quali�er \at home". The variety of nominalization rule usedfor this revision is thus: Nominalization with Ordinal and Qualifier Adjoin.The second sub-element in float-stack-F is another historical background fact, of type record breaking.It brings additional information about the preceding streak extension fact by noting that as a result of thislatest extension this streak is now of record length. To add this fact to Draft 1, streak uses the monotonicrevision rule Adjoin of Classifier to Nominal. This rule is applied on the very nominal that was createdduring the preceding nominalization revision (\their 27th defeat in a row at home") modifying it with theclassi�er \franchise worst" that expresses its record breaking nature. This illustrates how the choice of arevision rule for a given increment constrain in some cases the range of choices for subsequent increments.This type of Adjoin revision rule allows for a very concise expression of the added oating fact. It does notchange the syntactic depth of the draft and lengthens it by only two words. After this addition, the draft isonly 29 words long, still comfortably below the 45 word limit observed in the corpus.The third sub-element in float-stack-F is a non-historical fact of type additional statistic. To add thisfact to Draft 2, streak uses the monotonic revision rule Coordinative Conjoin of Clause. This rule wasapplied to the main statistic clause, \Charles Barkley registered 42 points", because this additional statisticalso concerns a player of the winning team. Furthermore, since they are both scoring performances, streakexploits this fact and chooses to elide the head of the object in the added conjoined clause (resulting in thephrase \Danny Ainge added 24 ;" instead of \Danny Ainge added 24 points"). This illustrates how streakopportunistically takes advantage of the particular draft context into which a oating fact is woven, to choosea more concise expression for that fact. streak also uses this context to make the most appropriate lexicalchoice, as illustrated by the choice of the verb \to add" for this second statistic. Such a verb can be chosenonly in this particular context. It would be inappropriate for example, to realize the main statistic, for whichstreak chose the more general verb \to register"' in this particular run. The code for the choice of suchverbs was given in Section 4.3.2. How the reviser passes such contextual information to the lexicalizer wasalso explained in that section.The fourth sub-element in float-stack-F is non-historical fact of type player status. Just as the secondoating fact underlined the signi�cance of the �rst by conveying its record breaking nature, this fourth factunderlines the signi�cance of the third. It notes that the player whose scoring statistic was just added to thedraft (\Danny Ainge added 24"), is a reserve player8. To add this fact to Draft 3, streak uses the monotonicrevision rule absorb of clause into clause as a result adjunct. Moreover, it uses the specializationof this revision rule that involves the side transformation Agent Control. This specialization is chosen whenstreak notices that both the absorbed and absorbing clauses share the same agent. It allows the agentof the absorbed one, which was part of the original draft, to be deleted, resulting in \Danny Ainge cameo� the bench ; to add 24" instead of \Danny Ainge came o� the bench for Danny Ainge to add 24", thusopportunistically gaining space and uency. This example illustrates the capability of streak to use idiomssuch as the expression \to come o� the bench" which conveys that a player is a reserve.8Making the fact that he scored that many point all the more remarkable.94



The �fth sub-element in float-stack-F is a historical fact of type record equalling. It concerns themain statistic. To add this fact to Draft 4, streak uses the revision rule adjunctization of createdinto instrument. It moves the object of the main statistic clause that was �lling the created role in thatclause9, to an instrument role in order to accommodate the added record as object. The equalling aspectof this record is expressed as the new main verb \to match" replacing the original verb \to register". Theaction explicitly conveyed by this original verb is now implicitly conveyed by \to match", since matchinga record can only come as a consequence of a performance. This example thus illustrates the ability ofstreak to opportunistically take advantage of the addition of a new fact to gain space by making part ofthe realization of another fact already in the draft implicit. It also demonstrates how streak takes intoaccount stylistic conventions observed in the corpus. Compare the addition of this �fth oating fact withthe addition of the second one. They both concern a record, the di�erence between them being that thesecond fact expresses that a record was broken and the �fth one that it was merely equalled. This di�erence,which could seem minor at �rst, triggers the use of entirely di�erent revision tools: the monotonic Adjoinfor the second fact and the non-monotonic Adjunctization for the �fth one. This di�erence in strategiesimplements the stylistic convention observed among sports or stock market writers that mentioning of arecord update event without explicitly specifying whether it is of the breaking or equalling type implies thatit is of the breaking type. This convention allows streak to use the simple and concise revision tool Adjoinfor record breaking events: note how nothing in Draft 2 speci�es whether the 27th defeat of Dallas actuallybreaks or merely equals their longest losing streak. Using such an implicit form for record equalling eventsas well would be misguiding however. The need to keep reports concise must be balanced with the need tokeep these two type of events unambiguously distinguishable. It is in order to be explicit about the equallingtype of the record update event added in the �fth increment, that streak uses the less concise and morecomplex Adjunctization revision.After the addition of this �fth oating fact, the draft is only two words away from the maximum length of45 observed in the corpus. Thus, unless the next sub-element in float-stack-F can be added with only twomore words, it will not �t in this lead sentence summary. This next sub-element is an additional statistic,the passing performance of Danny Ainge. The most concise way it can be accommodated in the draft is byrevising the nominal realizing the scoring statistic of this player that was added during the third revisionincrement and which is already reduced to the cardinal number \21". streak applies the revision ruleCoordinative Conjoin of Nominal to this nominal, yielding \to add 21 and 7 assists". This revisionthus adds three new words (in bold) while not deleting any and thus pushes the revised draft over thelength limit. streak thus halts the revision process without printing the draft resulting from this �nalrevision. As �nal value, the revise function returns the three-layer FD representing the previous draft,which was under the complexity limits. Since this FD is very large, its body is not shown in Fig. 4.19, butits presence is signaled by the abbreviation ((SSS ((DSS ... )))). The full detailed body for this �naldraft representation is given in Appendix C, however.4.4.2 Choice of revision rule constrained by the surface form of the draftExample Run 2, shown in Fig. 4.20, illustrates how in streak, the choice of a revision rule to add a givenoating fact onto the draft is sensitive not only to the content of the draft, but to its surface form as well.This run starts with two calls to the function draft to build two alternative draft forms, from the same inputbut a with di�erent realization constraint. The common input, is a DSS FD encoding the four �xed factsto convey in both draft. It is built by calling the function dssC0. For the �rst call to draft, the realizationconstraint is (form-flag1) whose value was given in the previous section. It constrains the output draftC1to express the game result as a full verb clause that follows the pattern \WINNER full-verb LOSER" andis subordinated to the main statistic clause as a time adjunct. In this particular run, the full verb chosen(randomly) by the lexicalizer is \to beat".For the second call the realization constraint is (form-flag2) whose value is((rels ((co-occur none)9cf. sections B.2.2.1 and B.3.2 of Appendix B for the de�nition of the thematic roles used in streak.95



(time ((elts ((cdr ((car ((struct event))))))))))))It constrains the output draftC2 to express the game result this time as a support verb clause following thepattern \WINNER support-verb LOSER nominal"10. In this particular run the support-verb/nominal-headcollocation chosen (randomly) by the lexicalizer is \to nail down a win".Once these two alternative synonymous draft sentences have been built, the function revise1 is thencalled on each of them with the same additional oating fact adssC4 as second parameter. revise1 is thefunction to call for a single revision increment. It implements the revision rule interpreter described inSection 4.3.3.2. In contrast, the function revise called for example Run is used for chaining revisions andimplements the revision monitor described in Section 4.3.3.2.3. revise works by traversing the list of lists ofoating facts and repeatedly calling revise1 on each fact. adssC4 encodes a losing streak extension for theBoston Celtics. To incorporate this oating fact to draftC0, streak uses the revision rule Nominalization.In contrast, to incorporate this same oating fact on the synonymous but linguistically distinct draftC1,streak uses the revision rule Adjunctization. In each case, the choice of one revision rule over the otheris motivated by the surface form of the respective drafts involved. Nominalization realizes the new fact bymodi�ers attached to a nominal resulting from the transformation of a full-verb clause into a support-verbclause. Adjunctization conversely replaces a support-verb clause by a full-verb clause incorporating thenew fact by a full-verb and a new object while displacing the original object to an adjunct position. SincedraftC1 follows a full-verb pattern, only Nominalization and not Adjunctization is applicable to it. FordraftC2 following a support verb pattern, it is just the opposite. There is no game result NP in draftC1to be adjunctized and no game result full verb in draftC2 to be nominalized. It is precisely because theapplicability of revision rules such as the two above is dependent on surface form, the presence of the DGSlayer in the draft representation of streak is required.4.5 STREAK by the numbersstreak was implemented on top of an extended fuf/surge package. In this extended package, fuf-5.3 consists of 552K of common-lisp code, including 36K of entirely new code11 for the non-monotonicmanipulation of Functional Descriptions (FDs), and surge-2.0 consists of 264K of fuf code, including 35Kof entirely new code for the extended system for adverbial clause elements.These two extensions to the fuf/surge package were essentially preparatory work, paving the way forthe core implementation of streak. This core consisted of implementing the revision rule interpreter andencoding the linguistic data compiled during the corpus analysis as three declarative knowledge sources:� The phrase planning rule base.� The lexicalization rule base.� The revision rule base.The revision rule interpreter consists of 37K of both common-lisp and fuf code. Each rule base isencoded as a Functional Grammar (FG). As explained in Appendix B, an FG is a disjunction of conjunctionsof features, with each feature potentially a recursive disjunction of conjunctions of sub-features. An FG canthus be viewed as an and/or-tree of options and the best way to quantify the number of cases covered in anFG is to count the number of disjunction-free conjunctions that it contains. Each such conjunction is onlyone level above the bottom of the tree and corresponds to a disjunction-free rule. The FG for phrase planningencodes about 130 such rules, the one for lexicalization encodes about 29,043,800 such rules (covering thevarious senses and thematic usages of 115 open-class words12 in the domain sublanguage) and the one forrevision encodes about 1,510 such rules.10Like (form-flag1), (form-flag2) also constrains the game result clause to be subordinated to the main statistic clause asa time adjunct.11Written by Elhadad.12These words include neither proper nouns and quantitative values which are passed from the input to the generator, norfunction words which get added by surge. 96



> (setf draftC1 (draft (dssC0) :sss (form-flag1))) ;; Draft form 1Hartford, CT -- Karl Malone hit for 39 points Friday night as the UtahJazz beat the Boston Celtics 98 - 94.((SSS ((DSS .... ))))> (setf draftC2 (draft (dssC0) :sss (form-flag2))) ;; Draft form 2Hartford, CT -- Karl Malone notched 39 points Friday night while theUtah Jazz nailed down a 98 - 94 win against the Boston Celtics.((SSS ((DSS .... ))))> (revise1 draftC1 (adssC4)) ;; Revising Draft 1 using NominalizationHartford, CT -- Karl Malone hit for 39 points Friday night as theUtah Jazz brought the Boston Celtics their sixth consecutive setback at home98 - 94.((SSS ((DSS .... ))))> (revise1 draftC2 (adssC4)) ;; Revising Draft 2 using AdjunctizationHartford, CT -- Karl Malone notched 39 points Friday night while the UtahJazz extended the Celtics' homecourt losing streak to six with a 98 - 94 winagainst Boston.((SSS ((DSS .... ))))> Figure 4.20: streak using di�erent revision rules depending on the surface form of the draft
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These three FGs respectively occupy 36K of fuf code for the phrase planning rule base, 37K of fufcode for the lexicalization rule base and 56K of fuf code for the revision rule base. The fact that thelexicalization FG encodes several orders of magnitude more rules than the phrase planning FG while beingessentially of the same size illustrates the high level of code compactness achievable by relying on the the run-time compositional instantiation (through recursive functional uni�cation) of rules whose common featuresare shared inside FG fragments.
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Chapter 5EvaluationIn this chapter, I quantitatively evaluate several aspects of the research presented in this dissertation. Di�er-ent aspects are evaluated along di�erent dimensions using di�erent test corpora. After surveying the generalproblematic of evaluation in the context of language generation, I �rst describe the use of two new basketballreport corpora to evaluate:� The coverage of the corpus analysis results (ontology, realization patterns and revision tools) presentedin Chapter 2.� The robustness of the corpus analysis methodology (presented in the same chapter) as a knowledgeacquisition approach.� The gains in terms of both coverage and robustness of the revision-based approach to generationpresented in Section 3.3 over the classic one-shot approach.I then describe the use of a stock market report corpus to evaluate the cross-domain portability of therevision tools presented in Section 2.5 of Chapter 2.5.1 Evaluation and language generation5.1.1 The di�culty of the issueAlthough a potentially vast �eld in its own right, evaluation remains to date an almost completely untouchedarea of generation research. Among the landmark dissertations centered around the development of a gen-eration system, only one contains an entire chapter speci�cally dedicated to evaluation: Kukich's [Kukich1983]. Her system ana and Elhadad's advisor II [Elhadad 1993b] are the only two generation systems thathave been the object of quantitative evaluation. These evaluations are described and contrasted with theevaluation work presented in this thesis in Section 6.4.The paucity of evaluation e�orts in generation is rooted in the extremely challenging nature of the task.There are multiple reasons for this di�culty, notably:� The variety in input representations, target outputs and application domains of existing generationsystems, limiting the potential for comparative evaluations.� The high subjectivity of what constitutes a \good text", limiting the potential for absolute qualitativeevaluations.� The frequent unavailability of large, systematic Input/Output test sets, limiting the potential forquantitative evaluations. 99



In the following subsections I review each of these di�culties in turn. I then explain how some of themcan be alleviated when textual corpora are available.The subjectivity of \text quality"Evaluating writing - even human writing - has always been a thorny issue. While humans routinely makejudgments about the quality of the prose they read, these judgments are highly subjective. Even suchbasic evaluation attempts as assigning a grade level to a text has been the object of endless controversies.This is due to the fact that judgments of written prose rely on a vast array of implicit and goal-dependentcriterion and draw upon many vague and intuitive notions. Making these goals and criterion explicit andrigorously de�ning these notions is an intriguing but daunting task. It is, however, a pre-requisite for theabsolute evaluation of the \quality" of texts (whether generated by computers or humans) in a systematicand objective way.The variety of input representations and target output textsComparative evaluations are just as problematic as absolute ones1.The �rst di�culty for comparing the respective merits of di�erent generation systems is the nature oftheir input. With a few exceptions (e.g., stand-alone portable syntactic components, generation sides oftransfer-based translation systems, report generators working all the way from number tables), the input toa generator consists of a semantic representation of the content to convey, sometimes annotated with com-municative intent. No broadly accepted standard representation scheme for semantic content and intentionshas yet emerged from knowledge representation research. Comparing generators working from drasticallydi�erent input representations is therefore a murky business.The second di�culty is that, until now2 no two generators have been conceived and implemented toproduce the same set of target outputs. Existing systems have been developed for di�erent domains andin the rare cases when several generators exist in the same domain, they use a di�erent language (e.g.,ana [Kukich 1983] in English and frana [Contant 1986] in French for the stock market domain). Di�erentdomains do not only mean di�erent encyclopedic contexts but also di�erent writing styles. Whereas atelegraphic style is well-suited for a weather forecast it would be completely inappropriate for a businessletter. Similarly, whereas a fact-packed and highly metaphorical style is best for newswire sports stories itcould not be used for technical documentation. Indeed, it is interesting to note that the newswire summariesof the corpora I analyzed did not follow the stylistic heuristics that writing experts recommand for improvingthe clarity of scienti�c papers. For example, support verbs were pervasive in the corpus and the subject headnoun was often separated from the verb by lengthy relative clauses or appositions. These two expressiveforms are strongly objected by [Gopen and Swan 1990] for scienti�c writing. This discrepancy in style canbe explained by a discrepancy in goals. In a science article the main goal is to introduce the reader tonew, complex concepts. In a newswire story it is rather to pack information concerning to familiar, simplerconcepts. Since in the latter case the reader is not burdened with the complexity of the content, she canhandle the more complex prose which allows �tting many facts in a short space.The unavailability of systematic I/0 test setsNot only do generators lack a reference standard for input and output, but systematic test sets of either arenot always available.Due to the overall complexity of the generation task, many recent research e�orts, like the one presentedhere, have focused on restricted sub-tasks in order to attack them in depth. These e�orts thus resulted in the1At least those that concern particular systems and are carried out directly on output texts. In Section 5.2 I present acomparative evaluation of two generation models carried out on the di�erent knowledge structures which are used by eachmodel.2To the best of my knowledge. 100



implementation of generator components as opposed to complete text generation systems. In such situation,some of the implemented components will inevitably work from an input representation that comes, in theoverall generation architecture, from other components whose task is out of the research scope at hand andthus unimplemented. Evaluating such components can only be performed by using hand-coded (and thusnecessarily small) input test sets.In some applications, a systematic test set is not available not only for the input to the generator, but forits target output as well. While some generation applications aim at saving the cost of using humans expertswith other pressing responsibilities from writing texts, other applications aim at providing documentation orsummaries that are needed yet currently missing for lack of available writing manpower. In the latter case,there is no corpus of human-written target texts available onto which to test the output of the generator.The situation is similar for on-line help systems: the very need for a generator responding dynamically toa speci�c dialog situation instead of simply displaying pre-stored text precludes the use of manual pagesas model texts. For such applications, a set of target responses have to be initially hand-coded and thenincrementally adjusted through user feedback and determining the quality of the generated response requiresdetermining how well it meet the user needs. Proposed evaluations [Hirschman and Cuomo 1994] often centeraround time to task completion, where the user is given a task that requires use of the system to solve. Suchevaluations are problematic because the ease with which a user can request information also a�ects the resultand thus do not allow assessing the respective e�ects of the understanding and generation components.The opportunity created by corpus dataFor generation applications where human generated text corpora are available as model output sets, settingup an evaluation is much easier. One reason why ana [Kukich 1983] could be quantitively evaluated wasthat both its input (number tables) and target output (newspaper articles) were available in a systematicway.Corpus data allows better circumscription of the goal of a generation system: it is to produce texts thatmatch as closely as possible the texts from the corpus. It allows viewing the writing process as a blackbox. Such a view focuses on the objective task of observing what human writers generate in a given situationand avoids the more subjective task of speculating why they do so. The quality of a text produced by ageneration system can then be de�ned in terms of how distinguishable it is from a text that a professionalwriter would produce from the same input data. When the corpus is large enough, such an evaluation canbecome quantitative. When model texts from multiple writers are available, stylistic idiosyncrasies can be�ltered out by encoding in the generator only the most commonly used expressive forms. A corpus-basedapproach shifts the task of the evaluation from de�ning what constitutes a \good text" to assessing therepresentativity of the textual corpus used as model. For this latter task, developing automatic or at leastsemi-automatic methods is much more feasible.5.1.2 The rising interest in the issueWhile evaluation has been largely ignored by the generation community up to now, it is bound to become acentral issue fairly quickly. Two di�erent sets of forces are at play in this emergence. The �rst set is internalto the �eld. The second is external. I briey discuss each in turn in the following paragraphs.Maturity of the �eldNatural language generation seems to have reached a turning point in its maturation. After the initialexploratory phase when most research consisted in discovering new problems and providing initial solutionsto them, more e�orts are now being put into taking a second and more focused look at well-known problemsto improve on the initial solution. Since the contribution of such research does not lie in the originalityof the problem itself, new approaches must be compared convincingly and advantageously with previousones. This is encouraging the development of comparative evaluations. It is also promoting quantitative101



evaluations. Even though their real signi�cance may at times be questionable, evaluations that can besummed up by a few numbers tend to convince broader audiences than qualitative evaluations which requiredeep understanding of subtle details.Inuence of related �eldsThe vogue of comparative and quantitative evaluations is also spreading from their popularity in �elds closeto generation, namely language understanding and statistical NLP. Events entirely dedicated to quantitativeevaluations such as the Message Understanding Conference [MUC-4 1992] have now been held for severalyears in natural language understanding, a �eld that is older than generation and bene�ciates from a largerworkforce. Evaluation has been a central issue from the start in statistical NLP3 a line of work aiming atdeveloping tools that do not rely on any hand-coded knowledge but are instead trained using weak learningheuristics on very large textual corpora. This early emphasis on evaluation in statistical NLP is rooted in thetwo fundamental di�erences that sets it NLP apart from its knowledge-based counterpart. First, statisticalNLP is experimental in nature while knowledge-based NLP is analytical. This experimental avor wheresimple approximations are quickly tried out on data allows to invest more time in evaluation than whenexact knowledge is painstakingly abstracted from in-depth data analysis. Second, statistical NLP seeks toattain wide coverage at the expense of accuracy, while knowledge-based NLP opts for the other side of thistrade-o�. Inaccuracy being more immediately visible than brittleness, the issue of evaluation became crucialmore rapidly.Because of these fundamental di�erences in goals between these two �elds, evaluation techniques thatoriginated in statistical NLP cannot be used \as is" for knowledge-based NLP. Both the object and themethod of evaluation need to be carefully adapted. In terms of what should get evaluated, e�orts are bestfocused on the weak point of each �eld. Consequently while in statistical NLP evaluation schemes shouldemphasize accuracy over robustness, in knowledge-base NLP evaluation schemes should do just the opposite.In terms of evaluation methods, although textual corpora can be used in both cases, each �eld use thesecorpora in a di�erent way. In statistical NLP, corpora are input data from which to automatically extractshallow approximations of deep knowledge. Consequently, corpora need to be very large in order to determinewhether the correlation between the proposed shallow approximation of the deep knowledge and the deepknowledge itself is statistically signi�cant. In knowledge-base NLP, corpora are analysis material from whichto manually extract the deep knowledge itself. Corpora size requirements are thus greatly reduced, sincewith the help of human expertise, deep knowledge can be acquired from textual corpora of modest size.5.1.3 The diversity of the issueHaving surveyed both the di�culty and the growing importance of the issue of evaluation in languagegeneration I now turn to its diversity. I identify various dimensions along which di�erent types of evaluationscan be characterized. Some of these dimensions concern the particular object of the evaluation while othersconcerns the methods used for the evaluation. I review each in turn in the following paragraphs.What to evaluate?Evaluating a generation system can involve evaluating either:� The issues that it addresses or the solution that it provides.� The underlying model on which it is based or its particular implementation.� Its robustness or the accuracy of its output.3It is important to keep in mind that the recent revival of the use of statistics in place of deeper knowledge in NLP researchhas focused on applications such as translation, summarization and information retrieval. The rationale is not to use statisticsto perform either understanding or generation, but to hope that for such applications, both tasks can be somehow bypassed.102



� How well and/or robustly does it performs the various subtasks of language generation (content deter-mination, content organization, content realization).When evaluating a research prototype (whether in language generation or not) one must distinguishbetween evaluating the importance of the speci�c issues addressed by the system and evaluating the solutionsthat the system brings to these issues. For example the percentages of corpus sentences with oating conceptsand/or historical information presented in Chapter 2 evaluates the importance of these two issues. Thesepercentages do not, however, evaluates the solution that streak o�ers to these issues.In evaluating a solution, it is also important to distinguish between evaluating the underlying generationmodel of the system and its particular implementation. For example in [Kukich 1983], Kukich quantitativelyevaluates the coverage of the generator ana, which is a particular implementation of the general one-passmacrocoded generation model that she proposes. The model in itself is not quantitatively evaluated in itsabstract generality.A generator can be evaluated directly in terms of its output or more abstractly in terms of the knowledgestructures that it relies on to produce this output. It is also quite a di�erent issue to evaluate the robustnessof a generator and to evaluate the accuracy of the texts that it produces. These last two contrasts are related.For example, a generator using canned text can produce texts that perfectly mimic the corresponding textsgenerated by human writers for a small sample of input data. However, such a system will break down whenpresented with input data outside of that small sample. In contrast, a generator relying on highly abstractand compositional knowledge structures will be robust enough to produce satisfactory texts from input dataoutside the initial set of data that was used to acquire these structures.Robustness can be decomposed in di�erent facets:� Coverage: how much of a given domain's total sublanguage is covered by the encoded knowledgestructures.� Extensibility: how many more such knowledge structures would be needed to cover the whole sublan-guage.� Portability: how domain speci�c are those knowledge structures.Similarly accuracy can also be decomposed in di�erent facets:� Syntactic: dealing with the grammaticality of the generated sentences.� Semantic: dealing with the mapping from conceptual content to linguistic form.� Lexical: dealing with constraints among words such as collocations.� Discursive: dealing with factors such as coherence and high level textual organization.� Stylistic: dealing with factors such as conciseness and readability.� Interpersonal: dealing with factors related to the intended reader.Inaccuracies of the �rst three types above (and even more strongly for �rst two) tend to be so blatant thatthey are rarely even discussed in the research literature. They are in general seen more as \bugs" than asinaccuracies. Consequently, only a polished version of a generator that is essentially free of such inaccuraciesis considered a complete implementation. Most of the discussion on accuracy focuses on the last three facets.How to evaluate?Having reviewed the various aspects of a generator that can be evaluated, I now survey the di�erent methodsthat can be used for each of these aspects. Evaluation methods can be either:� Qualitative or quantitative.� Absolute or comparative. 103



� Based on human judgments or on corpus data.� Manual or automatic.An example of qualitative vs. quantitative evaluations in the context of language generation can be foundin [Kukich 1983], p.137-138. A qualitative evaluation of the syntactic coverage of ana is �rst given, listingall syntactic forms observed in a corpus of stock market reports and specifying which forms are encodedin the generator (e.g., participial clauses) and which are not (e.g., in�nitive clauses). It is followed by aquantitative evaluation of syntactic coverage counting the proportion of corpus sentences containing onlyconstructs encoded in ana.These two evaluations are absolute, concerning only ana. In Section 5.2 of the present thesis, I presenta comparative evaluation which contrasts the respective robustness of the two-pass microcoded generationmodel on which streak is based with the one-pass macrocoded generation model on which previous reportgenerators such as ana [Kukich 1983] are based.All the evaluations mentioned until now are based on corpus data. One could also imagine evaluatinga generator by having a human expert (e.g., a sports writer in the case of streak) looking at a test setof generated texts and counting the proportion of sentences that are accurate and complete (and optimallyconcise in the case of a summarization system). This type of evaluation relying on one or several humanjudges is commonly used in statistical NLP. For example, it has been used to evaluate systems which compilecollocations [Smadja 1991] or form groups of semantically related adjectives [Hatzivassiloglou and McKeown1993]. However, in the context of language generation this type of approach would not yield very interestingresults. This is due to the fact that using canned text, output accuracy can be trivially achieved at theexpense of robustness, which is the central issue for a generator as it is for most knowledge based systems.In addition, such methods cannot be automated. Given the restricted accessibility of human experts, purelymanual evaluation methods tend to be impractical since they cannot be repeated on a regular basis tomeasure the impact of gradual changes made during the life cycle of the system. Semi-automatic, corpus-based evaluation schemes seem thus preferable.5.1.4 The evaluation approach of this thesisHaving surveyed the dimensions along which evaluation can vary, I now situate along these dimensions theparticular evaluations that I carried out for the research presented in this thesis.There are two objects of evaluation:� The new two-pass microcoded language generation model presented in Chapter 3.� The hierarchy of revision rules presented in Appendix A and resulting from the corpus analysis pre-sented in Chapter 2.I thus evaluate the new type of deep knowledge structures required by this model as opposed to theoutput of the prototype system which relies on these structures to generate summaries. I also evaluatethe generation model proposed in this thesis as opposed to the particular implementation of this model inthe streak prototype. I carry out three separate evaluations. Each one measures a di�erent aspect ofrobustness: coverage and extensibility of the revision-based generation model and portability of the revisionrules.The fact that the evaluation concerns the knowledge structures needed to generate the texts of theoutput texts themselves is crucial, since, as noted above, a generator using canned text can produce textsthat perfectly mimic the corresponding texts generated by human writers for a small sample of input data.However, such a system will break down when presented with input data outside of that small sample. Incontrast, a generator which relies on abstract, compositional knowledge structures should be robust enoughto produce satisfactory texts from input data outside the initial set of data that was used to acquire thesestructures. The question is, how robust?The second key feature of this evaluation is that it concerns a general model and not a particular im-plementation. It is this feature that sets this evaluation apart from previous evaluation work and make its104



results of considerably wider relevance. As noted in section 6.4, [Kukich 1983] evaluates the coverage, of thesystem ana, a particular implementation of the one-pass macrocoded generation model that she proposes.While necessary for the development of a real-world system, the results of this type of evaluation primarilydepend on the amount of e�ort dedicated to hand-coding the particular knowledge structure needed by theimplementation (in the case of ana, a lexicon of stock market phrases). But since this e�ort would haveto be duplicated for each new domain, such results provide little insights on the general applicability of theunderlying generation methodology. Such insights are gained only by evaluations performed at the modellevel, independently of a particular implementation.I what follows, I evaluate streak's underlying model in a way that is:� Quantitative.� Based on corpus data.� Both absolute and comparative.� Semi-automatic.In the following sections, I describe an adaptation of the traditional training/test corpus scheme forquantitative evaluation to the corpus analysis for generation knowledge acquisition presented in Chapter 2.Considering the initial basketball report corpus on which this analysis was performed as \the training corpus",I analyze two other basketball report corpora and a stock market report corpus as \the test corpora". Sincethe initial corpus did not literally serve as input data for automatically \training" a system, but insteadas analysis data for manually acquiring the system's knowledge, it is more appropriate to refer to it as the\acquisition" corpus than as the \training" corpus.Using this approach, I present three distinct evaluation e�orts. The �rst de�nes a set of parametersassessing the limit in coverage of the whole target sublanguage of streak's application domain, that can beattained by analyzing a one year sample of the sublanguage. This �rst evaluation is comparative. Di�erentparameters are used for measuring the impact, on such coverage limit, of relying on the knowledge struc-tures respectively needed by a two-pass microcoded generator such as streak and a one-pass macrocodedgenerator such as ana or semtex.4.The second evaluation de�nes a set of similar parameters, but this time measuring the extensibility ofthe respective approaches. It is also comparative. The coverage parameters answer the question: with theknowledge structure acquired by analyzing a year sample of the sublanguage, how many sentences from adi�erent year sample can a system which relies on these knowledge structures generate? In contrast, theextensibility parameters answer the question: how many new knowledge structures would the generator needin order to also fully cover a di�erent year sample?The third evaluation does not directly concern the new generation model proposed in this thesis butinstead the new type of linguistic knowledge that is needed for implementing the model: revision rules toincorporate additional content in simple draft sentences. This last evaluation is absolute. It estimates theproportion - among the revision rules acquired for the initial sports application domain - that are usable inanother domain, �nance. This third evaluation measures the portability of those rules.Obtaining the evaluation parameters for all three evaluations required repeating - for each test corpora- most of the corpus analysis steps performed on the acquisition corpus. This task was partially automatedby approximating the source and target realization patterns of each revision rule by a regular expressionof words and parts-of-speech tags. All the test corpus sentences matching a given expression were thenautomatically retrieved a software tool called crep (cf. Appendix D and [Duford 1993]) speci�cally designedfor this purpose. Filtering out the incorrect matches resulting from imperfect approximations was then doneby manual post-edition.While I do not quantitatively evaluate streak's implementation directly, several factors in its designnonetheless contribute to the high accuracy of the text it generates:4The result of this evaluation thus do not directly apply to the one-pass yet microcodedgeneratorsbased on theMeaning-TextTheory. 105



� The fact that streak uses surge as a syntactic front end guarantees that it is syntactically accurate.surge comes with a large set of test inputs to be run after each change to the grammar. This input testset systematically probes each branch of the grammar and many combinations of features from di�erentbranches. The initial input set was incrementally created over seven years during the development ofthe generation systems comet [McKeown et al. 1990] [McKeown et al. 1993], cook [Smadja andMcKeown 1991] and advisor-II [Elhadad 1993b]. The extension of the input set which tests theextensions from from surge-1.0 to surge-2.0 are given in Section B.5 of Appendix B.� The fact that streak relies only on corpus-observed phrase planning rules, lexicalization rules andrevision rules insures that it is essentially semantically and lexically accurate. Each individual syn-tactic construct and vocabulary item that streak can use to express each domain concept has beenempirically observed in several corpus sentences for the expression of that very concept5.� The fact that streak monitors corpus-observed limits on the total number of facts (12) words (46)and syntactic embeddings (10) in a single sentence insures that it is fairly stylistically accurate.This enforcement of stylistic accuracy could be improved by observing in the corpus and monitoring inthe system �ner grained complexity limits within sentence subconstituents. In addition, more testing workwould be required in order to fully guarantee streak's semantic and lexical accuracy. This future work isdiscussed in Section 7.2.4.5.2 Quantitative evaluation of robustness5.2.1 Review of acquisition corpus resultsIn Chapter 2 I presented the analysis of one year of basketball summaries from the UPI newswires. The�ne-grained part of the analysis was focused on the lead sentences conveying information from only the fourmost common semantic classes:1. Final result and score of the game2. Streak extending (or interrupting) nature of the result3. End of the game statistics (for players or teams)4. Record breaking (or equalling) nature of these statisticsThese sentences were made of two top-level syntactic constituents: one grouping facts of classes (1) and(2) - called the game-result cluster - and another grouping facts of classes (3) and (4) - called the statisticscluster.The �ne-grained analysis consisted of identifying the knowledge structures needed for the developmentof a system generating such sentences. Among these structures,three types would be needed by any generator, regardless of its architecture:� Semantic classes of content units (e.g., winning streak extension).� Combinations of such classes with tokens co-occurring in a corpus cluster (e.g., <game result , winningstreak extension>).� Realization patterns for these combinations (cf. Fig. D.2 p. 345 in Appendix D for an example patternfor the <game result , winning streak extension> combination).The fourth type, revision tools to produce complex realization patterns from basic ones (e.g., Adjunc-tization of Range into Instrument to add a winning streak to a game result), is speci�c to the draft andrevision generation architecture proposed in this thesis.5As explained in Section 7.2.4, the possibility however remains that in some untested cases, streakmay produce unfelicitouscompositions of those individually accurate constructs. 106



5.2.2 Evaluation goals and test corporaThe evaluation had four main goals:1. Estimate how much of the whole sublanguage in a given domain6 is captured by a one-year analysis(coverage).2. Estimate how many more knowledge structures need to be abstracted to keep up7 with the new textualdata available each year (extensibility).3. Estimate how much is gained in both coverage and extensibility by using revision tools instead ofrealization patterns as the knowledge structures on which to base the implementation.4. Estimate how fast iteratively larger newswire samples converge towards the whole sublanguage.The �rst test corpus used for these estimates consisted of lead sentences from the 91-92 season gamesummaries. These sentences satis�ed the same semantic restrictions as for the 90-91 season acquisitioncorpus (no historical facts other than records and streaks, no non-historical facts other than end of the gamestatistics) plus a new one: that they contain at least one historical fact. This further restriction was addedto reduce the test corpora to manageable size while preserving the most original topic of the thesis - theexpression of historical information - in the scope of the evaluation. The semantic �ltering of these sentenceswas done manually while compiling the reports from the news reader. Phrasal patterns and revision ruleswhich were observed in the acquisition corpus (i.e., the 90-91 season) only in sentences with no historicalfacts were excluded from the scope of this evaluation. This insured that the semantic additional restrictionabove did not bias the results.In order to test whether the sublanguage captured by analyzing successive reporting seasons quicklyconverges toward the whole domain sublanguage, I repeated the evaluation using similarly semanticallyrestricted lead sentences from a third season: 92-93. For this second round of evaluation, the acquiredcorpus consisted of sentences from the �rst two seasons and the test corpus of sentences from the thirdseason.5.2.3 Evaluation parametersIn this section, I de�ne the evaluation parameters estimating the coverage and extensibility of the knowledgestructures abstracted from the acquisition corpus. For most parameters a di�erent de�nition is neededfor, on the one hand, the traditional one-shot generation model (where sentences are produced all at oncefrom the whole conceptual representation of their content), and on the other hand, the new revision-basedgeneration model proposed in this thesis (where optional content is added incrementally to an initial simpledraft conveying only obligatory content).5.2.3.1 Coverage parametersI �rst distinguish between four types of coverage:� Conceptual coverage with respect to individual concepts only. It measures the proportion of test corpussentences not generable with the knowledge structures from the acquisition corpus due to the presenceof new8 concepts.� Clustering coverage with respect to concept combinations only. It measures the proportion of testcorpus sentences not generable with the knowledge structures from the acquisition corpus due to thepresence of a new combination of known concepts.6In the example at hand basketball.7By \keep up" here I mean providing full coverage of the observed data.8In the context of this evaluation \new" is opposed to \known" and means not already observed in the acquisition corpus.107



� Paraphrasing coverage with respect to realization patterns only. It measures the proportion of testcorpus sentences not generable with the knowledge structures from the acquisition corpus due to thepresence of a new linguistic forms for expressing known concept combinations.� Realization coverage with respect to all knowledge structures. It measures the total proportion of testcorpus sentences not generable with the knowledge structures from the acquisition corpus (whateverthe cause).Recall from Section 2.4 that an important �nding of the acquisition corpus analysis was that the statisticand result clusters were independent, i.e.,, neither the content nor the form of one inuences those of theother. This observation allows us to compute each coverage parameter separately for the statistic clusterand the result cluster and then derive the coverage for whole sentences as the product of the two.5.2.3.1.1 Conceptual coverage With respect to individual concepts, there are only two possible situa-tions for a test corpus sentence: (1) it conveys an instance of a new concept, or (2) it contains only instancesof known concepts. As shown in �g. 5.1, the test corpus T can thus be partitioned in two: Cu comprisingthe sentences in situation (1) and Ck comprising sentences in situation (2). Conceptual coverage Vc is thensimply de�ned as the size of Ck divided by the size of the test corpus.De�nition 1 Conceptual coverage Vc = cardCkcardT5.2.3.1.2 Clustering coverage With respect to concept clustering, the situation is a little more com-plex. This is due to the fact that a concept cluster can be new for two di�erent reasons: (1) because itincludes a new concept, or (2) because it groups concepts which, though individually known, had never beenseen clustered together before. Conceptual coverage already accounts for the �rst case. To keep clusteringcoverage independent from conceptual coverage, sentences conveying instances of new concepts must be ex-cluded from the computation of clustering coverage. As shown in �g. 5.1, the remaining part of the testcorpus, Ck, can then be partitioned in two: Gk comprising the sentences clustering concepts into knownconcept clusters and Gu comprising the sentences clustering known concepts in a novel way. For one-shotgeneration, clustering coverage V 1g can then be de�ned as the size of Gk divided by the size of Ck.De�nition 2 Clustering coverage for one-shot generationV 1g = cardGkcardCkThis simple de�nition is valid for one-shot generation because in that framework the choice of what con-cepts to combine in a given sentence is separate from the choice of linguistic form for a given combination.All sentences - whether simple or complex - are built using concept combination rules which are indepen-dent of linguistic form considerations. Computing clustering coverage therefore does not involve examiningrealization patterns capturing the alternative linguistic forms.This is not the case for revision-based generation where complex sentences are built in part using revisionrules which incorporate both concept combination and linguistic realization knowledge. During revision, newconcept combinations and new realization patterns are simultaneously created. What becomes relevant withrespect to a concept combination is thus no longer whether it is new or known, but rather whether is itderivable from a known basic combination via known revision rules.If a concept combination was seen in the acquisition corpus, then revision rules to derive it from a basiccombination have been abstracted. Therefore, all known concept combinations are derivable using knownbasic combinations and known revision rules. However, some unknown concept combination may happento be also derivable from known basic combinations via known revision rules. Consider for example thefollowing situation: 108
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� The test corpus contains a sentence SD where the concept combinationCD = < game-result, winning-streak, losing-streak > is realized by a pattern PD.� CD was not seen in the acquisition corpus.� But two sub-combinations of CD, CB = < game-result, winning-streak > and CC = < game-result,losing-streak > were seen in the acquisition corpus, respectively realized by patterns PB and PC.In such situations, with one-shot generation, no concept combination rule for CD would have beenabstracted from the acquisition corpus and SD would thus not be covered. With revision-based generation,the following knowledge structures would have been abstracted from the acquisition corpus:� A basic realization pattern PA for the singleton < game-result >� A revision rule RB to derive PB from PA� A revision rule RC to derive PC from PAIf applying either RC on PB or RB on PC yields PD, then SD can be generated and CD is thus derivable.Otherwise, SD cannot be generated and CD is thus not derivable.As shown in �g. 5.1, Gu therefore needs to be subpartitioned into:� the set Gku of test corpus sentences clustering concepts in a novel way but using a realization patternderivable from a known basic pattern via known revision rules,� the set Guu of test corpus sentences clustering concepts in a novel way and furthermore using a realizationpattern not derivable from a known basic pattern via known revision rules.Because one-shot generation and revision-based generation use distinct knowledge structures to clusterconcepts, a distinct de�nition of clustering coverage is needed for each. While clustering coverage for one-shotgeneration was de�ned (cf. de�nition 2 above) as the proportion of test corpus sentences conveying knowncombinations of known concepts, for revision-based it needs to be de�ned as the proportion of test corpussentences conveying concept combinations derivable from a known basic combination via known revisionrules (among those not conveying any new concepts).De�nition 3 Clustering coverage for revision-based generationV rg = cardGk + cardGkucardCk5.2.3.1.3 Paraphrasing coverage Conceptual coverage measures the ability to cope with the appear-ance of new concepts, while clustering coverage measures the ability to cope with the appearance of newways to combine known concepts. Paraphrasing coverage has yet another task: measuring the ability to copewith the appearance of novel ways to linguistically express known combinations of known concepts. This isthe case for example if the only expression observed in acquisition corpus for the concept combination CB= < scoring(player,N,point) , reserve(player) > was of the realization pattern \PLAYER came o�the bench to score N points" and then the alternative realization pattern \PLAYER scored N points o� thebench" is seen in the test corpus. Test corpus sentences conveying new concept combinations must thereforebe left out of the computation of paraphrasing coverage.As shown in �g. 5.2, the remaining part of the test corpus, Gk, can then be partitioned in two: Pk com-prising the sentences realizing known concept combinations using known linguistic forms and Pu comprisingthe sentences realizing known concept combinations in a novel way. Paraphrasing coverage for one-shotgeneration V 1p , can then be de�ned as the size of Pk divided by the size of Gk.De�nition 4 Paraphrasing coverage for one-shot generationV 1p = cardPkcardGk110
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If a realization pattern is known, then, a revision-rule to derive this pattern from a known basic oneis also necessarily known. However, an unknown realization patterns may or may not be derivable from aknown basic pattern via known revision rules. As shown in �g. 5.2, Pu therefore needs to be subpartitionedinto P ku comprising sentences with derivable patterns and P uu those with underivable patterns. Paraphrasingcoverage for revision-based generation V rp , can then be de�ned as the size of PkSP ku divided by the size ofGk.De�nition 5 Paraphrasing coverage for revision-based generationV rp = cardPk + cardP kucardGk5.2.3.1.4 Realization coverage Conceptual, clustering and paraphrasing coverages were deliberatelyde�ned independently of each other to evaluate di�erent tasks in the generation process, and identify whichtask is the bottleneck of the whole process. It is also necessary however, to evaluate the generation processas whole. For this purpose, I de�ne realization coverage simply as the proportion of test corpus sentencesgenerable using the knowledge structures abstracted in the acquisition corpus.In one-shot generation, a sentence is generable i� it conveys a known combination of known conceptsusing a known realization pattern. Realization coverage for one-shot generation V 1r can therefore be simplyde�ned as the size of Pk divided by the size of the test corpus.De�nition 6 Realization coverage for one-shot generationV 1r = cardPkcardTIn revision-based generation, a sentence is generable i� it falls in either one of the following three cate-gories:� It conveys a known combination of known concepts using a known realization pattern (i.e., it belongsto Pk)� It conveys a known combination of known concepts using a realization pattern that is new yet derivablefrom a known basic realization pattern using known revision rules (i.e., it belongs to P ku )� It conveys a combination of known concepts that is new yet derivable from a known basic combinationvia known revision rules (i.e., it belongs to Gku)Realization coverage for revision-based generation V rr can therefore be de�ned as the size of PkSP ku SGkudivided by the size of the test corpus.De�nition 7 Realization coverage for revision-based generationV rr = cardPk + cardP ku + cardGkucardT5.2.3.2 Extensibility coverageCoverage parameters measure the proportion of the test corpus sentences accounted for by the knowledgestructures abstracted from the acquisition corpus. In contrast, extensibility parameters measure the propor-tion of new knowledge structures needed to cover the whole test corpus. In other words, coverage estimateshow good a job one could do without additional work, whereas extensibility estimates how much more workis needed to do a perfect job.Having distinguished four types of coverage, I likewise distinguish four type of extensibility:112



� conceptual extensibility with respect to concepts only.� clustering extensibility with respect to concept combinations only.� paraphrasing extensibility with respect to realization patterns only.� realization extensibility with respect to all knowledge structures.Collectively, these extensibility parameters di�er from the coverage parameters in that they measureproportions of types instead of proportions of tokens. An uneven distribution of tokens of di�erent typescan lead to very di�erent values for the corresponding coverage and extensibility parameters. Suppose forexample that 10 concepts were observed in the acquisition corpus and 10 concepts were observed in the testcorpus with 5 elements common to both sets. Then, conceptual extensibility is only 50%. However if the 5common elements are also the most common, it is possible that, for example, they are the only concepts in900 out of the 1000 sentences making up the test corpus. Then conceptual coverage is 90%.Individually each extensibility parameter is de�ned to mirror the corresponding coverage parameter atthe type level. The relation between coverage parameters pictorially represented by �g. 5.1 and 5.2, thereforehold as well for extensibility parameters. In particular:� Clustering extensibility is de�ned independently of conceptual extensibility.� Paraphrasing extensibility is de�ned independently of both clustering and conceptual extensibility.� Clustering, paraphrasing and realization extensibility are de�ned di�erently for one-shot generationand revision-based generation.Also likewise coverage parameters, extensibility parameters are de�ned as the ratio between the cardi-nal of two sets. Each extensibility parameter di�ers from its coverage parameter counterpart is that thesets concerned are sets of linguistic structures instead of sets of corpus sentences. The seven extensibilityparameters are therefore de�ned as follows.De�nition 8 Conceptual extensibility Xc = NcTcwhere:Nc = Number of new concepts observed in the test corpusTc = Total number of concepts observed in the test corpusDe�nition 9 Clustering extensibility for one-shot generationX1g = NgTgwhere:Ng = Number of new combinations of known concepts observed in the test corpusTg = Total number of combinations of known concepts observed in the test corpusDe�nition 10 Paraphrasing extensibility for one-shot generationX1p = NpTpwhere:Np = Number of new realization patterns for known concept combinations observed in the test corpusTp = Total number of realization patterns for known concept combinations observed in the test corpus113



De�nition 11 Realization extensibility for one-shot generationX1r = Nc +Ng + NpTc + Tg + TpDe�nition 12 Clustering extensibility for revision-based generationXrg = N grB + T prwhere:N gr = Number of new revision rules needed to derive from the basic concept combinations, the new combina-tions of known concepts observed in the test corpusand:B = Number of basic concept combinationsT gr = Total number of revision rules needed to derive from the basic concept combinations, all the combina-tions of known concepts observed in the test corpusDe�nition 13 Paraphrasing extensibility for revision-based generationXrp = Npb +NprT pb + T prwhere:Npb = Number of new basic realization patternsNpr = Number of new revision rulestogether needed to derive the new realization patterns for known concept combinations observed in the testcorpusand:T pb = Total number of basic realization patternsT pr = Total number of revision rulestogether needed to derive all the realization patterns for known concept combinations observed in the testcorpusDe�nition 14 Realization extensibility for revision-based generationXrr = Nc + Nb + NrTc + Tb + Trwhere:Nb = Number of new basic realization patternsNr = Number of new revision rulestogether needed to derive the new realization patterns observed in the test corpusand:Tb = Total number of basic realization patternsTr = Total number of revision rulestogether needed to derive all the realization patterns observed in the test corpus114



5.2.4 Partially automating the evaluationObtaining the evaluation parameters de�ned in the previous section required repeating - for both test corpora- most of the corpus analysis steps performed on the acquisition corpus, namely:1. List the domain concept combinations observed in the corpus clusters.2. List the observed realization patterns of each such combination.3. Identify the revision tool to produce each such pattern from another simpler pattern.For the initial acquisition corpus analysis, each step was performed entirely by hand. To avoid repeatingthis long and tedious process twice over in its entirety, I looked for substeps with potential for automation.During each evaluation round, each step was decomposed into two parts:� (a) Recognize the test corpus sentences corresponding to usage of a structure (i.e.,, respectively acontent combination, a realization pattern or a revision tool) already abstracted from the acquisitioncorpus� (b) De�ne and classify new structures for the remaining test corpus sentences.The �rst part is a veri�cation task while the second part is a discovery task. The only good candidatesfor automation are veri�cation tasks: for veri�cation purposes semantic information can be approximatedby known lexico-syntactic patterns. In contrast, discovery tasks that involve semantic analysis can hardlybe automated: before observing the �rst lexico-syntactic realization of a semantic message there is no wayto encode the various linguistic expressions of that message as a mark of its usage. In our present context,this means that only substep (2a) could be automated.To address this need, I initiated and supervised the development of crep [Duford 1993] a system thatretrieves in a corpus all the sentences containing a lexico-syntactic pattern speci�ed as a regular expressionof words and/or part-of-speech tags. crep was implemented by Duford. A brief, self-contained presentationof this software tool is given in Appendix D. This appendix also contains detailed, implementation-levelexamples of its usage to partially automate and speed-up the corpora analyses that underlied both thedevelopment of streak and the evaluation of the draft and revision generation model on which it is based.In what immediately follows, I explain, at a more intuitive level, the role of crep for partially automatingsubstep (2a) above for both evaluation rounds.crep was �rst used to compute the proportion of clusters in the �rst test corpus corresponding to usageof realization patterns abstracted from the acquisition corpus. Each realization pattern was encoded as acrep expression. Recall from Section 2.4.2, that realization patterns abstract away from domain references,speci�c lexical items and low-level syntactic variations to capture the mapping from a concept combinationonto a particular syntactic structure. They specify the syntactic category used to express each concept andthe structural dependencies between these categories. The process of encoding a realization pattern as acrep expression is presented in Section D.3 of Appendix D.The resulting crep expressions were incrementally re�ned and tested �rst on the acquisition corpus.It is only after these expressions yielded exactly the same results as those of the manual analysis on theacquisition corpus, that they were run on the �rst test corpus9. For such a systematic run, the crep packageincludes a special shell taking as input a �le where each expression E corresponding to a given realizationpattern, is paired with a �le name F . For each < E;F > pair, this shell redirects the test corpus sentencesmatching E into F . It also redirects the sentences matching none of the expressions into a no-match �le.Manual analysis of the no-match �le is then required to get the values of the evaluation parameters.Two systematic crep searches were independently performed on the �rst test corpus. One with expres-sions for statistic cluster realization patterns and the other with expressions for result cluster realizationpatterns. After these searches, the presence of a cluster in one of the two resulting no-match �les has threepossible causes:9Some result discrepancies between the manual analysis and the crep expression runs on the acquisition corpus uncoverederrors in the former. 115



1. The cluster follows a new realization pattern for a concept combination already seen in the acquisitioncorpus, i.e., it is a member of Pu.2. The cluster combines concepts individually seen but never clustered together in the acquisition corpus,i.e., it is a member of Gu.3. The cluster contains a new concept not seen in the acquisition corpus, i.e., it is a member of Cu.The �rst step in analyzing each no-match �le thus consisted in partitioning it into these three sub�lesPu, Gu and Cu. From the number of elements in each of these �les and in the union Pk of all no-match �les,the �rst round values of the coverage parameters for one-shot generation were then derived using de�nitions1, 2, 4 and 610.During the process of partitioning each no-match �le into the corresponding Pu, Gu and Cu �les, theclassi�cations of concepts, concept combinations and realization patterns were extended to the new itemsencountered in each of these three �les. From the number of new elements in each of these three classi�ca-tions the �rst round values of the extendibility parameters for one-shot generation were then derived usingde�nitions 8 to 11.The extension of these three classi�cations was also a pre-requisite to the second round of evaluationwhere the acquisition corpus became the union of original acquisition corpus and of the �rst round testcorpus. For this second round, a new crep expression - with accompanying extensions in the de�nition �le- was written for each new realization pattern identi�ed during the �rst round. These expressions were �rsttested on the new acquisition corpus consisting of the original acquisition corpus plus the �rst test corpus.Batch crep runs using both the �rst year expressions and the new expressions were then performed on thesecond year corpus. Finally, the no-match �les produced by these second round runs were in turn analyzed.This analysis yielded the second round values of both coverage and extensibility parameters for one-shotgeneration.Computing the evaluation parameters for revision-based generation, required further analysis of the no-match �les, in particular to sub-partition the no-match sub�le Gu into Guu and Gku and the no-match sub�lePu into P uu and P ku . This partitioning, which needed to be repeated for each evaluation round and eachcluster type, involved identifying the surface decrement of each new realization pattern abstracted from thetwo test corpora. Recall from Section 2.5 that the surface decrement of a realization pattern Pt is anotherrealization pattern Pd that is syntactically closest to Pt among all the patterns conveying exactly one lesscontent unit than Pt. The surface decrement of a new pattern identi�ed during either evaluation round wassearched for among the �nal set of realization patterns obtained at the end of the second round. Each newsurface decrement pair was then checked against the revision tool abstracted from the acquisition corpus.For this veri�cation, there were four possible outcomes:1. The new realization pattern resulted from the new application of a revision tool abstracted from theacquisition corpus on a base pattern also abstracted from the acquisition corpus2. The new realization pattern resulted from the application on new base pattern of a revision toolabstracted from the acquisition corpus.3. The new realization pattern resulted from the application of a new revision tool on a base patternabstracted from the acquisition corpus.4. The new realization pattern resulted from the application of a new revision tool on a new base pattern.The �rst outcome means that the sentences using this pattern are in Gku if they convey a new combinationof concepts and in P ku otherwise. The last three outcomes mean that the sentence using this pattern are inGuu if they convey a new combination of concepts and in P uu otherwise. From the number of elements in eachof these four no-match sub�les, both rounds of coverage parameters for revision-based generation were thenderived using de�nitions 5 and 7.During this further analysis of the crep run no-match �les, the classi�cation of both the base patternsand the revision rules were extended to the new items encountered. From the number of new elements in10See Section 5.2.3 for the de�nition of each evaluation parameter.116



Conceptual Clusteringone-shot w/ revision gainstatistic clusters round 1 95.8% (48) 78.3% (46) 97.8% (46) +19.5%result clusters round 1 97.6% (85) 96.4% (83) 97.6% (83) +1.2%whole sentences round 1 93.5% 75.5% 95.5% +20%statistic clusters round 2 97.5% (40) 69.2% (39) 97.4% (39) +28.2%result clusters round 2 100% (203) 98.5% (203) 100% (203) +1.5%whole sentences round 2 97.5% 68.2% 97.4% +29.2%statistic clusters average 96.6% 73.7% 97.6% +23.8%result clusters average 98.8% 97.4% 98.8% +1.4%whole sentences average 95.5% 71.8% 96.4% +24.6%statistic clusters � +1.7% -9.1% -0.4%result clusters � +2.4% +2.1% +2.4%whole sentences � +4% -7.3% +1.9%Table 5.1: Conceptual and clustering coverageParaphrasing Realizationone-shot w/ revision gain one-shot w/ revision gainstatistic clusters round 1 88.9% (36) 97.2% (36) +8.3% 66.7% (48) 91.7% (48) +25.0%result clusters round 1 68.7% (80) 90% (80) +21.3% 64.7% (85) 85.9% (85) +21.1%whole sentences round 1 61.1% 87.5% +26.4% 43.2% 78.8% +35.6%statistic clusters round 2 92.6% (27) 96.3% (27) +3.7% 62.5% (40) 92.5% (40) +30.0%result clusters round 2 54.0% (200) 86.0% (200) +32.0% 53.2% (203) 86.2% (203) +33.0%whole sentences round 2 50.0% 82.8% +32.8% 33.2% 79.7% +46.5%statistic clusters average 90.7% 96.7% +6% 64.6% 92.1% +27.5%result clusters average 59.3% 88.0% +28.7% 58.9% 86.0% +27.1%whole sentences average 55.5% 85.1% +29.6% 38.2% 79.2% +41.0%statistic clusters � +3.7% -0.9% -4.2% +0.8%result clusters � -14.7% -11.2% -11.5% +0.3%whole sentences � -11.1% -4.7% -10% +0.9%Table 5.2: Paraphrasing and realization coverageboth these classi�cations, both rounds of extensibility parameters for revision-based generation were thenderived using de�nitions 12 to 14.5.2.5 ResultsThe evaluation results for conceptual and clustering coverage are given in table 5.1 and those for paraphrasingand realization coverage are given in table 5.2. The values for statistic and result clusters for each evaluationround where computed directly from the cardinals of the sets Cu, Gku, Guu, P ku , P uu and Pk that partition thetest corpus as explained in Section 5.2.3. Next to the value in percent, the absolute number correspondingto 100% is also given. Following the empirically veri�ed independence between clusters (cf. Section 2.4), thevalue for whole sentences for a given round is de�ned as the product of the values for each cluster for thatround. For each parameter, the average over both rounds and the di�erence (called �) between them arealso given. For clustering, paraphrasing and realization coverage, the column gain indicates the di�erencebetween the parameter values for one-shot generation and those for revision-based generation.The evaluation results for conceptual and clustering extensibility are given in table 5.3 and those forparaphrasing and realization extensibility are given in table 5.4. The values for both statistic and result117



clusters and each evaluation round were computed directly from the numbers Nc, Tc, Ng, Tg , Np, Tp, B, T gb ,N gr , T gr , Npb , T pb , Npr , T pr , Nb, Tb, Nr , and Tr de�ned in Section 5.2.3.The values for whole sentences for a given round is de�ned as the average of the respective percentagesfor each cluster. Because those percentages were obtained from samples of di�erence sizes, this average isweighted by the those sample sizes. In other words:W = SpSa +RpRaSa +Rawith:� W = whole sentence percentage� Sp = statistic cluster percentage� Rp = result cluster percentage� Sa = number of statistic clusters� Ra = number of result clustersUnlike for the coverage tables, the gain column values of the clustering, paraphrasing and realizationparameters in the extensibility tables were not computed straightforwardly as the di�erence between thecorresponding percentages in the one-shot and with-revision columns. These percentages indicate the pro-portion of additional knowledge structures needed to fully cover the test corpus with each approach. Sinceeach approach uses di�erent knowledge structures, these proportions have unrelated denominators and sub-tracting one from the other would not yield a very informative quantity. Instead, the extensibility gain G ofrevision-based generation over one-shot generation is computed using the following formula:G = K1 �KrK1with:� K1 = number of additional knowledge structures needed to fully cover the test corpus with a one-shotapproach� Kr = number of additional knowledge structures needed to fully cover the test corpus with a revision-based approachIn terms of the numbers used in the other extensibility de�nitions (cf. Section 5.2.3), K1 instantiates as:� Ng for clustering extensibility� Np for paraphrasing extensibility� Nc + Ng +Np for realization extensibilitySimilarly,Kr instantiates as:� B +N gr for clustering extensibility� Npb + Npr for paraphrasing extensibility� Nc + Nb + Nr for realization extensibilityIn all four result tables, the most interesting values are boldfaced. The �rst important result is the 38.2%value for the two-round average of the realization coverage parameter for whole sentences and one-shotgeneration. This result means that the concepts, the half-sentence concept combinations and the half-sentence realization patterns abstracted from the lead sentences over a given year, only account for a little118



Conceptual Clusteringone-shot w/ revision gainstatistic clusters round 1 20.0% (10) 41.2% (17) 33.3% (3) -85.7%result clusters round 1 9.0% (11) 30.0% (10) 20.0% (5) -66.7%whole sentences round 1 14.2% (21) 37.1% (27) 25% (8) -80%statistic clusters round 2 10% (10) 61.1% (18) 16.7% (6) -90.1%result clusters round 2 0.0% (11) 27.3% (11) 0.0% (5) -100%whole sentences round 2 4.8% (21) 48.3% (27) 9.1% (11) -92.9%statistic clusters average 15.5% 51.1% 25.0% -87.9%result clusters average 4.5% 28.6% 10.0% -83.3%whole sentences average 9.5% 42.7% 17.0% -86.4%statistic clusters � -10% +19.9% -16.6%result clusters � -9.0% -2.7% -20.0%whole sentences � -9.4% +11.2% -16%Table 5.3: Conceptual and clustering extensibilityParaphrasing Realizationone-shot w/ revision gain one-shot w/ revision gainstatistic clusters round 1 23.1% (13) 25% (4) -66.7% 30.0% (40) 26.7% (15) -80.0%result clusters round 1 65.6% (32) 47.6% (21) -52.4% 47.2% (53) 37.1% (35) -50.0%whole sentences round 1 53.3% (45) 44.0% (25) -54.2% 39.8% (93) 34.0% (50) -58.8%statistic clusters round 2 30% (10) 33.3% (3) -66.7% 39.5% (38) 33.3% (18) -85.7%result clusters round 2 72.3% (83) 40.0% (35) -76.7% 60.0% (105) 30.4% (46) -77.8%whole sentences round 2 67.7% (93) 39.5% (38) -76.2% 54.5% (143) 31.2% (64) -79.2%statistic clusters average 26.5% 29.1% -66.7% 34.7% 30.0% -82.85%result clusters average 68.9% 43.8% -64.5% 53.6% 33.7% -63.9%whole sentences average 60.5% 41.7% -65.2% 47.15% 32.6% -69.0%statistic clusters � +6.9% +8.3% +9.5% +6.6%result clusters � +6.7% -14.3% +12.8% -6.7%whole sentences � +14.4% -4.5% +14.7% -2.8%Table 5.4: Paraphrasing and realization extensibilitymore than a third of the content and linguistic forms of the same sentences the following year. The secondimportant results is the -10% delta value for this same parameter (from 43.2% for the �rst round down to33.2% for the second). It means that the sublanguage sample captured by these three knowledge structuresover is year or two is nowhere near converging towards the whole domain sublanguage.What causes this rather low overall coverage? The 95.5% average for conceptual coverage (with a positivedelta of +4% from 93.5% after a year up to 97.5% after two) shows that it is not the appearance of newconcepts. The domain ontology seems to have been pretty much captured by a single year of analysis. The71.8% and 55.5% averages for clustering and paraphrasing coverage - both with negative deltas - indicatethat one bottleneck is the appearance of new combinations of known concepts and another is the appearanceof new linguistic forms to convey known combinations of known concepts. They are both about as signi�cantsince while paraphrasing coverage is lower than clustering coverage, the ability of a generator to express agroup of concept by various linguistic forms is less crucial than its ability to group concepts in a variety ofways, with at least one linguistic form available for each group.The revision-based approach, where new combinations and new realization patterns can be derived fromsimpler ones by applying known revision rules, suppresses both bottlenecks:119



� Clustering coverage jumps to 96.4% (a 24.6% improvement from the one-shot approach) and thusbecomes even higher than the 85.1% conceptual coverage.� Paraphrasing coverage jumps to 85.1% (a 29.6% improvement from the one-shot approach).With a realization coverage at 79.2% (a spectacular 41% improvement from the one-shot approach),its is almost 4/5 of the test corpus sentences whose content and linguistic form are captured by the basicconcept combinations, basic realization patterns and revision rules abstracted on the acquisition corpus.The initial intuition than the more compositional revision-based approach would improve robustness, is thusimpressively con�rmed by the results of the quantitative evaluation of coverage.The results of the quantitative evaluation of extensibility further con�rms the superior robustness of themore compositional approach. With one-shot generation, the average realization extensibility for whole sen-tences is 47.15%. This parameters measures the proportion of new knowledge structures needed to maintainfull-coverage. With revision-based generation it come down to only 32.6%. However, the improvements ofthe revision-based over the one-shot approach for extensibility, though signi�cant (from a little less than ahalf to a little less than a third), it is less impressive than for coverage. Even with the revision-based ap-proach almost a third of the knowledge acquisition task must be redone every new year in order to maintainfull-coverage of all concept combinations and linguistic forms. This may seem at �rst a quite a forbiddingprospect. Fortunately, such 100% coverage is not needed in most practical applications. Instead, coverageis traded-o� against the overhead of further knowledge acquisition. For example, thanks to discrepanciesamong the occurrence frequencies of the di�erent domain concepts and sublanguage linguistic forms, almost80% coverage can be attained by implementing only a hard-core of knowledge structures acquired over asingle year (with a revision-based approach).
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5.3 Quantitative evaluation of portabilityHaving evaluated the robustness of the corpus analysis results for the domain in which they were acquiredin the previous section, I now turn to the evaluation of their portability to a new domain. I �rst describethe test corpus used for this portability test and the speci�c linguistic structures that were tested. I thendescribe the various steps involved in this evaluation and �nally discuss the results.5.3.1 Starting pointThe corpus analysis presented in Section 2 resulted in a set of revision tools used in basketball summaries.The goal of this second evaluation e�ort is to estimate to what degree, these revision tools are also used inanother domain. Since these tools were then implemented in the reviser of the generator system streak,the results of this evaluation will also indirectly give an idea of streak's portability.As explained in Section 2.2, the basketball domain corpus from which the linguistic structures to evaluatewere abstracted, was restricted to report sentences that conveyed no other type of information than:� Final result and score of the game� Streak extending (or interrupting) nature of the result� End of the game statistics (for players or teams)� Record breaking (or equalling) nature of these statisticsThese types were chosen because they were the four most commonly conveyed in the basketball summaries.The portability prospect of linguistic structures like revision tools that have a semantic aspect could beestimated only in quantitative domains where similar types of information are also common. This is the caseof the stock market, meteorology, accounting, labor statistics, etc. As the test domain for this evaluation,I chose the stock market for two reasons: (1) large textual corpora of reports in this domain are availablefrom newswires and (2) it has been the object of several language generation projects [Kukich 1983] [Contant1986] [Smadja 1991].The test corpus consisted of reports on the American, Asian and European stock markets by UPI, AP andReuter compiled from the newsreader. Its size was about 445,000 words. The evaluation involved consideringeach revision tool abstracted from the basketball corpus, and looking for evidence of its usage in the stockmarket corpus, in order to compute the proportion of revision tools common to both domains.As explained in Section 2.2, some revision tools were used for adding both historical and non-historicaltypes of information, while others were used for only one of these two type and not the other. Sinceincorporation of historical background is another innovative aspect of this thesis, I focused the portabilityevaluation - like the robustness evaluation - on those tools that are used to add historical information, eitherspecialized or versatile (i.e., I excluded the tools specialized for adding of non-historical facts). However, inorder to keep the set of revision tools evaluated large enough, I considered as the acquisition corpus, all threeyears of analyzed basketball summaries: the �rst year from which the initial set of revisions were identi�edand the two following years that were used as test corpora for the robustness evaluation and during whichthe classi�cation of revision tools was extended to account for the new cases encountered.The �nal, total classi�cation resulted in a hierarchy of revisions that is given in appendix A. A revisionoperation is the application of a revision tool possibly accompanied by a side transformation. The upper-levels of the hierarchy classify revision tool applications. The bottom level subdivides applications of thesame tool with di�erent side transformations. Depending on whether this bottom distinction is consideredor not, the population evaluated for portability consisted of either 37 classes of revision tool applications or52 classes of revision operations. I estimated the portability at every level in this hierarchy.121



5.3.2 Methodology5.3.2.1 Identifying the source and target realization patterns of each revision toolRevision tools are abstract transformations operating on linguistic structures. Their usage therefore cannotbe directly observed in a corpus. Each tool embodies the structural changes necessary to transform a sourcerealization pattern for a given concept combination into a target realization pattern for the same conceptcombination enriched with one additional concept. Usage of a revision tool in a corpus must be indirectlydetected by looking for usage of these source and target realization patterns.The realization patterns whose robustness was evaluated in Section 5.2 were capturing the semantic andsyntactic structures of phrase clusters (i.e., roughly of half-sentences, cf. Section 2.4.1 for the exact de�nitionof phrase clusters). In the general case, a revision tool does not apply to the cluster as a whole. Ratherit applies locally to one of the cluster's subconstituents. As a result, the same revision tool may apply tomany di�erent source patterns and resulting in many di�erent target patterns. Consider, for example, thefour corpus clusters below:CS1 : \Patrick Ewing scored 41 points"CT1 : \Armon Gilliam scored a franchise record 39 points"CS2 : \Ricky Pierce scored 18 points and Eddie Johnson came o� the bench to add 16"CT2 : \Larry Bird scored 28 points and Brian Shaw came o� the bench to add a season-high 24"These four phrases are two examples of what I called surface decrement pairs in Section 2.5.1. Moreprecisely CS1 is a surface decrement of CT1 and CS2 is a surface decrement of CT2. Even though therealization pattern of the two source clusters CS1 and CS2 di�er both semantically and syntactically, thesame revision tool, Adjoin of Classifier is nonetheless applied to both to obtain the realization patternsof the two corresponding target clusters CT1 and CT2 . This is possible because the revision tool is appliedlocally to an NP subconstituent whose sub-realization patterns is shared by both CS1 and CS2 .Because each revision tool has potentially several source patterns and several target patterns associatedwith it, the �rst task of this revision tool portability evaluation consisted in compiling for each tool thecomplete list of its source and target patterns.5.3.2.2 Abstracting common denominator(s) of source and target patternsOnce realization patterns were properly indexed by revision tools, the next step consisted of comparing,for each tool, all its whole cluster source patterns to identify a common denominator. Such common de-nominators were also identi�ed for its whole cluster target patterns, with the additional requirement that itcontains the phrase added11 by the revision12. The signature of a revision tool can then be de�ned as thepair: < common source subpattern , common target subpattern >. The signature of nominal-rank adjoinclassifier (with example phrases) is shown in Fig. 5.3.11And displaced in the case of complex revisions.12To make sure that the common target pattern does not reduce to the common source pattern.
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1. to lead Chicago to a 95-84 triumph over the Indiana Pacers that extended the Bulls' win streakto four games.2. lifting the Indiana Pacers to a 117 107 victory over Miami that extended the Heat's losing streakto six games.3. powering the Boston Celtics to a 107-99 victory over Cleveland that snapped the Cavaliers' win-ning streak at 10 games.4. to pace Atlanta to a 116-107 triumph over the Boston Celtics that snapped the Hawks' slideat three games.5. leading the Utah Jazz to a 107 79 victory over Los Angeles that snapped the Lakers eight gamewinning streak.6. leading New York to a 92-77 victory over the Orlando Magic that snapped the Knicks ' three gamelosing streak.7. to lead the Cleveland Cavaliers to a 106 103 win over Detroit that gave the Pistons their thirdstraight defeat.Figure 5.4: Example of non-overlapping set of target clusters for a given toolFor some tools, there is no unique subpattern common to all its source (or target) whole cluster patterns.In such cases, the signature of the tool has to be de�ned as a pair of subpattern lists, with each element ina list covering one of the maximal disjoint classes of whole cluster realization patterns.This is the case, for example, of Adjoin of Relative Clause to Top NP. One example cluster fromthe acquisition corpus for each of its target realization pattern is given in Fig. 5.4. No subset of the semanticelements added by the revision (and highlighted in bold) is mapped exactly onto the same syntactic category13in all seven clusters shown in that �gure. For example, while in 1-4 the streak length (underlined) is conveyedby a locative PP, in 5-6 it is conveyed by a classi�er and in 7 by an ordinal determiner. Similarly the veryfact that the added phrase reports a streak, while conveyed by a noun (\streak" or \slide") in 1-6, is conveyedby the adjective (\straight") in 7. The common denominator to all the target patterns thus reduces to itssource pattern, which cannot constitute alone the signature of the tool. Therefore the target side in thistool signature need to be de�ned as a list of three sub-patterns, the �rst covering sentences 1-4, the secondsentences 5-6 and the third sentence 7.In the particular case above, the source side in the signature is a unique pattern. In general, however, boththe source and target sides may be lists. Not all pairs that can be formed from these two lists correspond tothe application of a revision tool. Therefore, instead of simply two lists of sub-patterns, the general de�nitionof a revision tool signature is a list of < source subpattern , target subpattern > pairs where the sourcesubpattern is a surface decrement14 of the target subpattern. Usage of the revision tool in the test corpuscan then be detected by looking for usage of both the source and the target subpattern from any pair in thislist.5.3.2.3 Approximating common sub-patterns as crep expressionsAs semantico-syntactic structures the source and target realization patterns of a revision tool are in fact,themselves not directly detectable in an automated way. Following a similar approach as for the robustnessevaluation, I approximated realization patterns by lexico-syntactic patterns encoded as crep expressions.This approximation allows partial automation of the search for realization patterns usage in the test corpus.The crep expressions for the whole cluster realization patterns observed in the two �rst years of basketball13Recall that a realization pattern captures the mapping between semantic elements and syntactic categories.14cf. Section 2.5.1 for the de�nition of surface decrement. 123



Signature = (< source-A1,target-A1 >, < source-A1,target-A2 >, < source-A1,target-A3 >);; 1st source pattern: team reference followed - at a distance of at least one word -;; by a determiner, a score, a synonym of ``win'', a synonym of ``over'' and another;; team referenceSOURCE_A1 TEAM 1- DET 0= SCORE 0= N_WIN 0= OVER 0= TEAM;; 1st target pattern matching: the 1st source pattern followed - at a distance of at;; least one word - by ``that'', a verb at the past tense expressing either an;; extension or interruption, a team reference, a genitive marker, a noun;; conveying a streak, a preposition and an expression of the streak's lengthTARGET_A1 SOURCE_A1 1- that@ 0= (VP_EXTEND|VP_END) 0= TEAM 0= APOST 0= N_STREAK 0= @IN 0= STREAK_LENGTH;; Variation where the streak length pre (instead of post) modifies the streak nounTARGET_A2 SOURCE_A1 1- that@ 0= (VP_EXTEND|VP_END) 0= TEAM 0= APOST 0= STREAK_LENGTH 0= N_STREAK;; Alternative form: a transfer of possession clauseTARGET_A3 SOURCE_A1 1- that@ 0= V_GAVE 0= TEAM 0= POSS 0= ORD 0= STRAIGHT 0= N_STREAKFigure 5.5: crep expressions approximating the signature of Adjoin of Relative Clause to Top NPreports were available from the robustness evaluation. Using these expressions as a starting point, threetasks remained in order to encode the signature of a each revision tool as a list of crep expression pairs:1. Write the missingcrep expressions, i.e., those for whole clusters realization patterns that were observedfor the �rst time in the third year of basketball reports.2. Now that each tool was associated with a complete list of source crep expressions and target crepexpressions for the basketball domain, �nd the common denominator(s) among these expression lists.3. Group the source and target common denominators into surface decrement pairs. The list of crepsubexpression pairs obtained constituted the approximate signature of the revision tool.Step 2 above - starting from the original crep expressions encoding whole cluster patterns and gettingthe crep sub-expressions approximating a revision tool signature for the same domain, was described ingeneral terms in the previous section. In terms of crep approximation it translates into two main processes:� Sub-expression suppression, eliminating part of the whole cluster pattern not involved in the revisionprocess.� Sub-expression generalization, factoring out semantic and syntactic details15 distinguishing betweenrealization patterns but irrelevant at the higher abstraction level of revision tools.The approximate signature of Adjoin of Relative Clause to Top NP is given in Fig. 5.5. The sub-expression de�nitions appearing in the source and target patterns of this signature are given in Fig. 5.616.These target subpattern match the example sentences of the previous section as follows: TARGET-A1matches sentences 1-4, TARGET-A2 matches sentences 5-6 and TARGET-A3 matches sentence 7. Theseexpressions factor out low-level semantic distinctions such as streak extension (sentences 1,2,7) vs. streakinterruption (sentences 3-6) or winning streak (sentences 1, 3, 5) vs. losing streak (sentences 2, 4, 6, 7). Thisfactoring was done via two sub-expression generalization:� Grouping WIN-STREAK with LOSE-STREAK, the sub-expressions for noun or noun compoundsrespectively expressing winning and losing streaks (shown in lines 3, 4, 5 and 8 at the top of inFig. 5.5).15By adding disjunctions in the sub-expression de�nition.16Each of these sub-expressions is glossed in comments above its de�nition to make it understandable without knowing crepsyntax. The reader interested in understanding the detailed crep encoding of each sub-expression should refer to section D.1where this syntax is explained. 124



;; Nominals conveying victoriesN_WIN (victory|win|blowout|(blow@ 0= out)|defeat|rout|drubbing|triumph|decision|romp|upset)@;; Nominals conveying streaksN_STREAK WIN_STREAK|LOSE_STREAKWIN_STREAK win(ning)?@ 0= (streak|spree|flurry|series)@LOSE_STREAK (slide@|(losing@ 0= streak@)|((losing@ 0=)? skid@)|drought@|slump@)STREAK_LENGTH (CARD_PREMOD 1- GAME);; Cardinal number in pre-modifying positionCARD_PREMOD @@@(two|three|four|five|six|seven|eight|nine|ten|eleven|[0-9]+)@@@@;; Synonyms for gameGAME (game|decision|outing|contest|session|day)@;; Ordinal numberORD @@@(first|second|third|fourth|fifth|sixth|seventh|eighth|ninth|tenth)@CD|(([4-9]|[1-9][0-9])th@)|(1st|2nd|3rd)@@@@STRAIGHT (straight|consecutive)@;; DeterminersDET ARTICLE|POSSARTICLE a(n)?@|the@POSS (my|your|her|his|its|our|their)@ (0= own@)?APOST @@@[ ]s@@@@|@@@'s@@@@|@@@'@@@@OVER (over|versus|against|of)@;; Past verbs conveying extensionsVP_EXTEND (extended|stretched|prolonged|rode)@VP_END (snapped|ended|broke|stopped|halted|interrupted)@V_GAVE gave@|brought@|handed@|sent@|dealt@Figure 5.6: De�nition �le for the sub-expressions of Fig. 5.5
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� Grouping of VP-END with VP-EXTEND, the sub-expressions for past verbs respectively expressingstreak extensions and interruptions (shown in lines 3, 4 at the top and the three lines at the bottomof Fig. 5.5).The acquisition domain signatures could not be used \as is" on the test domain. Further sub-expressionsuppressions and generalizations were needed, because the correspondence between the realization patternsin the acquisition and the test domain is an imperfect one. This imperfection is rooted in three di�erenttypes of discrepancies between the two domains: conceptual, lexical and rhetorical. The �rst occurs when thestructure of a concept in the test domain does not exactly match its corresponding concept in the acquisitiondomain. The second occurs when a concept structure shared by both domains is nonetheless lexicalizeddi�erently in each of them. The third occurs when some type of information, though conceptually present inboth domains, is absent from the reports of one domain, for no other apparent reasons than some domain-speci�c rhetorical convention. An example of each types of discrepancies is given in the next subsectionsdescribing the precise process of porting a crep expression.5.3.2.4 Identifying cross-domain correspondence of conceptual structuresThe �rst task for porting crep expressions to the test domain is to identify for each conceptual structure ofthe acquisition domain (basketball) a counterpart structures in the test domain (stock market) At this pointit is necessary to briey review the ontology of the basketball domain presented in Section 2.3. It contained�ve basic conceptual structures:� quality(player|team|game), e.g., \the hot-shooting Boston Celtics"� statistic(player|team,value1,unit), e.g., \Patrick Ewing scored 41 points"� game-result(winner,loser,score), e.g., \the New York Knicks routed the Philadelphia 76ers 10679"� record(statistic|streak,value,direction,duration), e.g., Armon Gilliam scored a franchiserecord 39 points"� streak(game-result|record,team,result-type,aspect,length), e.g., \the Boston Celtics won theirfourth straight game"The stock market domain includes a number of conceptual structures. Only some of them are possiblecandidates for stock market counterparts of the �ve basketball conceptual structures. They are:� quality(indicator|company), e.g., \the buoyant Hong Kong market"� variation(indicator,direction,value1,value2,unit), e.g., \The Gold Index lost 9.8 points to2,208.2"� day-result(advances,declines,score), e.g., \advances overpowered declines 814 to 184"� record(variation,value,direction,duration), e.g., \Volume climbed to a record 9.091 billionshare"� streak(variation|record,indicator,direction,aspect,length), e.g., \the Dow transportationaverage retreated for the second straight session"Let us examine each basketball conceptual structure in turn to see which stock market structures maycorrespond to them. quality is an example of perfect correspondence between acquisition and test concep-tual structures, as illustrated by the pair of examples phrases: \the hot-shooting Boston Celtics" and \thebuoyant Hong Kong Market". It is also the simplest but least common of all structures.For statistic, the only good counterpart candidate is variation. They both share an agentive role,player|team for statistic and indicator for variation, as well as a unit role. There are two rolemismatches: the roles direction17 and value2 of variation have no counterpart in statistic. Although17i.e., whether the index went up or down 126



there were cases of two-valued statistics in the basketball domain, namely shooting performances (e.g., \Reg-gie Miller made 13 of 14 shots"), they were very rare compared to the single-valued ones. In contrast, therewere no occurrences of single-valued variation in the stock market corpus though they are conceivable18.These two mismatches are examples of conceptual discrepancies that do not require adjusting revisiontool signatures. This is because most revisions applying to a clause realizing a statistic operate locally onthe NP realizing the value and unit roles of the statistic. For example, in Armon Gilliam scored a franchiserecord 39 points" the revision is local to the NP \39 points". Thus, when looking for similar revisions inthe stock market corpus, the fact that the source clause structure may di�er (e.g., \Armon Gilliam scored39 points" vs. \The Gold Index lost 9.8 points to 2,208.2") is immaterial.For game-result, the immediate candidate counterpart is day-result. They both sum-up all the eventsthat took place during the time-slice of the report (a game in the basketball domain, a day or half-day inthe stock market domain) and they share an antagonistic role structure, respectively winner vs. loser andadvances vs. declines. However, there were no day-result streaks in the test corpus, i.e., no sentence like:\Advances outnumbered declines for the third consecutive days."This absence can be explained as follows19:� The conceptual structures variation(market) and day-result are totally correlated (if the mar-ket goes up then there are more advances than declines and vice-versa); therefore, including streakinformation for both would be rather redundant.� The rhetorical convention in the stock market corpus reports is to always convey variation(market)up front and day-result further down in the report structure; as a result, if a streak is interestingenough to be reported, it is then attached to the former rather than to the latter.This absence of day-result streaks is an example of rhetorical discrepancy between the two domains.Since the present study focuses on game-result streaks rather than on isolated game-results, the consequenceof this rhetorical discrepancy is that a test domain conceptual structure other than day-result had to beconsidered as counterpart to game-result, one whose streaks are conveyed in the stock market corpus. Theonly candidate that satis�es this requirement is variation, e.g.,\the Amex Market Value Index inched up 0.16 to 481.94 for its sixth straight advance".However, there is a role mismatch between game-result and variation: variation is missing theantagonistic winner vs. loser role structure of game-result. Instead, whether the agent has won or lostis indicated by a direction role: i.e., while a basketball team wins or loses against a speci�c adversary,a �nancial indicator wins or lose points \on its own". So depending on the value of the direction role,the indicator role is the counterpart of either the winner role or the loser role. This is an exampleof cross-domain discrepancy requiring sub-expression suppression while porting the approximate signaturesof the revision tools. Consider again the revision rule Adjoin of Relative Clause to Top NP and the`SOURCE-A1' sub-expression used in its crep approximated signature (shown on line 2 from the top ofFig. 5.5). The absence of a loser role in the �nancial domain means that porting `SOURCE-A1' requiresdeleting its trailing part `OVER 0= TEAM' which matches the loser role in the sports domain.All the correspondences established so far were for �rst-order structures. The second-order structures,namely record and streak take as main argument one of these �rst-order structures. Their other argumentsare the same in both domains. They thus do not introduce further conceptual discrepancies.5.3.2.5 Acquiring the vocabulary speci�c to the test domainOnce a correspondence has been established between an acquisition domain concept to a test domain concept,the revision tool signatures involving these concepts need to be adjusted to account for di�erences in wording.18This absence in the stock market corpus of cases were either the day spread or the �nal value is reported without the othermotivated the view of clauses like \The Gold Index lost 9.8 points to 2,208.2" as realizing a two-valued concept as opposed twosingle-valued concepts sharing the same indicator, direction and unit.19Thanks to Jason Glazier and Karen Kukich for providing insights on stock market domain speci�cs.127



Since in both our domains, most referring expressions use proper names, they constituted the main stumblingblock to porting the tool signatures. Names simply do not port. The set of crep expressions was thereforesplit in three: a �rst subset for the basketball speci�c vocabulary, a second subset for the stock market speci�cvocabulary and a third subset for the shared vocabulary. De�nitions for referring expressions were part of thedomain speci�c subsets. While most verbs and common nouns were in the shared subset, elements of somesynonymous groups were found in the domain speci�c subsets. For example, to express the interruption of astreak, the verb \to rebound from" is widely used in the stock market domain. In contrast, in the basketballdomain \to break", \to snap", \to halt", \to end" and \to interrupt" are preferred. The vocabulary of thetest domain was acquired by running crep with acquisition domain expressions (written for the robustnessevaluation), where the domain references where replaced by wild-cards, \trapping" unknown words betweenknown ones. This technique is discussed both in Section D.1 of Appendix D and in Section 5.3.2 of the crepmanual [Duford 1993].Porting a crep expression from one domain to another did not just involve accounting for the conceptualand lexical discrepancies just presented. It also required attention to details like minor rhetorical discrep-ancies which can prevent crep expression from matching the desired corpus sentences. Examples of suchdiscrepancies include whether to leave quantity units implicit (e.g., \New York defeated Philadelphia 106-79"vs. \The Gold Index lost 9.8 points to 2,208.2") and punctuation (e.g, the use of \{" vs. \," for markingappositions). A full example of porting the signature of a revision tool from the acquisition domain to thetarget domain using crep is presented in-depth section D.4 of Appendix D.5.3.2.6 Manual post-editing of ported crep expression matchesBecause crep expressions approximate semantico-syntactic patterns with lexico-syntactic ones, the testcorpus sentences that matched the crep expressions of a revision tool ported signature need to be manuallypost-edited in order to �lter-out the cases where the approximation is not valid.To illustrate the need for post-editing, consider for example the common target subpattern for the revisiontool Adjunctization of Range into Instrument. This subpattern reduced to the syntactic mark of theinstrument role, namely the preposition \with" immediately followed by an inde�nite NP20. Since crep isa word and part-of-speech tag regular expression matcher and not a parser, it has no real ability to delimitNPs. The crep expression for the syntactic mark of the instrument role was thus taken to be simply:with@IN 0= a(n)?@But this expression, does not only match sentences with a genuine instrument PP, such as:\But futures out-paced the physical market with a gain in December contracts just after the close of26 points to 2014 , extending the premium to a healthy 15.5 points."Unfortunately, it also matches sentences where the presence of the bi-gram \with a" is purely acciden-tal, such as:\Traders said the auction results combined with a decline in futures and pressured the cash market lower."In this second sentence, the NP \a decline in futures" is not an instrument adjunct but an object argumentof the prepositional verb \to combine with". In this case, the lexico-syntactic pattern encoded by crepproduces an erroneous approximation of the desired semantico-syntactic pattern. The sentences that werewrongly retrieved with this pattern need to be �ltered out by manual post-editing. The fact that each match�le was analyzed for veri�cation kept this post-editing phase a manageable task, since there was only twosuch �les (one for the chosen source pattern and one for the chosen target pattern) to check for each tool.20Although in the general case, a de�nite NP can also �ll an instrument role, I used the fact that in the basketball corpus allNPs �lling the instrument role in the target sentences of Adjunctization of Range into Instrumentwere de�nite, to simplifythe search for corresponding instrument roles in the stock market corpus.128



5.3.2.7 Summary of portability evaluation methodologyThe methodology I have described in the previous sections to evaluate portability of revision tools to a newdomain can be summarized as follows:1. De�ne the acquisition domain signature of the revision tool(a) Index the whole cluster realization patterns of the acquisition domain by the revision tools forwhich they are either source or target pattern.(b) Decompose the set of whole cluster source patterns for the revision tool into maximal subsetssharing a common subpattern.(c) Repeat (b) for the set of whole cluster target patterns.(d) Form a list of surface decrement pairs from the list of common source sub-patterns and the listof common target sub-patterns2. Considering the surface decrement pairs of the revision tool signature in order, repeat the followingsteps:(a) Find a test domain counterpart to each acquisition domain conceptual structure at play in thetarget subpattern of the pair under consideration.(b) Check whether a crep expression was written during the robustness evaluation for this acquisitiontarget subpattern under consideration. If not write one.(c) In this expression, replace the crep sub-expressions covering acquisition domain proper namesby new ones for the corresponding test domain names.(d) Run the altered crep expression on the test corpus. If it matches a test corpus sentence go tostep (f). Otherwise proceed to step (e).(e) Incrementally suppress, replace and generalize other crep sub-expressions in the expression -to account for conceptual, lexical or rhetorical discrepancies between the acquisition and testdomains - until it matches some test corpus sentence(s).(f) Post-edit the �le containing these matched sentences. If it contains only erroneous approximationsof the sought target subpattern go to back to step (e). Otherwise proceed to step (g).(g) Repeat step (a) to (f) with the source subpattern of the pair under consideration. If a valid matchcan also be found for this source pattern, stop: the revision tool is portable. Otherwise resumethe entire cycle with the next surface decrement pair in the revision tool signature. If there is nonext pair left, stop: the revision tool is considered non-portable.Substeps 2e and 2f in the above algorithm constitute a generate-and-test approach to approximatingrealization patterns by crep expression. Typically, changing or suppressing one crep sub-expression resultsin going from too speci�c an expression with no valid match to either (a) still too speci�c an expression withno valid match or (b) too general an expression with too many matches to be manually post-edited. Therange of expression speci�city can only be explored using a trial-and-error process guided by the previousrun results. This trial and error process is in fact open-ended: it is always possible to write more complexexpressions, manually edit larger match �les or even consider larger corpora in the hope of �nding a match.So one is left with having to decide, somewhat arbitrarily, that at a given point, the likelihood of �nding amatch is too small to justify the cost of further attempts. This is why the last line in the algorithm reads\considered non-portable" as opposed to simply \non-portable". The algorithm guarantees the validityof positive results only. In that sense, the �gures presented in the next section constitute a lower-boundestimate of the revision tool portability.5.3.3 ResultsIn presenting the results of this portability evaluation, I �rst distinguish between di�erent degrees of porta-bility and give the degree of each revision operation. I then examine how portability is inuenced by twofactors: the position of the operation in the hierarchy of revisions and the frequency of its usage in theacquisition domain. 129



5.3.3.1 Degrees of portabilityPortability of a revision operation is established when two phrases forming a surface decrement pair (i.e., apair < source phrase, target phrase >) for that operation are found in the test corpus. For example, the twotest corpus phrases below:St1: \the Hong Kong market"T t1 : \the buoyant Honk Kong market"which di�er only by the describer \buoyant", form a surface decrement pair establishing the portabilityof the revision operation Adjoin of Describer. This revision operation, allowing the opportunistic addi-tion of qualitative information to a referring NP, was originally identi�ed by the presence of similar surfacedecrements in the acquisition corpus, such as:Sa1 : \the Boston Celtics"T a1 : \the hot-shooting Boston Celtics"I distinguish three degrees of portability in terms of semantic similarity between:� The concept Ct that is added from the test source phrase to the test target phrase (in the exampleabove, the current quality of the referred market).� The corresponding concept(s) Ca that is added from the acquisition source phrase(s) to the acquisitiontarget phrase(s) (in the example above, the quality of the team referred to).As explained in Section 5.3.2.4, to port each revision operation signature, a correspondence is establishedfrom the concepts of the acquisition domain to those of the test domain. Also this portability study wasrestricted to historical acquisition domain concepts such as records or streaks. I thus distinguish between:� Same concept portability: cases where the concept Ct added in the test corpus surface decrement is theexact counterpart of the concept Ca added in the acquisition corpus surface decrement. This is thestrongest type of portability.� Di�erent historical concept portability: cases where the concept Ct added in the test corpus surfacedecrement, while not the exact conceptual counterpart of the concept Ca added in the acquisitioncorpus surface decrement, is nonetheless a historical concept.� Di�erent non-historical concept portability: cases where the concept Ct added in the test corpus surfacedecrement is not an historical concept. This type of portability spawning the historical/non-historicaldivide is the weakest.The two surface decrement pairs above, < St1; T t1 > and < Sa1 ; Sa1 >, show that Adjoin of Describeris a case of same concept portability. The \current quality of market" fact added by the revision in the testdomain is the exact conceptual counterpart of \the current quality of team" fact added by the revision inthe acquisition domain.The two surface decrement pairs below, show that the revision operation Embedded NP AppositiveConjoin is a case of portability for di�erent historical concepts:St2: \the market is overcoming the weakness in IBM."T t2 : \weakness in IBM , a market leader and key Dow Component , following the announcement ofanother round of cost-cutting moves will likely weigh on the market."Sa2 : \to lead the New York Knicks to a 97 79 victory over the Charlotte Hornets'"T a2 : \to power the Golden State Warriors to a 135 119 triumph over the Los Angeles Clippers , losers ofnine straight games."The transformation from both St2 to T t2 and Sa2 to T a2 is the attachment of a new fact (boldfaced) asan apposition to an NP embedded in a PP. However, whereas in the acquisition domain surface decrement130



< Sa2 ; T a2 >, this apposition is used to attach a streak information about the embedded NP referent, in thetest domain surface decrement < St2; T t2 >, it is used to attach another kind of historical fact, namely thepast status of the referent.The two surface decrement pairs below, show that the revision operation Adjoin Finite Time Clauseto Clause is a case of portability spawning the historical / non-historical divide:St3: \Trading volume was a busy 198 million shares."T t3 : \Volume amounted to a solid 349 million shares as advances out-paced declines 299 to 218."Sa3 : \to lead the New York Knicks to a 97 79 victory over the Charlotte Hornets."T a3 : \to lead Utah to a 119-89 trouncing of Denver as the Jazz defeated the Nuggets for the 12thstraight time at home."The transformation from both St3 to T t3 and Sa3 to T a3 is the attachment of a new fact (boldfaced) as atemporal clausal adjunct to the original main clause. However, whereas in the acquisition domain surfacedecrement < Sa3 ; T a3 >, this temporal adjunct conveys historical information about the statistic conveyed bythe main clause, in the test domain surface decrement < St2; T t2 >, conveys another statistic.Tables 5.5 and 5.6 gives the degree of portability for each of the 53 evaluated revision operations.The �rst two columns contain the code and name of the revision, the third the number of occurrences inthe acquisition domain, and the following four whether is it respectively same concept portable, di�erenthistorical concept portable, non-historical concept portable or not portable at all.5.3.3.2 Portability at various levels in the revision operation hierarchyThe revisions whose portability degrees are given in tables 5.5 and 5.6 are the leaves of the revision oper-ation hierarchy presented in Section 2.521. This hierarchy is reproduced here with the following graphicalconventions: arcs have four shades of thickness corresponding to the four possible degrees of portabilityof the revison class they lead to. The thicker the arc, the more portable the class. Only the thinest arcsindicates that the node below them correspond to a non-portable class. Moreover, the nodes correspondingto classes that are portable (at any degree) are boldfaced. These conventions visualize how portability varieswith revision speci�city as the hierarchy is traversed. They also visualize which classes of revisions are moreportable than others.The hierarchy top-levels are shown in Fig. 5.7. The sub-hierarchies down the nodes adjoin, conjoin,absorb, and adjunctization and nominalization are respectively shown in Fig. 5.8, 5.9, 5.10, 5.11. Thesub-hierarchies down the nodes recast and nominalization are shown in Fig. 5.12 and the sub-hierarchiesdown the nodes demotion and promotion are shown in Fig. 5.13.Before discussing how portability varies in this hierarchy it is important to remember the di�erent typesof distinctions that split the classes at each level into the subclasses at the next level. The hierarchy is sevenlevels deep. The �rst level distinguishes between simple revisions that monotonically add a new fact to thedraft without changing the expression of the facts already conveyed, from the complex revisions that rewordthe expression of the some existing fact(s) in order to accommodate the new fact into a concise linguisticform. The second level contains the eight main revision tools. Each tool is characterized by a di�erent typeof structural transformation that the draft undergoes during the revision. Since the simpler revison toolscan apply to a variety of syntactic constituents, the third level distinguishes revisions resulting from theapplication of these tools to di�erent syntactic ranks (e.g., Adjoin to Clause vs. Adjoin to Nominal). Thenext two levels further subdivide revisions in terms of both the semantic role and syntactic realization of thephrase they attaches to the draft22 (e.g., Adjoin Finite Temporal Clause to Clause vs. Adjoin Non-FiniteResult Clause to Clause). To add a given content unit, some revision tools can be equally well applied todi�erent draft subconstituents of the same syntactic category but embedded at di�erent levels in the draft21Because the portability evaluation focused on the revision operations that could be used to add historical information, thebranches in the hierarchy of Section 2.5 corresponding to revision operations used exclusively in the original corpus to addnon-historical facts are not shown here.22Or displace in the draft for complex revisions. 131



Code Name Usage Portable Nonsem = sem 6=histo : histoA1 Adjoin Classi�er 25 +A2 Adjoin Describer 5 +A3 Adjoin Relative S to Top NP 1 +A4 Adjoin Relative S to Top NP w/ Abridged Ref 20 +A5 Adjoin Relative S to Top NP w/ Abridged Delete 3 +A6 Adjoin Relative S to Top NP 9 +A7 Adjoin Relative S to Embedded NP w/ Re-Ordering 2 +A8 Adjoin Non-Finite S to NP 2 +A9 Adjoin Non-Finite S to NP w/ Abridged Ref 10 +A10 Adjoin Partitive to NP 1 +A11 Adjoin Frequency PP to S 13 +A12 Adjoin Frequency PP to S w/ Abridged Ref 3 +A13 Adjoin Co-Event Non-Finite S to S 12 +A14 Adjoin Co-Event Non-Finite S to S w/ Abridged Ref 1 +A15 Adjoin Co-Event Non-Finite S to S w/ Deleted Ref 4 +A16 Adjoin Result Non-Finite S to S 4 +A17 Adjoin Time Finite S to S w/ Abridged Ref 1 +C1 Top NP Appositive Conjoin 5 +C2 Top NP Appositive Conjoin w/ Abridged Ref 15 +C3 Top NP Appositive Conjoin w/ Deleted Ref 4 +C4 Embedded NP Appositive Conjoin 1 +C5 NP Coordinative Conjoin 1 +C6 NP Coordinative Conjoin w/ scope mark 2 +C7 Top S Coordinative Conjoin 1 +C8 Top S Coordinative Conjoin w/ Abridged Ref 5 +C9 Embedded S Coordinative Conjoin w/ Abridged Ref 1 +C10 Embedded S Coordinative Conjoin w/ Abridged Ref 1 +B1 Absorb NP in S as PP Instrument 1 +B2 Absorb NP in S as PP Instrument w/ Abridged Ref 1 +B3 Absorb NP in S as Co-Event w/ Agent Control 3 +B4 Absorb NP in S as Mean w/ Agent Control 1 +B5 Absorb NP in S as part of A�ected NP Apposition 1 +B6 Absorb NP in NP as PP quali�er 1 +Total 159 14 3 2 14Table 5.5: Portability degree of simple revision operations132



Code Name Usage Portable Nonsem = sem 6=histo : histoR1 Recast Classi�er as Quali�er 10 +R2 Recast Location as Instrument 9 +R3 Recast Range as Time 1 +R5 Recast Range as Instrument 1 +Z1 Adjunctize Created as Instrument 14 +Z2 Adjunctize Range as Instrument 27 +Z3 Adjunctize Range as Instrument w/ Abridged Ref 7 +Z4 Adjunctize Range as Instrument w/ Deleted Ref 3 +Z5 Adjunctize Range as Instrument w/ Demoted Agent 1 +Z6 Adjunctize Location as Instrument w/ Abridged Ref 5 +Z7 Adjunctize Location as Instrument w/ Abridged Ref 4 +Z8 Adjunctize A�ected as Opposition 1 +N1 Nominalize w/ Ordinal Adjoin 2 +N2 Nominalize w/ Ordinal and Classi�er Adjoin 1 +N3 Nominalize w/ Ordinal and Quali�er Adjoin 2 +D1 Demote A�ected to A�ected Quali�er 2 +D2 Demote A�ected to A�ected Determiner 1 +D3 Demote Score to Co-Event Score 1 +P1 Coordination Promotion 1 +P2 Coordination Promotion w/ Adjunctize 1 +Total 94 8 0 0 12
Table 5.6: Portability degree of complex revision operations133
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Depth Nodes Portable Nonsem = sem 6= TotalHisto : HistoMonotonicity 2 100% (2) - - 100% (2) -Structural transformation 8 100% (8) - - 100% (8) -Draft phrase syntactic rank 12 91.7% (11) - - 91.7% (11) 9.3% (1)Semantic role and/or syntactic realization 31 61.3% (19) 3.2% (1) 6.5% (2) 71.0% (22) 29.0% (9)of added or displaced phraseDraft phrase embedding depth 35 60.0% (21) 5.7% (2) 5.7% (2) 71.4% (25) 38.6% (10)Accompanying side transformation 53 41.5% (22) 5.7% (3) 3.8% (2) 50.9% (27) 49.1% (26)Table 5.7: Portability from top to bottom of the revision operation hierarchystructure. For example, to add a streak information on the draft phrase:\to power the Golden State Warriors to a 135 119 triumph over the Los Angeles Clippers"the same revision tool Adjoin Relative Clause to NP can be applied to the embedded NP referringto the losing team, yielding:\to power the Golden State Warriors to a 135 119 triumph over the Los Angeles Clippers , who lost forthe ninth straight time."Alternatively, it can be applied to the top-level NP conveying the game result as a whole, yielding:\to power the Golden State Warriors to a 135 119 triumph over Los Angeles , that extended the Clip-pers' losing streak to nine games."The next level in the revision hierarchy thus distinguishes between the applications of these versatiletools at various embedding depths in the draft. Finally, at the lowest level, the application of a revision toolis sometimes accompanied by a side transformation of the draft, whose object is not add further contentbut instead to take into account the new presence of the added phrase and avoid repetitions, ambiguity etc.(e.g., the abridged reference \Los Angeles" instead of the complete \the Los Angeles Clippers" in the lastexample above, after the addition of a second reference to the team worded \the Clippers".).In order to quantitatively determine how each of the above distinction a�ects portability, the percentageof nodes with each portability degree at each level down the hierarchy is given in Table 5.7. The �rst columnindicates the property used to branch the hierarchy at that level and the second number of revision classesat that level. The remaining columns give the percentage (with the absolute number in parenthesis) ofthose classes which are respectively same concept portable, di�erent historical concept portable, di�erentnon-historical concept portable, portable (of any kind) and non portable.Table 5.7 contains several noteworthy results (in boldface). The �rst is the striking fact that all of themain eight classes of revision tools identi�ed in the sports domain are same concept portable to the stockmarket domain. For everyone of them, I have found at least one phrase pair in the stock market corpusattesting to their usage for adding the exact conceptual counterparts of the sports domain. It is quiteimpressive that even usage of the revision tools involving the most complex transformations were detectablein the stock market corpus. It is similarly remarkable that even those that were used only a few times inthe sports corpus were nonetheless found in the stock market corpus. As the conceptual distance betweenbasketball and �nance is fairly large, these result suggests that the generation approach and linguistic datapresented in this thesis are likely to apply to other quantitative domains such as auditing, meteorology,cost-analysis or labor statistics.The second interesting result is that a majority of the very speci�c revision operations located at thebottom of the hierarchy are portable, even though they distinguish between applications of the revision toolsinto di�erent semantic, syntactic and rhetorical contexts. Since each such operation is implemented via arevision rule in streak, this result suggests that a majority of those rules could be re-used to implementa stock market report generator. As explained in Section 3 the rule base in not a at list but instead aFunctional Grammar (FG) where commonalities between rules are factored out. Each arc in the hierarchy136



roughly corresponds to a branch in this FG. Since there are 57 portable arcs, and 31 non-portable arcs in thehierarchy, up to two-third of the revision FUG branches developed for a given quantitative domain shouldbe re-usable for the next one.A third noteworthy result is that among the six properties used for classi�cation in the revision operationhierarchy, only two bring a sharp drop in overall portability. The �rst of these properties is the semantic roleand syntactic realization of the phrase added or displaced by the revision. For example in Adjoin of Clauseto Clause as Time vs. Adjoin of PP to clause as frequency the respective distinctive semantic rolesand syntactic categories of the added constituent are time vs. frequency and clause vs. PP. Subdividing therevision set along these lines brings down its overall portability by 20.7%. Let us examine some exampleswhere such distinctions did not port. First consider Adjoin of Clause to NP. There are two distinctsyntactic forms for such qualifying clauses: relative and non-�nite, both used in the sports domain asattested by the following sentences:1. \Hakeem Olajuwon scored 18 points and grabbed 17 rebounds Thursday night to pace the HoustonRockets to a 94-83 triumph over the Chicago Bulls that completed a two-game sweep."2. \Drazen Petrovic scored 27 points , and Derrick Coleman added 25 points and 12 rebounds Friday night, leading the New Jersey Nets to a 99-85 victory over the Milwaukee Bucks , completing a sweep ofthe season series."In (1), the boldfaced relative clause unambiguously quali�es the game result (lexicalized by the noun\triumph"). In the light of the structural and semantic similarity between these two sentences, I alsointerpreted the boldfaced non-�nite clause in (2) as qualifying the game result (this time lexicalized by\victory"). Note however, that this second sentence has another potential reading, with the boldfacednon-�nite clause modifying the top-level clause conjunction.In the stock market domain I could �nd an instance of Adjoin to NP for the relative clause case:3. \They said the market got an initial boost from overseas markets , which proved strong for thesecond straight day."but none for the non-�nite clause cases.There were cases of Adjoin of Non-Finite Clause, but they were all modifying other clauses, not NPs,e.g.,:4. \The blue-chip Hang Seng Index , which sank 207.95 points Friday , soared 181.02 points to 9,177.95 ,snapping its three session losing streak."Use of such abridged syntactic forms like non-�nite clauses whose attachments are not always clear-cut23are pervasive in the quantitative summarization sublanguage. In some cases, it may be best to re-considersome interpretation choices based on data from single domain in the light of cross-domain data. Suchre-consideration for examples like the one above would have improved the portability results.The example above was a case where distinctions in terms of the syntactic form of the phrase added bya revision tool a�ected its portability. Let us now look at a case where portability is a�ected by distinctionin terms of the semantic role of a phrase displaced by the revision. This is the case of AdjunctizationVerb Argument into Instrument PP. In the sports domain, the adjunctized argument could function as avariety of semantic roles including24:� Created, where \Kevin Edwards scored 41 POINTS"becomes \Kevin Edwards tied a career high with 41 POINTS"� Range, where \the Milwaukee Bucks posted A 95 93 VICTORY OVER THE DETROIT PISTONS"becomes \the Milwaukee Bucks snapped a losing streak at �ve games with A 95-93 VICTORYOVER THE DETROIT PISTONS"23Some corpus sentences are even atly ungrammatical.24The set of semantic roles used for this analysis are those one used in surge, which are themselves derived from varioussystemic linguistic sources [Fawcett 1987] [Halliday 1985] [Winograd 1983].137



� Location, where \the Denver Nuggets rolled to A 124 110 VICTORY OVER THE UTAH JAZZ"becomes \the Denver Nuggets ended their three game losing streak with A 124 110 VICTORYOVER THE UTAH JAZZ"In the stock market domain, only cases of adjunctized Range roles could be found, e.g.,:\the market posted A 25-POINT REBOUND"becomes \the market began showing signs of recovery on Monday with A 25-POINT REBOUND".Note that all three semantic roles displaced in the sports domain surface as object syntactic roles. Hadthese cases not been further decomposed in terms of semantic roles, the portability measurement would haveimproved.The two examples just presented show that, as soon as semantics is taken into account, portabilitysometimes depend on gray areas like interpretation choice or analysis granularity. The other cases aremostly due to discrepancies between corresponding conceptual structures in the two domains.After semantic roles, the other main factor a�ecting overall portability of a revision tool is the di�erentside transformations that sometimes accompany them. Taking into account these side transformations bringsdown portability by another 22.6%.Why is this the case? Consider, for example, the strategy for abridging references presented in section2.5.2.3. In the example of Adjunctization of Range into Instrument PP above, the displaced referringNP is left intact in the revised draft. In the sports domain, there is a variant to this revision operation wherethe displaced NP is abridged. This variant is illustrated by the example phrases below:(1) \the Chicago Bulls posted a 107-100 victory over the Minnesota Timberwolves"(2) \the Chicago Bulls remained unbeaten against Minnesota all-time with a 107-100 victory overthe ; Timberwolves."The revision from (1) to (2) adds a second reference to the losing team worded \Minnesota". To avoidrepetition, the initial reference to this team is abridged from \the Minnesota Timberwolves" to only \theTimberwolves". This strategy relies on the fact that in the sports domain most entities have compoundnames di�erent parts of which can be used unambiguously in di�erent references for the targeted audience,i.e., sports fans. For teams the franchise name and the home city, for players the �rst and last name etc.This is rarely the case for �nancial entities. Therefore, this side transformation is much less frequent inthat domain, causing the revision operations incorporating them, such as Adjunctization of Range intoInstrument PP with Reference Abridging, to be non-portable.Having compared portability at various depth levels in the revision hierarchy, I now contrast portabilityon each side of this hierarchy. A quick look at tables 5.5 and 5.6 indicates that the simple revisions onthe left side of the hierarchy tend to be more readily portable than the complex ones on the right side. Icomputed this left/right side contrast at the two bottom levels of the hierarchy. At the very bottom level- i.e., when distinguishing revision operations in terms of both revision tool application and accompanyingside transformation - simple revisions were 57% portable compared to only 40% for complex revisions. Thisdi�erence is not striking. However, at the next level up (i.e., ignoring side transformations) the portabilityof simple revisions goes up to 85% while those of complex revisions remains no higher than 53%.Intuitively, this di�erence seems signi�cant. How likely is it for such a di�erence to appear at random?A Fisher test25 comparing the portable/non-portable proportion for simple revisions (17/3) to the corre-sponding one for complex revisions (8/7) tells us that the probability of this di�erence being an artifact ofour particular set of data is 0.0619. This is very close to the 0.5 probability that is generally accepted asstatistically signi�cant. Simple revisions thus indeed seem to be more portable than complex ones. AnotherFisher test comparing the portable/non-portable proportion for simple revisions at the next-to-bottom level(19/14) to the corresponding one at the bottom level (17/3) indicates that there is a 0.067 probability thatthis di�erence is due to chance. Therefore, when simple revisions do port, it is mostly because the sidetransformation accompanying it does not. For complex revisions, it is instead mostly because the speci�csemantic roles a�ected by the revision do not port.25Thanks to Vasileios Hatzivassiloglou who suggested this test as the most appropriate one for my small sized sample data.138



Occurrences Total Portable Nonsem = sem 6= Totalhisto : histo1 13 6 1 2 8 42 6 4 1 - 5 13 2 2 - - 2 -4 1 1 - - 1 -5 1 1 - - 1 -7 2 1 - - 1 19 2 - - - - 210 1 1 - - 1 -11 1 1 - - 1 -12 1 - - - - 114 1 - - - - 1< 15 31 17 2 2 21 1015 1 1 - - 1 -16 1 1 - - 1 -23 1 1 - - 1 -25 1 1 - - 1 -38 1 1 - - 1 -� 15 6 6 - - 6 0Table 5.8: Portability and usage frequency in acquisition corpus5.3.3.3 Portability and usage frequency in the acquisition corpusHaving examined the inuence of the speci�city and complexity of a revision operation on its portability,I now examine the inuence of another factor: frequency of usage in the acquisition corpus. Just as onewould a priori expect simple revisions to be, on the average, more portable than complex ones, one wouldalso a priori expect the most frequently used ones to be, on the average, more portable than the seldomused ones. Is this indeed the case? Table 5.8 indicates for each occurrence frequency, how many revisionoperations occurred that many times in the acquisition corpus. It also gives the breakdown of this numberin terms of portability degrees. In order to have a signi�cant number of revision operations with more thana few occurrences, the level of decomposition used for this study, was next to bottom of the hierarchy (i.e.,distinctions in terms of accompanying side transformations were ignored).Summing the overall portability for growing ranges of frequencies:[1] : 61.5%[2-3] : 87.5%[4-7] : 75.0%[9-14] : 40.0%[15-38]: 100.0%shows that portability clearly does not monotonically grow with frequency usage in the acquisition cor-pus. No clear trend appear before 15 occurrences. Above this frequency, however, all revision operationsare portable (even better, they are all same-concept portable). Below this threshold, the average overallportability is 67.7%. Intuitively, this di�erence seems signi�cant. However, a Fisher test comparing theproportion below the threshold (21/10) to the one above (6/0) reveals that the probability of this being anartifact of our small sample (0.162) is too high to consider this di�erence statistically signi�cant. More datawould need to be analyzed to con�rm beyond doubt, the intuition that frequently used revision operationsare signi�cantly more portable than seldom used ones.139



Chapter 6Related workThere are four main topics of natural language generation that are directly related to the research presentedin this thesis:� Summary report generation� Generation with revision� Incremental generation� Evaluation in generationAnother central theme of this thesis is the generator architecture. However, because a great number ofgenerators have been implemented and their variety in terms of architectures is only matched by their varietyin terms of applications, I cannot comprehensively review generator architectures in the present thesis. Forsuch a review with a special focus on the relation between architecture and lexical choice, see [Robin 1990].In this section, I mention architecture issues only for systems either whose application (summary reportgeneration) or approach to generation (revision-based or incremental) is directly related to those of streak.6.1 Related work in summary report generationPrior to streak, six main systems generated natural language reports to summarize quantitative data: ana[Kukich 1983] [Kukich 1985], fog [Bourbeau et al. 1990] [Polguere 1990], gossip [Carcagno and Iordanskaja1993], lfs [Iordanskaja et al. 1994], semtex [Roesner 1987], and sage [Roth et al. 1991]. I briey revieweach of these systems in the following subsections.Other generation systems that produced reports are not directly relevant to the present thesis, becausethe reports are not speci�cally summaries and because they worked in qualitative domains (e.g., Danlos'generator [Danlos 1986], pauline [Hovy 1988], Kalita's system [Kalita 1989], texplan [Maybury 1990]).While there are systems that attempt to summarize textual input such as newswire articles by selectingrepresentative sentences in the text (e.g., [Rau 1987]), they are not directly relevant either because theyinvolve no generation.6.1.1 AnaThe �eld of summary report generation was pioneered by Kukich. Her system ana [Kukich 1983] summarizesthe daily uctuations of several stock market indexes from half-hourly updates of their values. A reportgenerated by ana is given in Fig. 6.1. Internally ana consists of a pipeline of four components (the �rstwritten is C and the remaining three in ops5): 140



Thursday June 24, 1982wall street's securities markets meandered upward through most of the morning, before being pushed downhilllate in the day yesterday. the stock market closed out the day with a small loss and turned in a mixed showingin moderate trading.the Dow Jones average of 30 industrials declined slightly, �nishing the day at 810.41, o� 2.76 points. thetransportation and utility indicators edged higher.volume on the big board was 558,600,000 shares compared with 627,100,000 shares on Wednesday. advanceswere ahead by about 8 to 7 at the �nal bell.Figure 6.1: An example report generated by Ana (from [Kukich 1983])� The fact generator which compiles the half-hour updates of the stock market indexes into facts. Factsare aggregates of various statistics over a given period of time. They are represented by ops5 WorkingMemory Elements (WMEs). An example fact is shown in Fig. 6.2.� The message generator which groups facts into clause-sized content units called messages and alsorepresented as ops5 WMEs. An example message is shown in Fig. 6.2.� The discourse organizer which groups and orders the messages into paragraphs. It also collapsestogether messages which share several features (e.g., when two consecutive messages di�er exclusivelywith respect to their subjects, these messages get collapsed into a single message with a compoundsubject).� The text generator which goes over the ordered message list produced by the discourse organizer, mapseach message onto a clause, and combines clauses together into complex sentences.In ana, the text generation subtasks de�ned in section 3.1 are thus distributed among the above com-ponents as follows:� Content production and selection are performed by the fact and message generators.� Discourse level content organization is performed by the discourse organizer.� Phrase level content organization, lexicalization, semantic grammaticalization, morpho-syntactic gram-maticalization and linearization are all performed by the text generator.The tasks performed by ana's text generator thus correspond directly to the tasks implemented instreak1. ana's text generator relies on two key knowledge sources: (1) a phrasal lexicon that de�nes directmapping from messages to hand-coded predicate clause patterns and subject nominal patterns and (2) a setof rules de�ning how phrasal entries can be combined to form multiple clause sentences that uently combineseveral facts. An example of phrasal entries is given in Fig. 6.3. Such entries comprise up to eight words.Each output sentence is built by assembling two or three of such phrasal entries.6.1.2 Systems based on the Meaning-Text TheoryThree important summary report generation systems have been built in recent years by the same researchteam distributed in three cites: Odysee Research Associates, University of Montreal and Cogentex. Thesystems all use the Meaning-Text Theory (MTT) [Mel'cuk and Pertsov 1987] as underlying linguistic model.The �rst of these system is fog [Bourbeau et al. 1990]. It produces daily local marine weather bulletins,in both English and French, from meteorological measurements. An example English report generated byfog is given in Fig. 6.4. As opposed to most other2 generation systems which are research prototypes, fog1Except that streak has the option not to express all the messages it is given in input when all of them cannot �t in areadable sentence. It is thus also performing �nal content selection. In constrast, the text generator of ana has no such option.It must convey all the element in its input message list.2In fact, probably even all others except plandoc [Kukich et al. 1994].141



Example of fact: (make fact ^fact-name half-hour-stat^indicator-name Dow-Jones-industrial-average^indicator-type composite^date 04/21^time 11:30am^current-level 1192.82^direction down^degree 2.03^cumulative-direction up^cumulative-degree 1.35^high-or-low-mark nil)Example of message: (make message ^date 6/24^topic Dow-Jones-industrial-average^subtopic Dow-Jones-industrial-average-status^subject-class Dow-Jones-industrial-average^direction down^degree small^time closing^variable-level 810.41^variable-degree 2.76)Corresponding sentence: ``the Dow Jones average of 30 industrials declined slightly,finishing the day at 810.41, off 2.76 points''Figure 6.2: Example fact and message in ana (from [Kukich 1983])(make phraselex ^phrase-type predicate^topic general-market^subtopic interesting-market-fluctuation^duration long^degree small^direction up^time early^subject-type name^subject-class market^verb-past-singular-inflection "meandered"^verb-past-plural-inflection "meandered"^verb-present-participial-inflection "meandering"^verb-infinitive-inflection "to meander"^predicate-remainder "upward through most of the morning"^random 5^length 14)Figure 6.3: Example phrasal lexicon entry in ana (from [Kukich 1983])142



Winds nothernly 20 to 30 knots becoming northwest Wednesday morning. Snow and rain tapering to urriesWednesday morning. Visibility zero to 3 in precipitation. Temperatures near zero.Figure 6.4: An example report generated by fog (from [Polguere 1990])The system was operating for 6 hours 36 minutes and 57 seconds. Usage was particularly intense between16:32:03 and 18:54:29 with idle time only 27 cycles during this period. Seven users worked on the system.Five of them used mostly compilers (C,Lisp,Fortran) and the Prolog interpreter. VLADIMIR and LEO readnumerous �les. VLADIMIR was interested in system priority tables. LEO listed many user �les from hisown group. He initiated large print jobs using these �les. VLADIMIR failed to change access parametersfor system �les. No modi�cation to system �les were noted.Figure 6.5: An example report generated by gossip (from [Carcagno and Iordanskaja 1993])is a �nished product in everyday use at weather centres in Eastern Canada. Compared to ana, in terms ofconceptual summarization, fog averages input data along spatial dimensions in addition to temporal ones.In terms of linguistic summarization, it relies on the telegraphic style peculiar to weather forecasts insteadof relying on the clause combining journalistic style typical of newswires. The second of these systems isgossip [Carcagno and Iordanskaja 1993] which summarizes the activity of computer users from the audittrail produced by the operating system of the machine they are logged on. Its input is intended to assist thesystem administrator in detecting system usage that is suspicious from a security standpoint. An example ofsuch a summary is given in Fig. 6.5. As opposed to fog, gossip is only a monolingual research prototype.The latest system in this line of work is lfs, which generates bilingual reports3 summarizing Canadian labormarket statistics.These three systems are all implemented using an object-oriented extension of prolog and share thesame architecture. This architecture consists of a pipeline of three components:� A text planning component.� A lexicalization component.� A linguistic realization component.Multi-lingual generators based on this architecture have a single text planning component but a distinct pairof lexicalization and linguistic realization components for each output language.The text planner is based on the notion of topic tree. A topic tree represents a stereotypical textualorganization pattern followed by the reports in a given application domain. It is comparable to one particulartraversal of a textual schema [McKeown 1985]. The nodes of a topic tree are domain concepts and itsarcs are very general relations which can hold between concepts in many domains (e.g., object, aspect,subaction, attribute, element). Each node in the topic tree is represented as an prolog \object". The�elds of the object encode both the concept represented by the node and the arcs linking the node to theother nodes in the topic tree. The methods of the object encapsulate the various text planning proceduresthat can concern the concept represented by the node. Text planning starts by a �rst top-down traversal ofthe topic tree. When a node N with concept C is visited, the methods of N are executed with the followingpossible e�ects:� Instantiation of C into a fact from the input statistic database (if there is an instance of C in the inputdatabase).� Deletion of the N from the topic tree (if there is no instance of C in the input database).3Also in English and French. 143
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‘‘The system was used for 7 hours 32 minutes and 12 seconds.’’ SentenceFigure 6.6: Conceptual Communicative vs. Deep Semantic representations the Meaning-Text Theory (from[Carcagno and Iordanskaja 1993])� Addition to the topic tree of new arcs and nodes added to the topic tree below N (these additionsimplements domain reasoning allowing the text planner to deduce additional facts from those presentin the input).After this �rst traversal is completed, the resulting instantiated topic tree is again traversed top-down.Two main tasks are performed during this second traversal: arc merging and node ordering. If several arcsdown a given node share the same label and lead to nodes containing instances of the same concept, thesearcs are merged into a single arc leading to a single node containing the list of instances. Linguistically, suchmerging operations ultimately translate into replacement of a verbose conjunction at the clause rank (e.g.,\[Vladimir read numerous �les] and [Leo read numerous �les]") by a concise conjunction at the nominal rank(e.g., \[[Vladimir] and [Leo]] read numerous �les"). After arc merging, each node contains a sentence sizedcontent chunk. Each node is then assigned a number corresponding to the sentential position in the outputtext. At the end of this second traversal, each node in the topic tree contains a at conceptual network,called a Conceptual Communicative Representation (CCR) encoding the content of one report sentence.The CCR of each topic tree node is then passed on to the lexicalization components which accesses adictionary and produces a corresponding Deep Semantic Representation (DSemR). The DSemR is the inputto the linguistic component. Compared to the CCR, the DSemR is also a at network but in which nodesare no longer language-independent concepts but instead word senses of a speci�c language. An exampleCCR together with the corresponding English DSemR is given in Fig. 6.6.The task of the linguistic component is to generate a natural language sentence expressing the contentencoded in the DSemR. The linguistic component is an implementation of the Meaning-Text Theory (MTT)[Mel'cuk and Pertsov 1987]. The MTT is a lexicalist, strati�cational, declarative and generation-orientedlinguistic theory where sentences are represented at �ve distinct layers:144



� Deep SEMantic Representation (DSemR)4 is a at network whose node are word senses which areatomic within the theory, i.e., which cannot be further decomposed in terms of other word senses. TheDSemR of a sentence represents the whole recoverable meaning of the utterance, whether explicitlyconveyed or not. The DSemR may also include an annotation specifying the theme vs. rheme partitionof the sentence.� Surface SEMantic Representation (SSemR)5 is also a at network whose node are word senses. Itdi�ers from the DSemR in that (1) it may comprise non-atomic word senses, (2) it represents only theexplicit content of the sentence and (3) it indicates which node corresponds to the main verb. Themapping from DSemR to SSemR thus involves reducing some subnets into single nodes labelled bysemantically rich words, dropping nodes corresponding to content best left implicit and chosing whichexplicit content unit should head the linguistic structure.� Deep SYNTactic Representation (DSyntR) is a tree whose structure represents the constituency anddependency relations inside the sentence. The nodes of the tree are either open-class words or lexicalfunctions. The MTT comprises about 50 such functions to model common semantic relations betweentwo words. There are syntagmatic lexical functions such as Oper1 relating a noun to its agent orientedsupport verb (e.g., 0per1(\rebound") = \to grab"6) as well as paradigmatic lexical functions such asAnti relating antonyms (e.g., Anti(\victory") = \defeat"). The arcs of a DSyntR are either numbersdistinguishing the various elements in a word argument structure, attr for any type of attributiverelation, coord for any type of coordinated elements and append for any type of apposited, parentheticalor comment elements.� Surface SYNTactic Representation (SSyntR) is a tree that matches the actual syntactic structure ofthe sentence. The SSyntR include nodes for the closed-class words in addition to the open-class wordnodes that it inherits from the DSyntR. In the SSyntR, the lexical function nodes have been replacedby subtrees corresponding to their values. Finally, the arcs of an SSyntR are syntactic roles such asSubject, Object, Determiner etc.� MORPHological Representation (MorphR) is an ordered list of words, each annotated with all themorphological features necessary to compute its inection.The Conceptual Communicative Representation (CCR) of MTT-based systems corresponds to the DeepSemantic Speci�cation (DSS) of streak7. Therefore streak covers the generation subtasks carried outby the lexicalization and linguistic realization components in MTT-based generators. However, there is nodirect correspondence between the sentence representation layers of the MTT and those of streak.Mapping a at conceptual network onto a natural language sentence involves four main subtasks:� Choosing which element in the net to explicitly convey in the sentence (explicitation)� Choosing how to group elements into constituents and choosing the structural dependencies amongthese constituents (hierarchization)� Mapping the some of the chosen elements onto open-class words (lexicalization)� Mapping the remaining chosen elements onto syntactic features and closed-class words (grammatical-ization)In streak, explicitation and hierarchization are performed �rst, followed by lexicalization and thengrammaticalization. In the MTT, it is lexicalization8 that is performed �rst, followed by explicitation andhierarchization and �nally grammaticalization. What is gained by lexicalizing the whole conceptual inputbefore deciding which part of it to convey explicitly remains unclear. Note that the system fog di�ers from4Sometimes simply called SEMantic Representation (SemR).5Sometimes called Reduced Semantic Represenation (RSemR).6In general, lexical functions have multiple values, so for example an other possible value for Oper1(\rebound") is \to haulin".7cf. section 3.12 for the de�nition of streak's internal representation layers.8At least most of it. Lexicalizations resulting from application of lexical functions is performed after explicitation andhierarchization. 145



both gossip and lfs in that it does not make use of the two semantic representation layers and directly mapsCCR networks onto DSyntR trees. One advantage of early lexicalization is that word argument structurecan guide the hierarchization process. But aside from verbs, only a few words take arguments. Moreover,adverbial relations linking most clauses inside complex sentences are not lexically constrained. Thus, at thecomplex sentence rank, content organization options are largely underconstrained by lexical choices. It thusseems that the lexicalist avor of the MTT is more motivated by its origin in lexicographical work than byits particular suitability to sentence generation.6.1.3 Other summary report generatorsAnother system implemented for the domain of labor market statistics, this time in German, is semtex[Roesner 1987]. It produces summaries of similar content and style to those generated by lfs. It is alsoimplemented in an object-oriented fashion (it uses flavors, a lisp-based object system whereas lfs uses aprolog-based object system.). However, in terms of architecture, semtex is far closer to ana than to lfs.It consists of a pipeline of three components:� amtex, which queries an input labor statistic database and produces case frames, each one representinga fact to convey in the report. Which types of facts get produced by amtex depend on parametersde�ning how statistical values should divided into various population subgroups. Case frames areencoded as \objects" and comprise the following �elds: direction (with values increase, decrease orunchanged), quantity, time-period, manner, from, by and to.� semsyn, which relies on a phrasal lexicon to map each element in the list of case frames it receivesfrom amtex onto a corresponding partially lexicalized syntactic tree.� sutra-s, which produces a German sentence from the partially lexicalized syntactic tree it receivesfrom semsyn.semtex relies on coordination with ellipsis as its main linguistic summarization device.The sage system [Roth et al. 1991] generates a combination of text and charts summarizing the currentstatus of a large engineering project that help managers quickly respond to unforeseen di�culties or misseddeadlines and keep the project on track. This system suggests the great potential for o�ce-automationapplications of summary report generation. However, while focusing on the issue of coordinating textual andgraphical media, sage relies on ad-hoc techniques for text generation (cf. [Roth et al. 1991], p.216).6.1.4 Comparison with STREAKAn important �rst di�erence between previous summary report generation systems and streak is that theyperform two tasks that are not implemented in the current version of the streak prototype: conceptualsummarization and combination of multiple sentences in a paragraph. These tasks are the responsibilityof the fact generator and discourse planner in the general generation architecture presented in Fig. 3.13 ofsection 3.3. streak focuses on content realization and phrase level content planning bringing about severalsigni�cant improvements over previous systems with respect to these two tasks. In particular, streak:� Reports facts in their historical context.� Trades o� informativeness and conciseness against readability.� Generates more complex sentences.� Scales up better.� Encodes more paraphrasing power.I briey elaborate in each of these points in the following sections.146



Historical context The most striking improvement of streak compared with previous summary gener-ation systems is that it systematically provides the historical background of the new events it relates. Thereports generated by streak thus not only summarize a basketball game but also contextualize it. Withthe exception of ana, previous systems summarized their input statistics out of context. ana does handle avery restricted class of historical information9: all-time highs and lows. ana detects such extrema by havingthe all-time high and low values of each index encoded in its content determination rules. Since every time arecord is broken, these values need to be updated by hand in the rules in which they are used, this treatmentof historical information is ad-hoc. It could not be extended to the variety of records and streaks conveyedin the summaries generated by streak.Trading o� conicting goals The great originality of streak's architecture is that it allows the �naldecision of whether to include a complementary fact in the report to be made opportunistically, under surfaceform constraints. This is in contrast with any previous summary generation system. It makes possible explicittrade-o�s between the three inherently conicting goals of summarization: (1) maximize information, (2)minimize space and (3) maximize readability. This type of trade-o� is illustrated in the �rst example runof section 4.4 when streak rejects several candidate facts for inclusion in the lead sentence of the reporton the basis of corpus observed limits on sentence complexity. A system where all the facts to convey aredecided before any of them is linguistically realized cannot make that kind of decision. This was the casefor all previous summary generators.Sentence complexity streak generates more complex sentences than any other generation system. Theyare more complex in that they convey more propositions, are syntactically deeper and contain more words.The table below, compares the maximum factual density, syntactic depth and lexical length in sentencesfrom example reports generated by three previous summary report generators and streak. It shows a cleardi�erence in the overall complexity between the sentence generated by previous systems and those generatedby streak. gossip fog ana streakFactual density 5 3 4 12Syntactic depth 5 4 6 10Lexical length 17 25 34 45These �gures are estimates that I made by looking at the few example reports provided in publicationsabout these systems10. For lexical length, I counted the total number of words, both closed-class and open-class. For syntactic depth, I parsed the deepest sentences by hand. For factual density, I represented thecontent of the most informative sentences as a set of predicate calculus formulas. For example, the contentof the third sentence in Fig. 6.5 can be represented by the �ve predicates below and thus conveys 5 facts11:use(user-1,c-compiler,mostly,period-1)use(user-2,lisp-compiler,mostly,period-1)use(user-3,fortran-compiler,mostly,period-1)use(user-4,prolog-interpreter,mostly,period-1)use(user-5,lisp-compiler,mostly,period-1)As explained in section 1.1.2.4, it is the draft and revision approach of streak that allows it to packin so many facts in such complex sentence structures. Planning and realizing the same sentences using theone-pass approach of previous summary report generators would be problematic. This is especially true9The mention of the big board volume of the preceding day in the report of Fig. 6.1 is not historical information. It refersto the initial volume of the current day which coincides to the �nal volume of the preceding business day. The scope of thisreport is indeed limited to the current day.10It is therefore by no mean the result of a rigorous, systematic comparison. It nonetheless gives a fair idea of the respectivecomplexities of the sentences generated by these systems.11There are of course many di�erent possible ways to encode the content of a sentence in such predicate form. For the purposeof such comparison, the only concern is to remain consistent for sentences generated by di�erent systems, which I have tried todo as much as possible. 147



for systems based on the Meaning-Text Theory (MTT) which are microcoded and lexically-driven. Thesecomplex sentences contain too many words to be assembled in one pass, and, as noted in section 2.4.1, theirtop-level structure is devoided of lexical constraints.Scalability Among previous summary report generators, ana remains the one generating the most com-plex and uent sentences. It achieves uency for fairly complex sentences by relying on a phrasal lexicon.The entries in this lexicon are phrases, comprising up to 8 words, simultaneously realizing several facts inan idiomatic way. To illustrate how this approach would generate streak's domain sublanguage, considerthe �nal draft in the �rst example run of streak, given in section 4.4:\Dallas, TX { Charles Barkley matched his season record with 42 points and Danny Ainge came o� thebench to add 21 Friday night as the Phoenix Suns handed the Dallas Mavericks their franchise worst 27thdefeat in a row at home 123 - 97."Using a phrasal lexicon like the one of ana, such a sentence could be macrocoded from only 6 stored phrasalentries. In constrast, streak microcodes this sentence from 31 di�erent entries made of indvidual words orcollocations.The advantage of the macrocoded approach it is that it circumvents the identi�cation of the complexconstraints that inuence the generation of these phrases. It has two drawbacks. First, it cannot exploitsummarization potential lying below the clause rank. For example, the addition of a complex historical factby only one or two words implemented in streak (cf. the �rst example run of section 4.4) could not bedone with a phrasal lexicon.Second, it makes scaling up the paraphrasing power prohibitively costly, since it requires the hand-codingof a combinatorially explosive number of phrases. For example, suppose that a word-based lexicon containsan average of 10 synonyms per concept. With only 310 entries such a lexicon could generate 1031 paraphrasesof the sentence above12. Attaining such paraphrasing power with a phrasal lexicon similar to that of anawould require hand-coding 1031=6 = 146; 780 entries. In section 5.2.5, I present a quantitative evaluationof the respective extensibility of the macrocoded one-pass approach and the microcoded two-pass approach,based on corpus data.This scalability problem of ana also applies to semtex since it also relies on a phrasal lexicon. Itdoes not, however, applies to generators based on the Meaning-Text Theory which build sentences from theindividual word entries of the Encyclopedic Combinatorial Dictionary (ECD) whose format is an integralpart of the theory. With this approach, the main problem is not scalability but rather sentence complexity(as explained in the previous section).Paraphrasing power The extensive set of revision operations implemented in its revision rule base com-bined with the wide coverage of its syntactic grammar endows streak with high syntactic paraphrasingpower. This power is illustrated on Run 4 and Run 5 given in appendix C. Among previous systems, onlyana focused on paraphrasing power. streak improves over ana in this respect in two di�erent ways. First,by covering syntactic constructions not covered in ana such as in�nitive clauses, relative clauses, appositionsand nominalizations (cf. [Kukich 1983] p.137). Second and more importantly, it is able to convey the samefact at a variety of linguistic ranks, including below the clause rank. For example, the same fact expressedby a clause in \Majerle came o� the bench to score 24 points" can be alternatively conveyed by a singleword in \Reserve Majerle scored 24 point". Such alternative paraphrases cannot generated by a macrocodedgenerator where sentence subjects and sentence predicates are hard-wired in the lexicon and realize mutuallyexclusive classes of facts. This limitation thus applies to both ana and semtex.The Meaning-Text Theory provides a comprehensive framework for handling paraphrasing. For example,the alternative between full-verb clauses and support-verb clauses which is captured in streak by therevision rules nominalization and adjunctization can be modeled in the MTT by the lexical functionsOper1 (agent-oriented support verb) and S0 (action nominal) (e.g., S0(\to decrease") = \decrease" andOper1(\decrease") = \to show"). However, it seems that this high paraphrasing potential of the MTT hasnot yet been fully exploited in the various implementations of the theory. Since there is only one realization12Ignoring that some of these choices may be interdependent and hence somewhat reducing this total number.148



Initial draft:The one dimensional, zero based array of n elements, FLAG, represents the ag. There are three arraymarkers, L, M, and R, standing for left, standing for middle and standing for right, respectively. L isinitialized to 0. M is initialized to 0. R is initialized to n -1.Final draft:The ag is represented by a 1 dimensional, 0 based array of n elements, FLAG. There are three array markers,L, M, and R, standing for left, middle and right, respectively. L and M are initialized to 0. R is initializedto n -1. Figure 6.7: Example text generated by Yh: initial and �nal drafts (from [Gabriel 1988])pattern per concept combinations in the target meteorological sublanguage of fog (cf. [Polguere 1990] p.14-16), no paraphrasing power is implemented for that system. The paraphrasing power implemented in gossipand lfs relies on lexical functions, but is limited to alternatives necessary to avoid repetitions within thesame multi-clause sentences (cf. [Carcagno and Iordanskaja 1993] p.1021).6.2 Related work in revision-based generationIn itself, the idea of revision in generation is not new. It has been proposed in di�erent avors by [Mann1983], [Vaughan and McDonald 1986] [Meteer 1991], [Yazdani 1987], [Gabriel 1988], [Wong and Simmons1988] [Cline and Nutter 1991] and [Inui et al. 1992]. However, only two implemented generation systememerged from these proposals: Gabriel's Yh and Inui et. al's weiveR.In what follows, I �rst briey describe these two systems and compare the type of revisions they performto those implemented in streak. I then review the non-implemented proposals put forward by the otherauthors cited above. The types of revisions described in these proposals di�er from those implemented instreak in terms of: (1) the type of representation that is revised (at what level to revise?) and (2) thegoals of the revision (why revise?). I compare revision in streak with previous proposals along these twodimensions in turn.6.2.1 YhYh [Gabriel 1988] explores a number of interesting language generation issues on the toy domain of theDutch national ag game. Yh takes as input an abstract description of a lisp program playing this gameand generates a paragraph describing the code. Since Yh describes the code itself and not its execution (asin [Davey 1978] for example) and since Yh does not include a module performing domain reasoning ([Gabriel1988], p.29) the input to Yh is the same for all its runs. Di�erent outputs are obtained by playing with thevalue of adjustable parameters de�ning stylistic heuristics used during content organization and realization.Yh is implemented in an object-oriented fashion. The expertise concerning various generation subtasks isprocedurally encapsulated in the methods of di�erent \objects".Yh is related to streak in that it works in two passes and performs both incremental generation13 andrevisions. However, it is during the initial draft building pass that Yh works incrementally. In contrast,streak works incrementally during the subsequent draft revision pass. Moreover the type of revisions thatYh performs during the second pass are content-preserving. streak performs content-adding revisions. Forexample, revisions in Yh involve passivization, ellipsis and changing two conjoined clauses sharing the sameverb and object, but each with a di�erent subject, into a single clause with a conjoined nominal as subject.Such revisions do not make the draft more informative, but only more concise or coherent. An exampleinitial draft generated by Yh is given in Fig. 6.7. It is followed by the �nal draft once revised by Yh.13It therefore is related to the systems and proposal surveyed in section 6.3.149



streak works incrementally starting from a draft representation that is already a complex structure.This complex structure is built prescriptively and guides the incremental revision process. In contrast, Yhworks incrementally from scratch and the utterance structure progressively emerges from locally plannedand realized additions. Although providing for maximum exibility, this type of incremental addition fromscratch is underconstrained and may lead to the exploration of a very large search space. This expensivesearch is avoided in Yh by relying on knowledge extremely speci�c to the tiny domain of the Dutch NationalFlag program. It could not be avoided in a more complex domain.6.2.2 weiveRweiveR [Inui et al. 1992] generates paragraphs that provide information for library users, such as thelibrary's schedule or the location of a particular book. It takes as input a semantic tree whose arcs arerhetorical relations indicating the high level organization of the text and whose nodes are the content unitsto convey. This semantic tree is thus similar to the SSS layer in streak, except that its structure doesnot yet reect the low-level organization of content units inside phrasal constituents. To build a �rst draft,weiveR traverses this semantic tree top-down, progressively replacing semantic subtrees by correspondingfully lexicalized syntactic trees. To perform this mapping, weiveR relies on the sentence level contentorganization heuristics described in [Scott and Souza 1990] and a phrasal lexicon similar to the one describedin [Jacobs 1985]. The �nal draft representation consists of a hybrid tree, whose top-levels are structuredin terms of rhetorical relations and whose bottom-levels are structured in terms of syntactic dependencies.Each substitution of a semantic tree by a syntactic tree during the mapping above corresponds to one of thepossible realization options encoded in the sentence planning heuristics and phrasal lexicon. Each syntactictree is annotated with the semantic tree that is realizes and the option realization that it represents. Afterthe full draft is built, each syntactic tree corresponding to a sentence is linearized.The syntactic tree of each sentence is then examined by an evaluation component which computes stylisticparameters such as the lexical lengths and syntactic depths of various constituents. When this componentdetects a constituent that is too long or too deep, weiveR backtracks to choose another sentence planningoption, resulting in an alternative draft. weiveR keeps track of the history of the options considered overmultiple revision cycles. weiveR also includes a facility for allowing a human editor to trigger similar back-tracking when she detects an ambiguity in the latest draft generated by weiveR. The issue of ambiguityis crucial in this work because weiveR generates Japanese, a language where constituent ordering is veryunderconstrained by syntax which leads to numerous semantic ambiguities. This aspect of weiveR under-lines the interesting prospect of the revision-based approach for integrating language generation facilities ina comprehensive computer-assisted document production environement.weiveR di�ers fundamentally from streak in that all the revision operations it performs are content-preserving. For example, these operations include adding punctuation, re-ordering constitiuents or replacingan embedded clause by a separate sentence. None of these operations make the draft more informative:only less ambiguous and more readable. Also weiveR does not attempt summarize the content it has toconvey and is not constrained by space. Finally, weiveR relies on a phrasal lexicon whereas streak uses aword-based lexicon.6.2.3 At what level to perform revision?Both Yazdani and Meteer (at least in her initial paper [Vaughan and McDonald 1986]) proposed performingrevision from an actual natural language draft. At that level, revision is a three-step process: (1) rediscoveringthe generator's input anew by interpreting its output using a text-understanding system, (2) evaluating thisoutput by matching its interpretation with the communicative goals that were input to the generator and(3) regeneration. The problem with this proposal is that the development of a text understanding systemremains in itself such a tremendous endeavor that it cannot realistically be contemplated as a substep inthe development of a revision component for generation, at least for generation-only applications like reportgeneration. Using an existing natural language understanding system is not an option either because eachof such systems works only for its very speci�c domain, sublanguage and application. Although some cross-150



domain robustness has been achieved by some parsing systems, their output is merely a partial parse treeannotated with some standard semantic features, which is far from the kind of thorough domain and goal-based interpretation needed to guide revision. This is why the other authors proposed, as I do, to performrevision directly on some representation of the draft internal to the generator. This is also perhaps why inher thesis [Meteer 1990], after having dismissed revision of an internal representation as mere \optimization"claiming \true revision" requires analyzing an actual natural language output, Meteer then proposes toperform revision on the Text-Structure, a level of representation internal to her spokesman generationsystem14.However, Meteer's distinction between \optimization" and \true revision" is pertinent because unless aninternal representation has some special characteristics, revising it may end up being closer to backtrackingand plan-elaboration during single-pass generation than it is to the draft reviewing and editing phase intwo-pass generation. Of course, every form of revision is indeed a form of global backtracking while searchingthe N-dimensional space of all generation alternatives. It is important though to distinguish draft revisionfrom local forms of backtracking restricted to a given class of generation choices. In my view, revising aninternal representation is clearly distinct from backtracking and/or plan elaboration if that representationhas the following characteristics: (1) it includes a layer \surfacey" enough to uniquely determine a naturallanguage utterance and (2) it includes all unretracted intermediate decisions that ultimately led to thatsurface layer.The �rst characteristic distinguishes draft revision from plan-elaboration because the latter is performedon a purely conceptual representation in one-to-many mapping with various natural language utterances.The second characteristic distinguishes draft revision from local backtracking because the whole spectrumof generation decisions is a�ected at once by a single revision15. The multi-layered FDs that streak usesto represent the current draft has both these characteristics. Its surface element, the Deep GrammaticalSpeci�cation (DGS) uniquely determines a natural language output via the defaults provided by surge forunspeci�ed input features. Moreover all its unretracted intermediate decisions are compiled in the DeepSemantic Speci�cation (DSS), the Surface Semantic Speci�cation (SSS) layers and the pointers maintainingthe correspondence between two contiguous layers. These intermediate decisions are also maintained in Yhinside its object system and in weiveR inside its history of annotated hybrid trees.Apart from distinguishing information-adding revision from plan-elaboration, the presence of a surfacelayer in the representation on which revision is performed is needed for another reason. As already noted inthe previous section, summarization inherently involves trading o� the conicting goals of informativeness,conciseness and readability. By multiplying the number of candidate facts to convey, dealing with historicalinformation only exacerbates the tension between these conicting goals.But factors like conciseness and readability directly depend on surface form and monitoring them cannotbe done by reasoning only at higher layers. In that sense, Meteer's Text-Structure remains too abstract.Although grammatical constituency is already decided at that level, many grammatical features and open-class lexical items with di�erent stylistic impacts are not yet speci�ed. The level of representation thatunequivocally determines a natural language utterance in spokesman is the Linguistic Speci�cation inputto mumble-86 [Meteer et al. 1987]. Using spokesman levels of representation, revising to adjust the trade-o� between informativity, conciseness and readability, would require acting upon both the Text-Structurelevel and the Linguistic Speci�cation level.Without being speci�c about the characteristics of the representation to revise, [Cline and Nutter 1991]also stressed the need for a representation to reect both content planning and surface realization decisions.[Wong and Simmons 1988] advocate performing revision using a blackboard. Although they are not speci�cabout what type of information is to be posted on the blackboard during revision, the inherent exibility ofsuch a mechanism would certainly allow manipulations to simultaneously a�ect several layers of decisions.In fact, the multi-layered FD representing the draft in streak can be viewed as a blackboard (cf. [Elhadadand Robin 1992] for a discussion of the special control mechanisms of fuf that render FDs blackboard-like).14Note that Meteer's proposal is for future work. SPOKESMAN does not perform revision.15In that sense, the hill-climbing phase of KDS [Mann and Moore 1981] is not revision but local backtracking.151



6.2.4 Revising to satisfy what goals?The revision goals considered by [Meteer 1991], [Gabriel 1988], [Wong and Simmons 1988] and [Inui etal. 1992] are purely stylistic. They are information-preserving revisions to make the draft more concise,clearer or more coherent. In contrast, streak performs information-adding revisions to make the draftmore informative. [Cline and Nutter 1991] propose performing both varieties of revisions. However, the typeof information-adding revision they propose (expanding during the revision of some unexpanded nodes of thetextual schemata used for content planning during the �rst pass16) operates at the discourse-level (additionof a sentence or a paragraph) whereas the revisions implemented in streak operate at the phrase-level(addition of a clause, group or even a single word).streak di�ers fundamentally from the the revision-based generators discussed so far in that it views asa way to gradually and opportunistically improve informative content of the report while keeping it shortand concise. This view brings together revision-based generation with another line of research, incrementalgeneration, reviewed in the next section.6.3 Related work in incremental generationIncremental generation has been investigated from three main perspectives: the AI perspective ofYh alreadydescribed in the previous section, the syntactic perspective of Tree Adjoining Grammars [Joshi et al. 1975]and the cognitive modelling perspective of ipf [De Smedt 1990]. I review research from these last twoperspectives in the following sections.6.3.1 Incremental generation and Tree Adjoining GrammarsAmong the various approaches to incremental generation either proposed or implemented in recent years, arecurrent theme is the use of Tree Adjoining Grammars (TAGs) as an underlying syntactic formalism. TAGshave had a long and complex history in two adjacent research �elds, formal language theory and naturallanguage parsing, before people started to try to use them for natural language generation. In what followsI therefore �rst briey overview the initial motivation of TAGs as well as their evolution from their inceptionto their use for generation. I then contrast the various TAG-based approaches to incremental generationwith the approach presented in this thesis and implemented in the system streak.6.3.1.1 Tree Adjoining GrammarsIntroduced by Joshi, TAGs [Joshi et al. 1975] originated in the �eld of formal language theory, as analternative to the various string rewrite formalisms, such as Context Free Grammars (CFGs) and ContextSensitive Grammars (CSGs), that had been put forward to study the computational complexity of botharti�cial and natural languages. The basic idea was twofold:� Switch the building blocks for characterizing language from at, unstructured strings to tree structures.� Restrict the possible ways of combining these building blocks to a single operation called adjoining.With this approach, the strings of language are no longer characterized, as in CFGs or CSGs, by a set ofrewrite rules on a set of elementary strings. Instead, the strings of the language are indirectly characterizedby a set of trees derivable through adjoining from a set of elementary trees. The strings are then availableby the standard left-to-right reading of the tree leaves.The adjoining operation involves merging two trees: an initial tree I containing a node of category X andan auxiliary A tree whose root is also of category X. Auxiliary trees have the special property of containinga leaf node whose category matches that of their root. This distinguished leaf node is called the foot node of16Or in Hovy's term, expanding growth-points [Hovy 1990].152
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[Mel'cuk and Pertsov 1987].As a result of these two extensions, TAGs could now be used to compositionally derive most syntacticstructures observed in natural languages. However, only lexical and syntactic constraints could inuence thecourse of the derivation: the nodes of the trees were only labeled by a word and/or a syntactic category.The need to model semantic and pragmatic constraints as well, led to the introduction of Functional TAGs[Vijay-Shanker 1992], where each tree node is associated with a feature structure. The functional uni�cationof these feature structures is used to constrain the adjoining and substitution operations. An auxiliary treeA can be adjoined (or substituted) to a node X of a tree T , only when the feature structure at the rootof A uni�es with the feature structure at X. The use of functional uni�cation was inspired by FunctionalUni�cation Grammars (FUGs) [Kay 1979]. However, the resulting functional TAGs are even closer to LexicalFunctional Grammars (LFGs) [Bresnan and Kaplan 1982], since they separate, on the one hand, dependencyand precedence constraints represented by the trees, and on the other hand, the other types constraintsrepresented by the feature structures, in very much the same way than LFGs. In LFGs dependency andprecedence is captured by the c-structure and the other constraints by the f-structure. As explained inAppendix B FUGs represent dependency and precedence uniformly with all other type constraints insidethe feature structures17 respectively using the cset and pattern features (cf. Section B.1 of Appendix B).The series of extensions above resulted from the desire to adapt a formalism initially designed as atheory of natural language competence to the needs of implementing grammars for parsing. A secondseries of extensions resulted from several attempts to adapt the formalism for the needs of implementinggrammars for generation. This trend of work again originated from a paper by [McDonald and Pustejovsky1985] in which they point out the similarity between the adjoining operation of TAGs and the attachementoperation used in their system mumble [Meteer et al. 1987]. Like surge used in this thesis and nigel[Mann and Matthiessen 1983], developped at ISI, mumble is a portable syntactic processing front-end forthe development of generation applications. It accepts as input a skeletal lexico-syntactic tree (called alinguistic spec�cation) and incorporates a fairly extensive portion of the English grammar. In constrast tosurge which encodes the syntactic grammar declaratively as an FG, mumble encodes it procedurally asa set of lisp functions18. nigel does a little bit of both, encoding the functional aspects of the grammardeclaratively in a system network and its structural aspects procedurally as lisp functions called realizationstatements.The interest of TAGs for generation continued with a paper by [Joshi 1987] comparing TAGs and CFGsand arguing that two properties of TAGs, extended domain of locality and exible word-ordering speci�-cation, make TAGs more suitable to generation than CFGs. Four things must be noted concerning thiscomparison:� It does not present an implemented TAG grammar for generation but rather contrast the two formalismsin terms of their general characteristics on illustrative example sentences.� CFGs have been rarely used for the development of natural language generation systems (FUGs remainsthe most widely used formalism in generation). An exception to this general trend, may be thearea of reversible grammars [Strzalkowski 1994]. Researchers in this �eld attempt to circumscribe aminimal set of modi�cations and extensions allowing the computational grammars and formalisms theydeveloped for parsing to be re-used for generation as well. The hope is that for applications such asquestion/answering systems or interlingual machine translation where both a parser and a generatorare needed, a reversible grammar would avoid duplicating the e�ort of writing the grammar rules twice(once for each module)19.� As pointed out in the paper itself ([Joshi 1987], p.243), the extended domain of locality of TAGs is alsoa property of FUGs. The exible word-ordering speci�cation property of TAGs (possible only for TAGsof the LD/LP variety discussed below) is also shared with FUGs (at least in the fuf implementation17The particular feature structures of FUGs are called Functional Descriptions (FDs).18With all the well-known software engineering drawbacks of procedual representations.19This agenda seems to be strongly motivated by a desire of uniformity and formal elegance. From a purely practical,engineering viewpoint, the use of available stand-alone syntactic grammars for generation such as surge or nigel, whosecoverage is already extensive and gradually being extended, seems a cost-e�cient alternative for the development of suchsystems. 155



of FUGs, using paths in the pattern meta-feature as explained in Section B.2.1 of Appendix B). Itmust be noted however, that the limited power of TAGs (at least of pure TAGs) with its the desirableconsequences in terms of computational complexity is not shared by FUGs.� Joshi is not explicit concerning what variety of TAGs is compared with CFGs, but since he mentionsonly adjoining as way of combining elementary trees, it seems to describe pure TAGs rather thanany of the extensions presented above that rendered TAGs practically usable for parsing. Withoutthe operation of substitution that allows the derivation of syntactic structures from individual words,using TAGs for generation would require the use of a phrasal lexicon such as those of ana [Kukich1983], phred [Jacobs 1985] or pauline [Hovy 1988], with the limitations of this approach with respectto scalability discussed in section 6.1.420.Considering this last remark it comes as no surprise that all subsequent proposals to adapt TAGs to thespeci�c needs of generation used lexicalized TAGs as their starting point. Within this line of research, threemain e�orts have been:� LD/LP TAGs [Harbusch 1994]� Synchronous TAGs [Shieber and Shabes 1991].� Systemic TAGs [Yang et al. 1991] [McCoy et al. 1992].LD/LP TAGs (Local Dependence / Linear Precedence Tree Adjoining Grammars) depart from the regu-lar lexicalized TAGs used for parsing in that they separate the expression of dependency constraints amongconstituents from the expression of precedence constraints among these constituents. These two types ofconstraints are implicitly compiled in the syntactic trees that are the building blocks of regular TAGs. Forexample the constraints encoded by the tree L2 in of Fig. 6.8 can be alternatively modularly encoded asfollows:dominate(S,NP1)dominate(S,VP)dominate(VP,V)dominate(VP,NP)dominate(V,attacked)precede(NP,VP)precede(V,NP)This departure from lexicalized TAGs can be viewed as the logical continuation of the departure frompure TAGs to lexicalized TAGs in the evolution of the formalism towards more compositionality. LD/LPTAGs seems to constitute the �nal step in this evolution where the formalism has gone full circle to abandonits original distinctive characteristic: the use of syntactic trees as primitive elements. Indeed, in the waythey separate the expression of dependency and precedence, LD/LP TAGs seem to stand closer to FUGs -where dependence is expressed using the cset feature and precedence using the pattern feature - than toother TAGs. This separation in expression allows LD/LP TAGs to decompose syntactic processing into twomodules: one specifying a (possibly partial) syntactic structure and another linearizing this structure into alinguistic string. This decomposition parallels the division in surge between the grammar proper and thelinearizer (cf. Section B.2.1 of Appendix B).LD/LP TAGs have been used in the multi-media presentation system wip [Andre et al. 1993] [Wahlsteret al. 1993]. This system generates both graphics and natural language to provide explanations on how tooperate an esspresso machine. In this type of application the emphasis is on the de�nition of the overallsystem architecture and on the task of coordinating the two media. The natural language generator isessentially used to produce locative sentences such as: \The on/o� switch is located in the upper left cornerof the picture". In the comparable system comet [McKeown et al. 1990] which generates coordinated textual20For the example sentence of Fig. 6.8 above, the two phrasal patterns S1 = \How many ships S Iraq attacked" and S2 =\Iraq had said S" (where the S in each pattern indicating the node where adjoining can occur) would need to be stored as awhole in the lexicon. 156
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Input: ((speech-act wh-question)(wh-it {phenomenon actor})(tense past)(process "think")(actor "you")(phenomenon ((process "hit")(tense past)(actee "john")(actor ((type person)(id question))))))Output: ``Who did you think hit John?''Figure 6.11: Example input/output of a systemic TAG generatorTwo example mapping rules are given in Fig. 6.10. Each associates a logical form on the right with alinguistic tree on the left. The thick link between the two indicates the correspondence between the anchorpoints where adjoining can occur on each side. The idea of synchronous TAGs is that, since these mappingrules are reversible, generation of the syntactic structure can be carried out by parsing the logical formusing the semantic TAG. Each time a semantic tree is recognized, adjoined or substituted in the logical formbeing parsed, the mapping rule associated with the semantic tree is �red and as a side e�ect a correspondingsyntactic tree is also chosen, adjoined or substituted. Generation of the linguistic output thus becomes a sidee�ect of parsing the logical input. For example, parsing the tree corresponding to logical form LF1 abovewould result in the generation of the syntactic tree I+A in Fig. 6.8. Although very ingenious and appealingin theory, it remains to be seen whether this approach will turn out to be practical for the implementationof a generation application21.Systemic TAGs fully integrate the formalisms of systemic grammars and tree adjoining grammars. Agenerator based on a systemic TAG accepts as input a feature structure such as the one given in Fig. 6.1122.It is similar to the input accepted by surge in that it is structured in terms of thematic roles inspiredfrom systemic linguistics. It di�ers in that it also speci�es the closed-class words, that surge chooses on itsown. The constituent structure of the input is traversed top-down, starting from the top-level clause andrecursing on subconstituents. Each constituent is then passed through a systemic network encoding syntacticalternatives such as the various mapping of thematic roles into syntactic roles depending on constraints likedative or voice. The traversal of a subnetwork results in:� The selection of an elementary TAG tree realizing the input constituent.� The next subnetwork(s) to enter.� A set of features to propagate to this next network(s).The networks of systemic TAGs are thus exactly similar to those of nigel [Mann and Matthiessen 1983],a portable syntactic front-end for generation applications based solely on systemic grammars. The di�erencebetween the two lies in the way they build the syntactic structures satisfying the contraints accumulatedduring the systemic network traversal. For this task, nigel recourse to lisp procedures, whereas a systemicTAG uses the adjoining and substitution operations of TAGs. In that respect, systemic TAGs presents theadvantage of being declarative instead of procedural. However, a generator based on systemic TAGs relieson an heterogeneous set of three declarative knowledge sources: the input feature structure, the systemicnetwork and the TAG trees. It thus requires the implementation of three distinct interpreters, one for each21Given the tricky control issues generally raised by the detailed procedural executions of reversible declarative models.22Adapted to the fuf notation used for feature structures in this thesis.158



source, plus a global control mechanism to control their interaction. This is in contrast with the simplicityand ecomony of a FUG-based generator such as fuf which relies only on the single operation of top-downrecursive uni�cation to perform the same task.6.3.1.2 Contrast between STREAK and TAG-based approaches to incremental generationIn the previous section, I overviewed TAGs as a grammatical formalism and whenever relevant, contrastedthem with FUGs, the grammatical formalismused in this thesis. I also surveyed the approaches to incremen-tal generation proposed or implemented by the proponents of TAGs. In this section, I focus on contrastingthese approaches with the approach to incremental generation implemented in streak. It di�ers from theTAG-based approaches with respect to three fundamental aspects:� Monotonicity of the incremental generation process.� Levels of processing incrementally performed.� Emphasis of the research e�ort.I elaborate on each of these aspects in what follows.6.3.1.3 MonotonicityThe most important di�erence between streak and TAG-based approaches to incremental generation isthat the latter are limited to monotonic operations on the sentence structure under construction. Both theadjoining and substitution operations of TAGs only further elaborate the sentence structure while preservingthe expression of its original content. As opposed to streak, TAG-based generators never genuinely revisethe sentence structure, altering the expression of its original content in order to accomodate a new fact.One of the most signi�cant contribution of this thesis is precisely to show that relying only on elaborationonly does not allow a generator to produce the most condensed linguistic forms needed in summarizationapplications such as newswire stories. The present thesis extends the scope of incremental generation researchto encompass work on revision-based generation.In spite of being hailed as especially suited for incremental generation, TAGs were deliberately designedto be monotonic (cf. [Shieber and Shabes 1991], p.226). They therefore do not present any advantage overother monotonic grammatical formalisms for the development of a non-monotic, opportunistic generator likestreak. Implementing streak with TAGs would have required working out yet another extension of theformalism. The grammatical formalism chosen for the development of streak, FUGs, was also originallymonotonic. The extension of the formalism to suit the special needs of non-monotonic applications isdescribed in Section B.1.3.7 of Appendix B. The advantage of FUGs over TAGs for the development ofstreak lays primarily in the availability of the fuf/surge package. It allowed for a declarative anduniform implementation of all the components and provided an extensive initial syntactic coverage. It is thedeclarative nature of surge that rendered practical the extensions of its coverage to the target sub-languageof streak23. In constrast, the procedural nature of mumble - the only available TAG-based generationgrammar of English with a signi�cant initial coverage24 - would have made such extensions hardly possiblefor an outsider.In terms of speci�c transformations, the adjoining operation of TAGs corresponds to the following setof streak revision operations:� The cases of adjoin25, where a constituent of higher syntactic rank is adjoined to a constituent ofstrictly lower rank (e.g., adjoin of relative clause to NP but not adjoin of temporal NP to clause).� The cases of absorb, where the syntactic category of the absorbed and absorbing constituents match.23And beyond, as described in Section B.3 of Appendix B.24At the time I started the implementation of streak.25Calling this transformation adjoin when it precisely corresponds a TAG operation that is not adjoining is admittedlyconfusing. However, I have to stick to this denomination for the sake of consistency with my previous publications.159



� conjoin and append.The substitution operation of lexicalized TAGs corresponds to the remaining cases of adjoin andabsorb. No TAG operation corresponds to any of the non-monotonic revision operations of streak.6.3.1.4 Levels of incremental processingstreak also di�er from TAG-based approaches to incremental generation in that it handles three levels ofprocessing incrementally: the deep semantic level, the surface semantic level and the deep syntactic level.The revision tools of streak simultaneously alter the DSS (deep semantic), SSS (surface semantic) and DGS(deep syntax) layers of sentence representation. Among TAG-based approaches to incremental generationthe only one where transformations also simultaneously a�ect several layers of sentence representation issynchronous TAGs. Both the logical form, which represents the sentence at the surface semantic level andthe TAG tree which represents it at the surface syntactic level are incrementally processed. Compared tostreak it is thus more super�cial and comprises only two layers. The three other approaches, mumble,systemic TAGs and LD/LP TAGs seem to incrementally manipulate only the surface syntactic representationof the sentence.6.3.1.5 Research emphasisA third di�erence between the research presented in this thesis and related work on TAG-based incrementalgeneration lies in their respective emphasis and orientation. Research revolving around TAGs tend toemphasizes formalism over data (the same few example sentences are found meticulously re-analyzed overmulitiple publications by the proponents of each new modi�cation of the formalism). In constrast, with itsextensive set of revision operations and its wide coverage of syntactic forms (in surge-2.0), the researchpresented in this thesis emphasizes data over formalism.With it wealth of formal de�nitions, TAG-centered research is also theoretically oriented. New propos-als tend to be evaluated for the elegance or computational properties of their formal characterization. Inconstrast, with its pervasive reliance on corpus data, the present research is empirically oriented. It evalu-ates the new concepts it proposes by implementing a practical generation application (summarization andcontextualization of quantitative data) and by cross-examining corpus data across domains.The research presented in this thesis is thus best viewed as bringing insights to the problem of incrementalgeneration that nicely complement those of TAG-centered research.6.3.2 Incremental generation in IPFAside from the TAG-based approaches, another line of research in incremental generation is due to [De Smedtand Kempen 1987] and [De Smedt 1990]. It is encapsulated in the system ipf (Incremental Parallel Formula-tor). ipf and streak investigate incremental generation topics that are almost entirely mutually exclusive.They aim at di�erent types of output, model di�erent levels of incremental processing, and encode di�erentsets of transformations.ipf is a simulation system whose goal is to provide an experimental testbed for cognitive models aboutthe production of spontaneous speech, with special emphasis on errors and hesitations. This goal thusstands in sharp contrast with that of streak, which aims to model the production of carefully planned andedited written texts. This di�erence in output medium has consequences in terms of output complexity. Inspontaneous speeches, sentences tend to be short since they are limited by the short-term memory of thespeaker. Thus, ipf focuses on simulating the production of simple sentences such as \Otto eats an Apple"or \John and Mary seem to be at the party" (these are example of error-free sentences, examples simulatingerrors are given later on). In constrast, streak focuses on modelling the planning and editing of the lengthywritten sentences used for summarizing and contextualizing complex events.160



As input, ipf takes the equivalent of a skeletal lexicalized syntactic tree but speci�ed procedurally as alisp function. Except for its procedural encoding, this input thus contains the same information as the inputsto surge or mumble. In streak, all the incremental processing concerns building such a skeletal lexicalizedsyntactic tree. Once built, this tree is then non-incrementally processed by surge. Thus, while streakworks incrementally at the deep semantic, surface semantic and deep syntactic levels, ipf functions at thesurface syntactic level. Among systems specializing at that level, ipf, mumble and surge form a continuum.The sole goal of ipf is cognitive modelling, which can be done with its small grammar. In constrast, thesole goal of surge is portability across di�erent practical generation applications, which requires a widesyntactic coverage. mumble attempts to reconcile both goals within a single system. Within the grammar,ipf separates the expression of dependency and precedence constraints and is lexically driven. It thus seemsvery close to the LD/LP lexicalized TAGs used in wip and discussed in the previous section.In [De Smedt and Kempen 1987], the authors distinguish between six types of incremental additions tosentence structure during speech production26:1. upward expansion, where the added fragment dominates the base fragment, e.g., \John and Maryare".2. downward expansion, where the base fragment dominates the added fragment, e.g., \John and Maryare at the party".3. insertion, where the added fragment splices the base fragment, e.g., \John and Mary seem to be atthe party".4. coordination, where the base and added fragments are at the same structural level, e.g., \John, Peterand Mary ... and Anne"5. reformulation, where part of the base fragment is contradicted by the added fragment, e.g., \Youshould have sent that letter ...uh... handed it over"6. lemma substitution, where part of the base fragment is specialized by the added fragment, e.g., \Doyou really want to buy that record ...uh... compact disc ?"There are two things to note about these incremental additions. First, the self-corrections contained inthe last two types of additions are semantically non-monotic while remaining syntactically monotonic. Sucha discrepency is peculiar to spontaneous speech and not available for written texts. None of the additionsabove are both semantically and syntactically non-monotonic as the most sophisticated revision operationsimplemented in streak.Second, additions such as (1) allow both the input and output of the addition to be syntactically incom-plete (hence the name fragment). This is also excluded for written texts. In streak,both the input andoutput of a revision are required to be complete, grammatical sentences.Aside from these important di�erences, it is still possible to establish some correspondence between theseadditions and the operations used in streak and TAG-based approaches. upward expansion corresponds tosome absorb cases in streak and to lowering attachment in mumble. downward expansion correspondsto adjoin in streak and to substitution in lexicalized TAGs. insertion corresponds to some otherabsorb cases in streak, to splicing attachment in mumble and to adjoining in TAGs. Coordinationcorrespond to coordinative conjoin in streak.In conclusion, ipf brings insights to the problem of incremental generation that complement both thoseof streak and of TAG-centered research.6.4 Related work in evaluation for generationPrevious work in evaluation methods, especially quantitative ones, for language generation is very scarce.The reasons for this scarcity were discussed in section 5.1. In most cases, di�erent approaches are compared26In each example, the fragment added by the increment is highlighted in bold and \..." indicates an hesitation.161



only qualitatively on a few well-chosen examples. The output of a generation system is considered satisfyingwhen it produce grammatical sentences that are judged semantically accurate for the restricted sublanguageof the application. Issues such as coverage, extensibility and portability are discussed only qualitativelyand rarely in much detail. The two notable exceptions to this general trend are the dissertations of Kukich[Kukich 1983] and Elhadad [Elhadad 1993b].Kukich dedicates a full chapter to evaluation. She de�nes and estimates several quantitative parameters.These parameters compare the knowledge structures abstracted during a single round of corpus analysis withthe knowlege structures actually implemented in the generator ana. They thus quantitatively measure thecoverage of one particular implementation with respect to one sample of the target sublanguage. This is insharp contrast with the coverage evaluation presented in this thesis which evaluates a generation model (therevision-based microcoded approach) and estimates the inuence of sublanguage sample size on knowledgeacquisition in general. Kukich also discusses in some detail the same-domain extensibility and portabilityof the one-pass macrocoded generation model that she proposes. However, this discussion remains onlyqualitative. In contrast, I carried out a quantitative evaluation of these two properties for the revision-basedmicrocoded model that I propose.Elhadad briey discusses evaluation in the conclusion of his thesis. One of the three main contributionsof his work is the development of the response generator for the question-answering system advisor-II.The system assists students planning their schedule for a semester. One the many important novelties ofadvisor-II is its ability to generate linguistic constructs that express a subjective evaluation of the objectivecontent also conveyed in the response. These constructs, that Elhadad calls \evaluative expressions", includeargumentative connectives (e.g., \although"), judgment determiners (e.g., \lots of") and scalar adjectives(e.g., \di�cult"). Elhadad quantitatively evaluates the importance of such expressions by measuring theirfrequency of occurrence in a corpus advising session transcripts. Such measurement is similar to the per-centage of newswire summary sentences containing oating concepts and/or historical information given inChapter 2 of the present thesis. As an evaluation, these frequencies concerns only the issues addressed bythe advisor-II, not the solution that the system brings to these issues. Elhadad evaluates the solution onlyin qualitative terms. This is in contrast with the present thesis where both the issues addressed and thesolutions proposed are quantitatively evaluated.
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Chapter 7ConclusionTo conclude this thesis I �rst revisit the contributions it makes to several sub�elds in natural languagegeneration. I then discuss the limitations of the present work and the future directions in which it could beextended.7.1 ContributionsIn Section 1.3, I introduced the contributions this thesis makes to the �eld of natural language generation.I now revisit these contributions, specifying which of the following �ve subareas of language generation theyare part of: summarization applications, system architecture, revision and incremental processing, evaluationand portable syntactic front-ends.7.1.1 Contributions to summary report generationThe major contribution of this thesis to summary report generation is that it is the �rst to address to thethree following issues:� Providing the historical background for the summarized event.� Planning and realizing sentences as complex and informative as human writers.� Performing linguistic summarization below the sentence rank.streak is the �rst summary report generator to provide the historical background of the new factsit reports. It thus not only summarizes a particular event but also contextualizes it. This constitutes asigni�cant step towards bridging the gap between computer-generated reports and their human-generatedcounterparts. Conveying historical information allows for a much broader coverage. A generator ignoringsuch information could at best cover 35% of the sentences from the corpus of human-written summaries Ianalyzed. Taking into account the historical context also allows for a smarter choice of the new facts toreport, since the relevance of a new fact is largely dependent on its historical signi�cance.streak is also the �rst generator that deliberately attempts to pack as many facts as possible within asingle sentence. As a result, streak generates sentences up to the maximum complexity level observed inhuman-written summaries (46 words long, 10 levels deep, conveying 12 facts). Previous work focused on thegeneration of paragraphs where each sentence was signi�cantly simpler (not over about 34 words, 6 levelsdeep) and less informative (no more than 6 facts).Finally streak is the �rst generator performing linguistic summarization at the group and clause ranks.In previous work, this issue was investigated only at the sentence rank. The combined abilities to generatemore complex sentences and to convey facts by adding only a few words in well chosen constituents allows163



streak to produce more concise summaries, conveying more information (in some cases twice as much) inthe same limited space.Another contribution of this thesis is the corpus-based approach underlying the development of streak.This step-by-step methodology can be followed for the development of report generators in any applicationdomain. It facilitates the four most delicate phases in the development of a generation system:� Architecture design (as explained in Chapter 3)� Knowledge acquisition (as explained in Chapter 2)� Evaluation and testing (as explained in Chapter 5)� De�nition of stylistic preferencesThe last point, de�ning stylistic preferences to choose among the di�erent valid expressions of eachconcept combination in a given application domain is one of the most elusive generation problem. Withoutthe guidance of corpus data, all grammatically correct forms need to be considered and solid evidencesupporting any preference criteria is generally lacking. The corpus-based approach o�ers a very practicalanswer to this problem: consider only corpus occurring forms and choose between them in a semi-randomfashion mimicking their respective frequency of occurrence in the corpus.7.1.2 Contributions to generation architectureThe contribution of this thesis to generation architecture is the design of a new text generation model where a�rst draft conveying obligatory content with little expressive variation is incrementally revised to incorporatesupplementary content with much expressive variation. This new model improves on previously proposedones in that:� It makes the generation process more exible by allowing the decisions of which supplementary contentgets included in the generated text as well as where and how they are conveyed to be made undera combination of semantic, lexical, syntactic and stylistic constraints. In particular, it allows usinglinguistic factors to monitor content planning, a requirement when concisely expressing the content of awhole paragraph in a single sentence without letting that sentence grow so complex as to be unreadable.This added exibility thus allows the generator to express itself with a uency more comparable tothat of human writers.� It makes the generation process more compositional in two orthogonal ways: by building sentencesincrementally through a set of revision cycles and by separating the syntagmatic aspect of contentrealization (i.e., the organization of content units inside the sentence) from its paradigmatic aspect(i.e., the lexicalization of the individual units). This added compositionality facilitates the acquisitionand extension of the generator's knowledge sources.� It is more cognitively plausible for the generation of complex written sentences (as explained in Sec-tion 3.2.2).This new model was shown operational by the implementation of the system streak. It was also shown tobe far more robust than the traditional macrocoded one-shot generation model. In particular, a quantitativecomparison of these two models (cf. Section 5.2) revealed that, in the average, the revision-based modelmultiplies coverage by over 2.5 and improves extensibility by almost a third.Another interesting aspect of this new generation model is that it combines a unique set of propertieswhose desirability had been independently advocated in previous work:� It distinguishes between foreground content to convey obligatorily and background content to conveyopportunistically [Rubino� 1992]� It realizes oating facts across di�erent linguistic ranks [Elhadad 1993b].� It can conate the expression of several facts within a single word [Elhadad 1993b]164



� It uses declarative knowledge sources [Nogier 1990] [Polguere 1990].� It is strati�cational and modular [Polguere 1990].� It uses a uniform underlying formalism (functional descriptions) to represent utterances at all levels ofabstraction and all linguistic ranks [Simonin 1985] [Dale 1992] [Elhadad 1993b].� It interleaves planning and realization [Appelt 1985] [Hovy 1988].7.1.3 Contributions to revision-based generation and incremental generationThe major contribution of this thesis to revision-based generation and incremental generation is the extensiveset of revision rules to incrementally incorporate quantitative and historical data in a given draft expressingrelated information. These revision rules constitute a new type of linguistic knowledge integrating semantic,lexical, syntactic and stylistic constraints. It is the �rst set of linguistic resources speci�cally geared towardsincremental language generation to be based on a systematic, �ne-grained corpus analysis. These revisionrules were classi�ed in a hierarchy of 141 classes and sub-classes. Their operationality was demonstratedby their implementation as a functional uni�cation grammar in streak. Their relevance to quantitativedomains other than the sports domain in which they were acquired was demonstrated by the fact thatexamples of their use were found in the �nancial domain for all 9 top-level classes and for a majority of the53 bottom-level classes.The other contribution that this thesis make to these two lines of research is to bring them together forthe �rst time. Previous work on revision-based generation was limited to content-preserving transformationsand previous work on incremental generation which was limited to monotonic draft elaborations. This thesisshows that in order to concisely accommodate a new content unit onto a draft sentence it is at times necessaryto reformulate the original content of this draft through revisions.7.1.4 Contributions to evaluation in generationAnother major contribution of this thesis is that it addresses the issue of evaluation in generation to a fargreater extent than any previous work. In particular the three evaluations described in this thesis constitutethe �rst attempt to:� Quantify how much of a given sublanguage can be captured by various knowledge structures used forlanguage generation and acquired by analyzing a sample of this sublanguage. It shows that in theaverage almost 80% of a year sample of the sublanguage can be covered by the revision rules acquiredusing a sample from another year.� Quantitatively comparing di�erent generation models and measuring the gain of modularity. It showsthat revision-based generation is about 2.5 times more robust and a third more extensible than one-shotgeneration.� Quantitatively assessing the degree of domain-dependence of knowledge structures used for generationand acquired from texts in a single domain. It shows that about 2/3 of the revision rules observed insport reports are also used in stock market reports.7.1.5 Contributions to SURGEThe contributions of this thesis to the portable syntactic generation front-end surge is to have extended itswide coverage at two essential linguistic ranks: nominals and complex sentences. At the complex sentencerank, I have added 78 <semantic-role,syntactic-category> realization pairs to the 16 original pairs of theadverbial sub-grammar. This extension resulted both from the addition of 22 new semantic roles and froma better coverage of the realization options for the 10 original semantic roles. At the nominal rank, I haveadded 10 realization pairs to the 20 that surge-1.0 already covered.165



Since surge-1.0 already had a wide coverage at the determiner and simple clause ranks, surge-2.0 thushas a wide coverage at all four main linguistic ranks. This extended coverage combined with the ease of usethat it derives from the uniformity, bi-directionality and declarativity of the underlying functional uni�ca-tion formalism makes it the best portable syntactic processing front-end for the development of generationapplications available today. Since its development, surge-2.0 has been used as the syntactic front-end inthree generation applications other than streak.7.2 Limitations and future workIn this section I survey the limitations and future agenda of the research presented in this thesis. I �rst discussthe limitations of the fuf/surge software, starting with the implementation related ones which a�ect theperformance of streak, and continuing with the more design related ones which a�ect the versatility of thepackage independently of its particular usage for the development of streak. I then discuss the limitationsof the current implementation of streak not related to its reliance on fuf. I then depart from the focus ofthis thesis and discuss in what directions it could be extended. These directions have essentially two di�erentaspects: (1) addressing the whole range of language generation beyond the phrase level content planningand content realization subtasks on which this thesis focused and (2) carrying out further evaluations.7.2.1 Limitations linked to the use of FUF7.2.1.1 Speeding up the revision processOne of the main limitations of the current implementation of streak is that it is quite slow. This is especiallytrue for the generation of sentences approaching the complexity limit observed in the corpus. Example run1 presented in Section 4.4.1, where streak incrementally generates a 43 word sentence of syntactic depth8 through �ve revision steps, took, for example, 2hr 18min 37sec. All the run times discussed here wereobtained with a compiled version of the lucid common lisp code of streak, including the fuf/surgepackage, and performed on a sparc-10 sun workstation. In what follows, I briey discuss the main source ofthis ine�ciency and what could be done about it. Fortunately, it turns out to largely result from an artifactof the current implementation of fuf, which was inconsequential for the monotonic computations for which itwas originally intended, but which renders it very ine�cient for the non-monotonic computations performedin streak. Several projects currently under way at Ben Gurion University of the Negev are exploring variousstrategies to re-implement fuf more e�ciently. As we shall see, they should bring tremendous improvementto the run time of streak.In example run 1 mentioned above, the generation of the initial basic draft, before revision starts, tookonly 21sec. It is thus clearly the way revision is implemented that slows down the overall generation process.However, it is not so much the number of revisions involved that is a factor as it is the complexity ofthe sentences being revised. Example run 4 commented in Section C.20 of appendix C, involving sevenrevisions completed in only 43min 12sec. The di�erence between run 1 and run 4 is that, in run 1, revisionswhere chained to generate an increasingly complex sentence, whereas in run 4, each revision was carried outindependently on the same basic draft to demonstrate the paraphrasing power of the system.streak is thus fast in generating draft sentences, yet slow to revise them, especially as they become morecomplex. This observation points to the fuf functions that were specially developed to perform the cut andpaste operations needed for implementing non-monotonic revisions as the probable source of this ine�ciency.These functions, presented in Section B.1.3.7 of Appendix B, are insert-fdwhich pastes a smaller FD insidea larger FD as a sub-FD under a given path and relocate which conversely cuts as a self-contained smallerFD, a sub-FD under a given path inside a larger FD. I measured the respective proportion of total runtime spent in these two functions on example run 1. The amount of time spent in calls to insert-fd wasnegligible. In contrast, the amount of time spent in calls to relocate was tremendous: it accounted for 83%of the total run time. Without these calls this total run time could be brought down under 23min.When and why is relocate called during the course of the incremental revision process and could it be166



FD0 = ((b {a})(d ((e {a c})))(a ((c 1))))FD1 = ((b ((c 1)))(d ((e {b c})))(a {b}))FD2 = ((b {a})(a ((c 1)))(d ((e {b c}))))Figure 7.1: Canonic and non-canonic list representations of the same FDavoided? To answer these questions, it is necessary to recall that the building blocks of the revision processare the following revision actions (introduced in Section 4.3.3.1):� add-fd which pastes, using insert-fd, an additional feature (whose value is not a path) inside therevision workspace.� add-path which pastes, using fu, an additional equation between two features inside the revisionworkspace.� del-fd which removes, using top-gdpp, a feature inside the revision workspace.� cp-fd which pastes in the revision workspace a copy of another feature in that workspace; the copy isobtained using relocate and the pasting is done using insert-fd.� map-fd which calls the phrase planner or lexicalizer on a copy of a given feature in the revisionworkspace and then pastes the result of the call to another location in the workspace; the copy isobtained using relocate, the phrase planner or lexicalizer maps this copy using uni-fd and themapping result is pasted using insert-fd.It is also necessary to recall that there are several possible list representations for a given FD. For example,the three lists in Fig. 7.1 represent the same FD. In contrast, an FD is uniquely represented by a graph. Thegraph corresponding to the lists of Fig. 7.1 is given in Fig. 7.2.FD0 in Fig. 7.1 is the canonic list representation: all its paths are direct and its non-path values arelocated under the shortest (or in case of a tie, the �rst in alphabetical order) path among the equatedfeatures. So for example the value 1 is placed under {a c} rather than under {d e} that also points to itin the graph. FD1 is non-canonic because physical representatives are not all under the canonic path. Forexample, 1 is placed under {b c} instead of {a c} violating the alphabetical convention. FD2 is non-canonicbecause it contains an indirect path: {b c} where the value of b is itself a pointer, {a}.The version 5.3 of fuf that I used to implement streak represents FDs as lists. The revision actionslisted above appear in the Right Hand Side of streak's revision rules. Before the revision rule interpreterapplies any of these actions it is imperative that the list Ld representing the FD which encodes the currentdraft, be in canonic form. Only such form allows predicting by looking at the features in a path, whether thevalue down this path in Ld is itself a path or not. Without such knowledge it would be impossible during thewriting of a revision rule to determine whether the appropriate action to apply under a given path shouldbe an add-fd or an add-path. This di�culty is illustrated by the set of revision actions to build the canonicFD0 from scratch:(add-fd ((c 1)) {a}) 167



(add-path {a} {b})(add-path {a c} {d e})These have nothing in commonwith the corresponding the set of revision actions to build the non-canonicFD1 representing the same FD:(add-path {b} {a})(add-fd ((c 1)) {b})(add-path {b c} {d e})Though writing revision rules requires assuming that they will be applied to a canonic form FD, theversion 5.3 of fuf in which streak was implemented, the uni�cation operation does not preserve thecanonic FDs being uni�ed. This unfortunate property is illustrated by the following example run:> (setf FD3 (fu FD0 '((f {a c}))))((b {a})(d ((e {a c})))(a ((c 1)))(f {a c}))> (setf FD4 (canonize FD3))((b {a})(d ((e {f})))(a ((c {f})))(f 1))In FD3, the physical represent of the class of equivalent paths: ({d e}, {a c}, {f}) is not locatedunder the shortest path of the class, {f}, but instead under the longer {a c}. FD3 is thus non-canonic.The canonic list representation of the FD resulting from this uni�cation operation is FD4. Since severalrevision actions, such as add-path and map-fd rely on uni�cation, after each such action, the draft must bere-canonized before the application of the next action. This canonization is done by calling relocate (whichis guaranteed to produce a canonic FD as explained in Section B.1.3.7 of Appendix B.) on the draft FDwith a empty (i.e., {}) relocation path.During the application of a revision rule, relocate is thus called in two di�erent types of circumstances:1. To canonize the onion-layer FD representing the whole draft after the application of an action thatmay have altered its canonicity.
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Figure 7.2: Unique graph corresponding to the lists of Fig. 7.1168



2. To cut from the whole draft structure a sub-structure which constitutes the scope of a cp-fd or map-fdrevision action.In example run 1, 58% of the overall run time is spent in relocations called for canonization purposes and24% in relocations called for the purpose of cutting sub-FDs. Skaliar [Skaliar 1994] describes an on-goinge�ort to implement a new version of fuf which internally represents FDs directly as quotient sets as opposedto lists as in the current version. Such graph-based version would prevent the need for re-canonization, thusalready more than halving the worst-case run time of streak. Furthermore, as explained in Section B.1.3.7of Appendix B, relocate consists of three internal steps:1. Convert the larger FD to quotient set form.2. Compute the quotient set of the sub-FD under the cutting scope.3. Convert back the sub-FD quotient set into list form.With a graph-based version, since all FDs are already in quotient set form, only the second step isrequired. Since this second step is of negligible duration compared to the two others, the remaining run timespent for relocation with the current list-based version would also virtually disappear. Using such a version,the run time for the most complex sentences would thus fall down to under 25min.This last run time would be for an interpreted graph-based version. Two other projects currently at theirinception, involve the development of two compilers for fuf programs: one whose object code is compiledcommon-lisp code and another whose object code is compiledC code. The compiled lisp version is expected(cf. Elhadad, personal communication) to reduce the average run time of a typical fuf program by 10 andthe compiled C version by 20 . With these expected optimizations, the run time of streak to generate themost complex sentences observed in the corpus of human-written summaries would fall to the order of theminute.Note that for the generation of written reports much slower run time is acceptable in the context ofpractical applications for which the architecture of streak was designed. Written reports can be generatedo�-line. Even though there is some time pressure involved in generating texts such as newswire stories, itis in no way comparable to the pressure involved in other generation applications such as the production ofresponses in an interactive dialog system.7.2.1.2 Negation and variable attributesThe revision rules of streak are, as they stand, already very generic. This genericalness is achieved by twoproperties of streak's architecture. The �rst property is the top-down traversal of the draft constituentstructure built in the revision rule interpreter. This traversal allows the revision rules to be local to agiven type of constituent, independently of where this constituent appears in the particular draft structureat hand. The second property is the map-fd action that allows revision rules to specify only where andhow to attach the new constituent expressing the content unit added to the draft by the revision, leavingthe responsibility of specifying the internal structure and linguistic form of this new constituent to phraseplanning and lexicalization rules.Two aspects of fuf as the underlying programming language of streak prevent the expression of evenmore generic revision rules. The �rst aspect is the absence of an elegant way to express negative constraintsin fuf and consequently in the LHS of streak's revision rules. The only way to encode such constraintsin the current implementation is to rely on the procedural meta-attribute control, as in the example LHSbelow:;; Additional game statistic by a different player;; than the one with which it is coordinated((lhs ((CONTROL (not (eq (get-adss-carrier ,n)(get-conjoined-stat-carrier)))))))169



Had fuf a meta-attribute to express negation, the constraint above could be expressed declaratively bya path inequality instead of procedurally via the calls to the get-adss-carrier andget-conjoined-stat-carrier functions.Another aspect of fuf that limits the genericalness of streak's revision rules is the lack of either wild-cards in paths or of a facility to de�ne a hierarchy over attributes similar to the define-feature-typeconstruct for the de�nition of a hierarchy over atomic values.Consider the following example disjunction:(alt (((lhs ((bls ((partic ((range GIVEN)))))))(rhs ((cp-fd {bls partic range} {pred-modif instrument np}))))((lhs ((bls ((partic ((created GIVEN)))))))(rhs ((cp-fd {bls partic created} {pred-modif instrument np}))))((lhs ((bls ((partic ((affected GIVEN)))))))(rhs ((cp-fd {bls partic affected} {pred-modif instrument np}))))))which encodes one action of the various specializations of the revision rule adjunctization of object asinstrument in terms of the thematic role �lled by the object being adjunctized. The same constraint couldbe more generically expressed without this alternation by de�ning the roles range, created and affectedas specialization of a generic object role for example as follows:(define-attribute-type object (range created affected))((lhs ((bls ((partic ((object GIVEN)))))))(rhs ((cp-fd {bls partic object} {pred-modif instrument np}))))Unfortunately the de�nition of an attribute hierarchy would require fundamentally rethinking the seman-tics of the uni�cation operation. For example, given a hierarchy de�ned as(define-attribute-type a (a1 a2))what should be the result of the uni�cation of ((a1 1) (a2 2)) with ((a 3))?Should it be ((a1 1) (a2 2) (a 3))?, :fail?, something else? A careful examination of such fundamentalsemantic questions should be carried out before any attempt to implement this particular extension of theformalism. It thus raises di�cult design issues. In contrast, the addition to fuf of such meta-attribute fornegation seems a simple implementation matter.7.2.2 Limitations proper to STREAK7.2.2.1 Extending the ontology of quantitative domainsThe sports domain ontology covered by streak is restricted to three main classes of information:� Box score statistics: data summarizing the various aspects of the overall performance of a player or ateam during the reported game (e.g., \Dennis Rodman grabbed 24 rebounds").� Historical records: the property of one such statistic to constitute a record over some period of timeextending at least across several games (e.g., \Shaquille O'Neal scored a season-high 45 points").� Historical streaks: the property of a performance to extend or interrupt a series of similar performancesby the same team or player (e.g., \the Golden State Warriors defeated the Charlotte Hornets 109-102for their seventh straight win.").As explained in Section 2.2, these three classes were chosen for two reasons. First, they are not peculiarto sports. Any quantitative domain has content classes which closely parallels them. For example, �nalgame statistics in the sports domain directly correspond to �nal stock index values in the �nancial domainand streaks of victory/defeat for a sports team directly correspond to streaks of raise/decline for a �nancial170



index. Second, they are the most frequently reported facts in the corpus of human-written summaries thatunderly the development of streak: in 50% of the corpus sentences box score statistics were the onlytype of non-historical information and in 62% of them, records and streaks were the only type of historicalinformation.It would be interesting to extend the ontology of streak to less frequent types of both historical and non-historical information, which also have the property of being pervasive in multiple quantitative domains1.Notably, the extended ontology could cover the following additional classes:� Non-historical records: similar to historical records but within to the temporal scope of the reportedevent (e.g., \Hakeem Olajuwon scored a game high 37 points"� Non-historical streaks: similar to historical streaks but within to the temporal scope of the reportedevent (e.g., \Sam Cassell scored all 12 �nal points for Houston").� Near records: statistic whose value comes close to equalling a record (e.g., \Olajuwon added 13 assists,one shy of his career best").� Near streaks: set of similar events who quasi-totality are of the same type \the San Antonio Spursdefeated the Utah Jazz 103-97 for their 12 victories in the last 14 games"� Historical counts: absolute number of performance above a given statistical threshold (e.g., \ScottiePippen recorded his eighth career triple-double, with 19 points, 10 rebounds and 11 assists").7.2.2.2 Developing global backtracking facilitiesstreak consists of four independent modules: the phrase planner, the lexicalizer, the syntactic grammarand the reviser. In the �rst three, the internal control mechanism is the top-down recursive functionaluni�cation built in fuf. The control mechanism of the reviser is more complex. First, a revision cycle isdivided into two stages: the search for an applicable rule, followed by the application of the found rule (whenthe search was successful). The outer control loop of the �rst stage consists of a top-down traversal of thedraft structure. The inner control loop for each subconstituent in this structure consists of the non-recursivefunctional uni�cation (also built in fuf) of the revision rule base with the pair:< current draft , additional content unit >.The control mechanism of the second stage is the simple traversal of the revision action list associatedwith the rule found during the �rst stage. Some elements in this list can be a map-fd action, which triggersa call to either the phrase planner or the lexicalizer in the current revision context. The overall controlmechanism for the generation of a sentence is quite complex: it consists of an initial drafting pass wherephrase planner and lexicalizer are called in turn, followed by a revision pass made of a number of revisioncycles.The u-exhaust fuf function can be used to trigger systematic automatic backtracking separately in thephrase planner, lexicalizer and syntactic grammar. However, the current implementation does not include afacility for systematic automatic backtracking, neither for the reviser nor for the overall generation system.During a given revision cycle, streak always applies the �rst applicable rule it �nds and moves on to thenext cycle. A useful extension of the implementation would be to develop facilities to backtrack:� Within a single revision cycle.� Over a whole revision pass made of several revision cycles.� Over the whole generation process (encompassing both the draft and revision passes) from a given pair< Fixed facts DSS, stack of oating fact DSSs >A facility to backtrack over one revision cycle would allow exhaustively demonstrating and testing therevision-based paraphrasing power encoded in the system. It would allow for example, generating the com-plete list of revised drafts possible from a given pair < additional content unit , current draft >. Maintaining1Though possibly necessary for a real-world application, extending the ontology to less frequent content classes peculiar tosports would not, from a purely research standpoint, present any particular interest.171



the current point in the search space explored by such a backtracking facility is far from trivial. This isbecause there are four distinct sources of non-determinism at play during a revision cycle:� The various draft subconstituents onto which the new constituent can be attached.� The various revision rules that can be used to perform this attachment on a given subconstituent.� The various phrase planning rules that can be used to de�ne the internal structure of this new con-stituent.� The various lexicalization rules that can be used to realize each element in that internal structure.A slightly modi�ed version of the u-exhaust fuf function could serve as the building block for theimplementation of such a backtracking facility in streak.A facility to backtrack over a whole revision pass encompassing several revision cycles would ensure thatthe maximumnumber of oating facts incorporable within a given draft gets included in the �nal summary.With the current implementation this is not guaranteed. When several revision rules are applicable duringrevision cycle N, the �rst one found by streak may not be the one whose application would result in themost concise revised draft. It is nonetheless applied. It then becomes possible that, during cycle N+M,only one revision rule is applicable but it would result in a revised draft beyond the maximum complexityobserved in the corpus of human-written summaries. In this case, streak will not be able to incorporatethis last oating fact due to lack of space. However, it is conceivable that had an alternative revision ruleresulting in a more concise form be applied at cycle N, the complexity threshold would not be reached atcycle N+M. With a backtracking facility across several revision cycles, it would be possible to undo a choiceof a revision rule at a given cycle and resume the revision process from this point in an attempt to includemore oating facts.Finally, a system-wide backtracking facility covering both the drafting and the revision passes wouldallow exhaustively demonstrating and testing the overall paraphrasing power encoded in the system. Thispower is very high due to the multiplicity of paraphrasing sources at work during the generation of a givensentence. There are two such sources at play at draft time: alternative phrase planning rules and alternativelexicalization rules. And there are four sources at play at each revision cycle: alternative draft constituentson which to perform the revision, alternative revision rules, and again alternative phrase planning rulesand lexicalization rules for realizing the oating fact in the context of the revision. For example, supposethat for a given pair, < Fixed facts DSS , Stack of oating fact DSSs >, there are only two alternativephrase planning rules and lexicalization rules available both at draft time and at each revision cycle. Furthersuppose that, at each cycle, there are also only two alternative draft constituent on which to apply onlytwo alternative revision rules. Even in that case, a sentence generable in 5 revision cycles would nonethelesshave 2 � 2 � ((2 � 2 � 2 � 2)5) = 4; 194; 304 paraphrases. That so many forms can be generated from thesame semantic representation with only 2 + 2 + ((2 + 2 + 2 + 2) � 5) = 44 rules attests to the extremecompositionality of the generation approach implemented in streak.7.2.3 Implementing fact generation and discourse planningAs explained in Section 3.1, the overall text generation task comprises the following subtasks:1. Content production (retrieving all the facts to potentially report)2. Content pre-selection (choosing a restricted set of candidate facts)3. Content �nal selection (picking the candidate facts to be included in the summary)4. Discourse level content organization (assigning facts to sentential slots in the summary)5. Phrase level content organization (assigning facts to sentence constituents)6. Lexicalization (choosing the open-class words of each sentence)7. Semantic grammaticalization (choosing the syntactic structure of each sentence)172



8. Morpho-syntactic grammaticalization (applying grammar rules, inecting open-class words and choos-ing closed-class words)9. Linearization (spelling out the inected words in order)In chapter 3, I proposed (in Section 3.3.2) a complete generation architecture for a system performingall these tasks. However, in the rest of the thesis I focused on tasks 3 and 5 to 9. The current version ofstreak implements only these tasks. In the following subsections, I briey discuss the interesting issuesraised by extending this implementation to tasks 1, 2 and 4 as well.7.2.3.1 Starting from the raw numbersCurrently, streak accepts as input two sets of conceptual networks respectively representing the �xed factsto convey obligatorily and the oating facts to convey opportunistically. Transforming streak from theresearch prototype that it currently is into a complete generator summarizing and contextualizing basketballgames directly from raw quantitative data would require implementing an additional module in the architec-ture proposed in Section 3.3.2: the fact generator. The input to this fact generator is a box-score containingthe �nal statistics of the game. In addition, this module has to have access to a historical database aboutbasketball. The generation tasks to be implemented by this module are content production and content pre-selection. It would perform conceptual summarization, complementing the linguistic summarization alreadyimplemented in the current version.It would probably be best decomposed into specialized components respectively responsible for:1. Reading the input table and producing a record for each statistic.2. Querying the database for related historical statistics.3. Reformatting each statistic in the symbolic form that the phrase planner and reviser need as input.4. Discriminating between �xed and oating facts.5. Computing the relevance grade of each oating statistic in the input table and each historical factrelated to it.The task of the �rst three is fairly straightforward and would probably be best implemented as C pro-grams. In contrast, the task of the last two involve encoding domain expertise and would be best implementeddeclaratively, possibly as fuf programs.From a research perspective, the implementationof these components does not seem to raise any especiallychallenging issue, except perhaps the assignment of relevance grades. However, the availability of such modulein streak would allow the carry out an ambitious systematic evaluation of the overall implemented systemby running it on the box-scores of the new games played everyday.7.2.3.2 Multi-sentential revision-based generationCurrently, streak summarizes its input data by a single complex sentence. It generates the type of leadsentence observed in the corpus of human-written newswire reports. As explained in Section 2.2, suchsentences were chosen as the focus of this thesis because they themselves summarize the rest of the reports.The most intriguing research direction to follow within the new revision-based framework put forward in thisthesis is to aim at generating whole newswire reports made of multiple sentences. Extending streak to carryout such a task would require implementing the last module in the architecture proposed in Section 3.3.2:the discourse planner.In itself, the implementation of such a discourse planner should not pose any fundamental di�culty. Sincewithin the architecture proposed in this thesis, the discourse planner needs to handle only the organizationof �xed facts { oating facts being handled by the reviser { the standard technique of textual schemas173



[McKeown 1985] would be very appropriate. The limitation of this technique is precisely its di�culty tocope with oating facts.Instead, the di�culty of moving from sentence generation to multi-sentential text generation with a draftand revision approach, lies in how this change a�ects the task of the reviser. It raises a set of new issuesthat I now review.Adequately revising a multi-sentential draft would involve identifying and encoding discursive constraintson the maximum sentence complexity allowed for each sentential slot in the report structure. Even thoughit would allow for maximal conciseness, the strategy of generating a report consisting exclusively of verycomplex sentences would be stylistically inappropriate. In human-written summaries, complex sentencesalternate with simpler ones (probably to avoid taxing the reader's concentration excessively). When theyconict, what is the best trade-o� between informativeness and stylistic appropriateness?In a multi-sentential setting the control mechanism of the revision process needs to traverse two lists(instead of one): the list of draft sentences and the list of oating facts. Which of these two traversals shouldbe the outer loop of the reviser?Though I have not veri�ed in the corpus whether it is indeed the case or not, in a multi-sentential settingit becomes possible that some obligatory facts are oating (i.e., they are found in every corpus report butin di�erent sentential slots in di�erent reports). Would these facts be best handled by the reviser or by thediscourse planner?It may also be the case that some sentential slots in the report structure have no �xed facts associatedwith them. What should constitute the anchor point for initiating the use of such sentential slots { emptyin the �rst draft { to convey a oating fact?Given the much larger search space of alternatives provided by a multi-sentential setting, how much andwhat type of backtracking should be allowed without rendering the overall generation process ine�cient?Currently, the only goal of the reviser is to make the draft more informative by incorporating newoating facts. As explained in Section 3.2.1 this is best done at revision time because constraints on suchincorporations are both non-local and heterogeneous (semantic, syntactic, stylistic and discursive). The non-locality is not a problem for the reviser since it can search the entire draft structure for a constituent on whichto apply a revision rule. The heterogeneity is also not a problem since all types of constraints are capturedby the multi-layered draft representation that the reviser manipulates. Constraints on pronominalizationand abridged forms of subsequent references are also non-local and heterogeneous. They could also be besthandled by the reviser. In other words, default forms of reference could be systematically generated atdraft time and then carefully abridged at revision time. This new agenda for the reviser raises the followingquestion: should the respective application of reference abridging and information adding revision rules beseparated or interleaved and how?7.2.4 Further evaluationsOne last interesting direction in which the research presented in this thesis could be pursued is to carry outfurther evaluations.The evaluations presented in this thesis focused on quantitatively evaluating both the new generationmodel and the new linguistic knowledge structures onto which the streak system is based. However, theimplementation itself was not directly quantitatively evaluated. Because in its current version streakaccepts as input hand-coded symbolic inputs (as opposed to the raw number tables available on-line) anddoes not include a facility to trigger system-wide backtracking, it has only been tested on a representativeyet limited set of inputs and not all possible outputs have been generated from each of them.While streak's accuracy is largely insured by the fact that streak is based exclusively on constraintsindividually observed in the corpus, some constraint combinations which have not been probed by the currenttest set could possibly yield to poor wording or style. This is the unavoidable downside of the robustnessgained through the use of declarative partial constraints compositionally combined through functional uni-174



�cation.Interactions between lexical and stylistic factors may be especially tricky to unearth, as shown by thefollowing constraint discovered with the existing test set for the nominal expression of a streak:1. \extended their winning streak to 12 straight game"2. \extended their winning streak to 12 straight ;"3. \extended their winning streak to 12 consecutive game"4. ? \extended their winning streak to 12 consecutive ;"Even though in the four sentences above the adjectives \straight" and \consecutive" are synonymous andoccupy the same head noun pre-modifying syntactic function, \straight" can be used in conjunction withellipsis of the head noun but \consecutive" cannot. Since unfelicitous forms such as sentence (4) above neverappear in the corpus, foreseeing the idiosyncratic constraint interaction from which they result before testingis very di�cult. Fortunately, while the declarative and compositional framework of functional grammars maylead to some over-generation problems due to such unforeseen constraint interactions, it also makes theircorrection easy once detected. In the example above, all that was needed was a single line of additional codetesting the pre-modifying adjective when deciding whether to elide the head noun.As noted earlier, a pre-requisite to systematic implementation testing is the development of the factgenerator that would make streak a complete generation system going all the way from the raw statisticsto the natural language text summarizing and contextualizing them. The same evaluation methodologybased on acquisition vs. test corpora used in this thesis at the more abstract level of knowledge structurescould be used at the more detailed level of actual system runs. For example, it would be interesting tosystematically compare over a whole season of new reports the output that the system produces from thebox-score for each game with the corresponding reports produced by human-writers.Finally, consider again the portability evaluation of the revision rules used by streak presented inSection 5.3. It measured the degree of domain dependence of these rules. It would also be interesting toevaluate their degree of language dependence. This would require developing a multi-lingual version of thesystem. It is therefore a rather long term goal, if only because of the overhead involved in developing asyntactic grammar equivalent to surge in at least one other language than English. It could nonethelessbring important insights in terms of exactly what type of constraints should be encoded at each layer of theutterance representation internally used by the generator.
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176Appendix AA Complete Inventory of RevisionOperationsThe corpus analysis presented in Chapter 2 resulted in a hierarchy of the revision operations. The top of thishierarchy - shown again in Fig. A.1 - distinguishes between monotonic revision tools which consist of attachinga new constituent to the draft while preserving the surface form of its original content and non-monotonicrevision tools which involve modifying the expression of the original content in order to accommodate theadditional content in the draft syntactic structure. The bottom distinctions in this hierarchy subdivideeach class of revision tools into a set of revision operations. A revision operation is a revision tool possiblyaccompanied by a side transformation which corrects whatever information redundancy, ambiguity or invalidlexical collocation the revision tool application may have introduced.In Chapter 2, only one class of monotonic revision tool, one class of non-monotonic revision tool andone side transformation were discussed in detail. In this appendix, I give a detailed presentation of allthe revision tools and side transformations. Moreover, I present a more complete version of the revisonoperation hierarchy. The hierarchy outline in Section 2.5 results from the original corpus analysis coveringonly a single season of basketball reports. The hierarchy presented in this appendix also includes the newrevision operations discovered during the analysis of two additional seasons of basketball reports (which wasperformed for coverage evaluation purposes as explained in Section 5.2). Finally, while the revision examplesin Chapter 2 come only from the basketball domain, this appendix also gives example from the stock marketdomain (which as used for the portability evaluation presented in Section 5.3.For each class of revision tool in �g. A.1, I provide the following:� Its general revision schema.� How it specializes into subclasses down the revision operation hierarchy (the number of corpus occur-rences of the most speci�c classes are given below them).
Monotonic Revisions

Recast Nominalization PromotionDemotionAdjunctization

Non−monotonic Revisions

Adjoin ConjoinAbsorb AppendFigure A.1: Revision operation hierarchy: top-levels



� An example of draft and revised phrases illustrating the transformations involved in the revision.� For each subclass, a surface decrement pair from the basketball corpus (i.e., two semantically andsyntactically minimally di�ering phrases from which the revision operation has been identi�ed).� When the tool is portable, a corresponding surface decrement pair from the stock market domain.The last three items are also provided for each side transformation.A revision schema is a �gure with two generic syntactic trees. The left tree shows the draft substructurecommon to all applications of the revision tool before revision (it is called the base structure) and the righttree shows the same substructure after revision (it is called the revised structure). The following pictorialconventions are used in these revision schemas:� Constituents are circles or ovals.� Structural relationships are lines.� The lines corresponding to role relations1 are labeled.� The Paratactic relation between two constituents is represented by grouping them under a \pseudo-head" tagged by an \&" sign2.� The elements added by the revision, either constituents or relations, are boldfaced.Similarly, font conventions are used in the source and target phrase examples from the corpus:� The added constituents are in bold.� The deleted constituents are in italics in the source phrase and, where relevant, their location is markedby the symbol \;" in the target phrase.� The displaced constituents are in smallcaps (except for numeric constituents which are under-lined).� The constituents which swapped syntactic category are underlined.� When surrounding context is necessary, the phrase subject to the revision is bracketed.� Coordinated elements are bracketed.� The location of implicit constituents (elided, controlled, etc.) is marked the symbol \;".A.1 Monotonic revisionsProcedurally, a revision tool is de�ned by a set of transformations to change the draft structure into therevised structure. A monotonic revision tool consists only of an introductory transformation, which attachesto the draft the new constituent realizing the additional content while preserving the draft content realization.As shown in �g. A.1, I identi�ed four main types of monotonic revisions: Adjoin, Absorb, Conjoinand Append. They di�er from each other in terms of either the type of the base structure on which theycan be applied or the type of revised structure they produce. I present each of them in turn in the followingsubsections.A.1.1 AdjoinAdjoin was already presented in Section 2.5.2.1. It applies only to hypotactically structured bases andconsists of the introduction of an additional optional constituent Ac. Ac is adjoined to the base constituentunder the base head Bh. The revision schema of an Adjoin is shown in Fig. A.2.1i.e. hypotactic relations, either argument or adjunct.2In coordinations this pseudo-head is realized by a conjunction, in appositions simply by a comma or a similar punctuationmark. 177
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BcnBcn. . . . . .Figure A.2: Adjoin schemaThe pair of phrases below illustrates how Adjoin can be used to add a record information to a gamestatistic nominal:source: \Armon Gilliam scored [39 points]"target: \Armon Gilliam scored [a franchise record 39 points]"The noun compound \franchise record" (corresponding to Ac in the schema) is simply added as a pre-modifying classi�er of the \39 points" nominal (corresponding to Bc in the schema). This is a case ofAdjoin of Classifier.Adjoin is a versatile tool. The variety of Adjoin revision operations is shown in Fig. A.3. The analyzedcorpora contained cases where the new constituent was added to a nominal (abbreviated NP in the revi-sion hierarchy) and others where it was added to a clause (abbreviated S in the revision hierarchy). Whenadjoined to a nominal, the new constituent could �ll the following syntactic functions: partitive, classi�er,describer and quali�er. For the quali�er syntactic function the added constituent came in two syntacticforms: non-�nite clause and relative clause. Finally, a relative clause could express a given type of additionalinformation equally well when adjoined to di�erent draft subconstituents of the same syntactic category(nominal) but embedded at di�erent levels in the draft structure. For example, to add streak informationto the draft phrase:\to power the Golden State Warriors to a 135 119 triumph over the Los Angeles Clippers",the same revision tool Adjoin Relative Clause to Nominal can be applied either to the embedded nom-inal referring to the losing team (underlined) and yielding:\to power the Golden State Warriors to a 135 119 triumph over [[the Los Angeles Clippers] , [who lost forthe ninth straight time.]]"or alternatively to the top-level nominal conveying the game result (underlined) as a whole and yielding:\to power the Golden State Warriors to [[a 135 119 triumph over Los Angeles] , [that extended the Clip-pers' losing streak to nine games.]]"The �rst revision is thus called Adjoin of Relative Clause to Bottom-Level Nominal and the secondAdjoin of Relative Clause to Top-Level Nominal.When adjoined to a clause, the new constituent could �ll the following syntactic functions: frequency,result, time and co-event, with only a single syntactic category for the adjoined constituent in each case.Adjoin was used to add both types of historical information { streaks and records { as well as non-historicalinformation. It was accompanied by three types of side transformations: reference deletion, reference abridg-ing and constituent reordering (see Section A.3 for a discussion of these side transformations).A surface decrement pair for each subclass of Adjoin encountered in the corpora follows:Adjoin of Classi�er 178
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120 Figure A.3: Adjoin revision operation hierarchysource (sports) : \Patrick Ewing scored [41 points]"target (sports) : \Armon Gilliam scored [a franchise record 39 points]"source (finance) : \Volume climbed to [355 million shares]"target (finance) : \Volume climbed to [a record 9.091 billion shares]"Adjoin of Describersource (sports) : \the Boston Celtics"target (sports) : \the hot-shooting Boston Celtics"source (finance) : \the Hong Kong market"target (finance) : \the buoyant Hong Kong market"Adjoin of Relative Clause to Top-Level Nominalsource (sports) : \to lead the New York Knicks to [a 97 79 victory over the Charlotte Hornets]"target (sports) : \to pace the Houston Rockets to [a 94-83 triumph over the Chicago Bulls thatcompleted a two-game sweep]" .source (finance) : \the market got support from [overseas markets]"target (finance) : \the market got an initial boost from [overseas markets, which provedstrong for the second straight day]"Adjoin of Relative Clause to Top-Level Nominal with Abridged Referencesource (sports) : \to lead the New York Knicks to [a 97 79 victory over the Charlotte Hornets]"179



target (sports) : \to lead the Cleveland Cavaliers to [a 106 103 win over Detroit that gave thePistons their third straight defeat]"source (finance) : \stock prices eased on some pro�t taking on the Thailand stock exchange"target (finance) : \stocks eased on some pro�t taking following [the market's recent rallywhichlifted prices to �ve consecutive record close]"Adjoin of Relative Clause to Top-Level Nominal with Deleted Referencesource (sports) : \to lead the New York Knicks to a 97 79 victory over the Charlotte Hornets"target (sports) : \to pace the Atlanta Hawks to [a 113-105 triumph ; that sent the Min-nesota Timberwolves to their sixth straight defeat] "Adjoin of Relative Clause to Bottom-Level Nominalsource (sports) : \to lead the New York Knicks to a 97 79 victory over [the Charlotte Hornets]"target (sports) : \[the Gold Index] lost 9.8 points to 2,208.2"source (finance) : \to give the Philadelphia 76ers a 95 92 victory over [the Miami Heat who losttheir sixth straight game]"target (finance) : \[the closely watched German Stock Index,which gained 6.01 points Mon-day to set its �fth straight record high], lost 12.41 points to 1,998.61"Adjoin of Relative Clause to Bottom-Level Nominal with constituent reorderingsource (sports) : \and the Jazz routed the Minnesota Timberwolves, 110-91"target (sports) : \and the Boston Celtics triumphed 119 109 over [the Miami Heat who havelost 11 consecutive road games]"Adjoin of Non-�nite Clause to Nominalsource (sports) : \to lead the New York Knicks to [a 97 79 victory over the Charlotte Hornets]"target (sports) : \to lift the Chicago Bulls to [a 108 93 victory over the Milwaukee Bucks,running their winning streak to six games]"Adjoin of Non-�nite Clause to Nominal with Abridged Referencesource (sports) : \leading the New York Knicks to [a 97 79 victory over the Charlotte Hornets]"target (sports) : \lifting New York [a 105 95 triumph over the Los Angeles Lakers, snappingthe Knicks' two game losing skid]"180



Adjoin of partitive to Nominalsource (sports) : \Bill Laimbeer scored [25 points]"target (sports) : \Derrick Coleman had [6 of an NBA team record 22 blocked shots]"Adjoin of Frequency PP to Clausesource (sports) : \as the New York Knicks routed the Philadelphia 76ers 106 79"target (sports) : \as the Phoenix coasted past the Washington Bullets 117 91 for its �fthstraight victory"source (finance) : \while the Gold Index added 7.0 points to 2,171.3"target (finance) : \while the Amex Market Value Index inched up 0.16 to 481.94 for its sixthstraight advance"Adjoin of Origin PP to Clausesource (sports) : \Bill Laimbeer scored 25 points"target (sports) : \Dana Barros contributed 21 points o� the bench"Adjoin of Frequency PP to Clause with Abridged Referencesource (sports) : \to lead the New York Knicks to a 97 79 victory over the Charlotte Hornets"target (sports) : \to lift New Jersey to a 112 110 triumph over the Jazz, for the Nets �rstwin at Utah since 1986"source (finance) : \consumer spending edged up 0.2 percent"target (finance) : \consumer spending rose 0.6 percent in the index's sixth consecutive rise"Adjoin of Co-Event Clause to Clausesource (sports) : \helping the Indiana Pacers cruise past the Washington Bullets 131 109."target (sports) : \helping the Los Angeles Clippers defeat the Knicks 101 91, snapping a 12game losing streak"source (finance) : \the key Straits Times Industrials Index soared 108.00 points to 2,302.86points"target (finance) : \the blue chip Hang Seng Index soared 181.02 points to 9,177.95, snappingits three session losing streak"Adjoin of Co-Event Clause to Clause with Abridged Reference181



source (sports) : \to lead the New York Knicks to a 97 79 victory over the Charlotte Hornets"target (sports) : \helping the Milwaukee Bucks to a114 98 victory over San Antonio, snappingthe Spurs eight game winning streak"Adjoin of Co-Event Clause to Clause with Deleted Referencesource (sports) : \and the Boston Celtics triumphed 119 109 over the Miami Heat"target (sports) : \and the Golden State Warriors triumphed 110 105 ; snapping the BostonCeltics 18 game home winning streak"Adjoin of Non-�nite Result Clause to Clausesource (sports) : \to spark the Chicago Bulls past the Seattle Supersonic 106 100"target (sports) : \leading the Los Angeles Clippers past the Indiana Pacers 122 107 to snap aseven game losing streak"source (finance) : \stocks continued to su�er from bouts of pro�t taking"target (finance) : \the over the counter market caved in to bouts of pro�t taking to snap itssix session winning streak"Adjoin of Time Clause to Clause with (double) abridged referencesource (sports) : \to lead the New York Knicks to a 97 79 victory over the Charlotte Hornets"target (sports) : \to lead Utah to a 119-89 trouncing of Denver as the Jazz defeated theNuggets for the 12th straight time at home"source (finance) : \Trading volume was a busy 198 millions shares"target (finance) : \Volume amounted to a solid 349 million shares as advances out-paceddeclines 299 to 218"A.1.2 AbsorbThe general revision schema of Absorb is shown in Fig. A.4. Absorb consists of replacing the base constituentBc by a new hypotactic structure in which Bc appears as the jth subconstituent. Bc is thus absorbed by thisnew hypotactic structure, which occupies whatever position Bc occupied in the base structure. Absorb di�ersfrom the others monotonic revision tools in that it is the only one which results in a revised cluster with anhypotactic relation between the base constituent and the added constituent with the added constituent ashead.The pair of phrases below illustrates how Absorb can be used to add record information to a game statis-tic nominal:source: \Larry Bird scored 29 points Monday night including seven 3 pointers"target: \Larry Bird scored 29 points Monday night including matching his own club record withseven 3 pointers"The nominal \seven 3 pointers" (corresponding to Bc in the schema) is absorbed by the added clauses\matching his own club record" and attached to it via the preposition \with" as an instrument adjunct. The182
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2Figure A.5: Absorb revision operation hierarchyclause resulting from this attachment then gets itself attached under the top-level clause \Larry Bird scored29 points Monday night including ..." and replaces in this clause the original absorbed nominal \seven 3pointers". This is thus a case of Absorb of Nominal into Clause as Instrument Adjunct.The variety of Absorb revision operations are given in Fig. A.5. Like Adjoin, Absorb is a versatile tool.The analyzed corpora contained cases where the absorbed constituent was a nominal and others where itwas a clause. A nominal could be absorbed either by another nominal or by a clause. When absorbedby another nominal it is always �lling the quali�er syntactic function (i.e., the absorbing and absorbednominals were linked by a preposition). When absorbed in a clause, the nominal could appear either as aninstrument adjunct or as an element of an appositive a�ected argument. In this latter case, absorption isthus indirect via an intermediate paratactic complex: the apposition. In the corpus, all the absorbed clauseswere absorbed in another clause, appearing either as a mean adjunct or as a co-event adjunct. Finally, onlyone absorb subclass was sometimes accompanied by a side transformation (abridged reference): Absorb ofNominal in Clause as Instrument Adjunct.A surface decrement pair for each subclass of Absorb encountered in the corpora follows:Absorb Nominal in Nominal as Quali�er (i.e. as PP complement)source (sports) : \Patrick Ewing scored [41 points]"target (sports) : \Ricky Pierce scored [a personal season high of 33 points]"source (finance) : \The blue-chip Financial Times 100-stock index 34.5 points to [3,006.1]"target (finance) : \The blue-chip Financial Times 100-stock index climbed another 38.1 pointsto [a new high of 3,475.1]"183



Absorb of Nominal in Clause as element of appositive a�ected argumentsource (sports) : \the Los Angeles Clippers recorded a franchise record 68 rebounds in [a 129112 victory over the Denver Nuggets]"target (sports) : \the Houston Rockets held Charles Barkley to 11 in winning [[their fourthstraight game] [a 97 80 triumph over the Philadelphia 76ers]]"Absorb of Nominal in Clause as an Instrument Complementsource (sports) : \Johnny Newman scored 30 points Saturday night including [a 12 for 12performance from the free throw line]"target (sports) : \Larry Bird scored 29 points Monday night including [matching his ownclub record with seven 3 pointers]"source (finance) : \The Korean Composite Index posted [a 6.10 point rebound]"target (finance) : \Prices plummeted another 26.90 points on Saturday but [began showingsigns of recovery on Monday with a steep 25 point rebound]"Absorb of Clause in Clause as Co-Event Adjunct with Agent Controlsource (sports) : \as the New York Knicks routed the Philadelphia 76ers 106 79"target (sports) : \as the Boston Celtics won their fourth straight game ; downing theHouston Rockets 108 95"source (finance) : \the Dow transportation average fell 14.29 points to 1508.32"target (finance) : \the Dow transportation average retreated for the second straight ses-sion ; falling another 13.44 points to 1495.72"Absorb of Clause in Clause as Mean Adjunct with Agent Controlsource (sports) : \helping Detroit beat Indiana 114 112"target (sports) : \to help the Charlotte Hornets break a �ve-game losing streak by ;holding off the Cleveland Cavaliers 115 107"source (finance) : \the market rose to 4288.85 points Tuesday"target (finance) : \the market tantalized punters by ; rising above 11,000"A.1.3 ConjoinConjoin applies to almost any base structure. The only restriction on its application is that the base structurehas to belong to a syntactic category that can participate in either a coordination or an apposition. Thegeneral revision schema of Conjoin is given in Fig. A.6. Conjoin consists of replacing the base constituentBc by a new paratactic structure grouping this base constituent with the additional constituent Ac. Bc andAc are thus conjoined in this new paratactic structure. Conjoin di�ers from the two preceding tools (Adjoinand Absorb) in that it produces a paratactic structure.184
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Bc Figure A.6: Conjoin schemaThe pair of phrases below illustrates how Conjoin can be used to add a streak information to a gameresult clause:(C0) \to enable the Philadelphia 76ers [to defeat the Atlanta Hawks 107 103]"(C1a) \to enable the Philadelphia 76ers [[to defeat the Atlanta Hawks 107 103] and [win their sixthstraight game]]"The subordinate clause \to defeat the Atlanta Hawks 107 103" (corresponding to Bc in the schema)becomes the �rst element of a coordination of two subordinate clauses replacing the original subordinateclause in the main clause. The second clause \win their sixth straight game" (corresponding to Ac in theschema) in the coordination conveys the additional streak information. This is thus a case of CoordinativeConjoin of Bottom Level Clause.The variety of Conjoin revision operations is given in Fig. A.7. Both nominals and clauses can beconjoined. The English grammar provides two distinct ways of building a paratactic complex: coordinationand apposition. In a coordination, the elements are connected by a coordination conjunction3 and they canbe semantically related in various and potentially loose ways. In an apposition, the elements are simplyjuxtaposed one after the other and separated only by some punctuation mark. The apposited elements needto be semantic co-referents. The analyzed corpora sublanguage did not contain cases of clausal appositions.As for Adjoin, it is possible to add the same information to the draft by conjoining the new constituentwith draft constituents located at di�erent depths in the draft structure. For example, consider again addingstreak information to the draft phrase C0 above. Instead of conjoining it with subordinate clause \to defeatthe Atlanta Hawks 107 103" yielding C1a above, it is also possible to conjoin it with the embedding clause,yielding:(C1b) \to [[enable the Philadelphia 76ers to defeat the Atlanta Hawks 107 103] and [record their sixthstraight victory]]"This is a case of Coordinative Conjoin of Top Level Clause. Similarly, the same information can beattached by using apposition on top-level nominals (i.e. those appearing directly as a clause argument oradjunct) or on bottom nominals (i.e. those embedded as nominal modi�ers).Like Adjoin and Absorb, some subclasses of Conjoin are possibly accompanied by reference abridging ordeletion as side transformations. Two other side transformations scope marking and verb adjustment areproper to Conjoin (see Section A.3 for a discussion of these side transformations). In the analyzed corpora,Conjoin was used to add both historical and non-historical information.A surface decrement pair for each subclass of Conjoin encountered in the corpora follows:Top-Nominal Appositive Conjoinsource (sports) : \to lead the New York Knicks to [a 97 79 victory over the Charlotte Hornets]"target (sports) : \leading the Denver Nuggets to [[their �rst win o the season] , [a 121 108victory over the Minnesota Timberwolves]]"source (finance) : \the Amex Market Value Index climbed [4.60 to 477.15]"3�.e. \and", \or" or \but". 185
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     refFigure A.7: Conjoin revision operation hierarchytarget (finance) : \the Amex Market Value Index inched up [[0.12 to 477.36] { [its ninth con-secutive advance]]"Top-Nominal Appositive Conjoin with Abridged Referencesource (sports) : \to lead the New York Knicks to [a 97 79 victory over the Charlotte Hornets]"target (sports) : \lifting the Golden State Warriors to [[a 127 98 victory over Milwaukee] , [theBucks' seventh straight road loss]]"Top-Nominal Appositive Conjoin with Deleted Referencesource (sports) : \to lead the New York Knicks to [a 97 79 victory over the Charlotte Hornets]"target (sports) : \to lead the Detroit Pistons to [[their 11th straight victory over theSacramento Kings] , [a 113 110 decision]]"Bottom-Nominal Appositive Conjoinsource (sports) : \to lead the New York Knicks to a 97 79 victory over [the Charlotte Hornets]"target (sports) : \to power the Golden State Warriors to a 135 119 triumph over [[the LosAngeles Clippers] , [losers of nine straight games]]"source (finance) : \the market is overcoming the weakness in [IBM]"target (finance) : \weakness in [[IBM] , [a market leader and key dow component]]"Nominal Coordinative Conjoin 186



source (sports) : \a 114 100 victory over Philadelphia , [their �rst ever win against the 76ers]"target (sports) : \a 118 104 victory over Milwaukee , [[their �rst ever over the Buck] and[Milwaukee's 10th straight road loss]]"source (finance) : \durable goods orders slid to a $127.45 billion in July , [the largest decreasesince orders fell 5.4% in December 1991]"target (finance) : \durable goods orders rose to $131.59 billion { [[the index's �rst gain sinceFebruary] and [the indicator's largest increase since a 9.1% spurt last De-cember]]"Nominal Coordinative Conjoin with Scope Markersource (sports) : \leading the Portland Trail Blazers to a 141 125 triumph over the New YorkKnicks , [their seventh straight victory]"target (sports) : \leading the Utah Jazz to a 108 97 victory over New Jersey , [[their thirdstraight win overall] and [10th straight over the Nets]]"source (finance) : \Alcoa posted [a pro�t of 57 cents a share]"target (finance) : \the bus company reported [[a fourth quarter pro�t of 53% a share] and[overall 1992 earnings of $10.9 million or $1.10 a share]]"Nominal Coordinative Conjoin with Embedding Verb Adjustmentsource (sports) : \Patrick Ewing scored [41 points]"target (sports) : \Armon Gilliam had [[24 points] and [11 rebounds]]"Top-Clause Coordinative Conjoinsource (sports) : \to [lead the New York Knicks to a 97 79 victory over the Charlotte Hornets]"target (sports) : \to [[lead the Cleveland Cavaliers to a 94 78 victory over the Miami Heat] and[; break a three game losing streak]]"source (finance) : \[pro�t taking sent prices lower on the Thailand Stock Exchange]"target (finance) : \[[a sharp decline in bond prices sent stocks lower] and [; halted the Dow'sthree day record setting march towards the 3800 barrier]]"Top-Clause Coordinative Conjoin with Abridged Referencesource (sports) : \to [lead the New York Knicks to a 97 79 victory over the Charlotte Hornets]"target (sports) : \to [[lead the Miami Heat to a 97 79 victory over New Jersey and snap theNets three game winning streak]]"187
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& &Figure A.8: Append schemaBottom-Clause Coordinative Conjoinsource (sports) : \helping Detroit beat Indiana 114 112"target (sports) : \to [[enable the Philadelphia 76ers to defeat the Atlanta Hawks 107 103] and[win their sixth straight game]]"source (finance) : \as signs of an improving economy forced bound prices to [give up initialgains]"target (finance) : \as computer-guided sell programs and pro�t-taking teamed up again to [[wipeout initial gains] and [deal the Dow its fourth straight loss]]"Bottom-Clause Coordinative Conjoin with Abridged Referencesource (sports) : \helping [the Chicago Bulls defeat the Seattle Supersonics 106 98]"target (sports) : \to help [[the Denver Nuggets defeat Dallas 101 90] and [; deal the Maver-icks their 10th straight loss]]"A.1.4 AppendAppend applies only to draft constituents that are already paratactically structured. As shown in its revisionschema Fig. A.8, Append simply consists in adding a new element Ac inside such a structure.The pair of phrases below illustrates how Append can be used to add a third game statistic to a nominalconjunction already conveying two statistics by the same player:\Benoit Benjamin contributed [[19 points] and [16 rebounds]]"\Benoit Benjamin contributed [[19 points], [16 rebounds] and [six blocked shots]]"The nominal \six blocked shots" (corresponding to Ac in the schema) is appended to the nominals\19 points" and \16 rebounds". In the corpora analyzed, Append was used with both nominals and clauses.However, it occurred only for coordinations and not for appositions. This is probably due to the general rarityof appositive constructions with more than two elements in English. In some cases, Append to CoordinateClauses was accompanied by an Ellipsis side-transformation (see Section A.3.3 for a discussion of these cases).The sub-hierarchy of Append revision operations is thus trivial and is shown in Fig. A.14 (together withthe subhierarchy of Nominalization revision operations). In the analyzed corpora, Append was used onlyto add non-historical propositions.A surface decrement pair for each subclass of Append encountered in the corpora follows:Append to Coordinate Clauses 188



source (sports) : \[[David Robinson scored 28 points] and [; pulled down 19 rebounds]]"target (sports) : \[[Akeem Olajuwon scored 27 points], [; grabbed 20 rebounds] and [blockedfour shots]]"Append to Coordinate Clauses with Ellipsissource (sports) : \Bill Laimbeer scored 25 points and Mark Aguirre added 24"target (sports) : \Willie Anderson scored 25 points, Terry Cummings ; 24 and David Robin-son 23"Append to Coordinate Nominalssource (sports) : \Armon Gilliam had [[24 points] and [11 rebounds]]"target (sports) : \Benoit Benjamin contributed [[19 points], [16 rebounds] and [six blockedshots]]"A.2 Non-monotonic revisionsIn non-monotonic revisions, a single transformation cannot account for the structural di�erences betweenthe base pattern and the revised pattern. The introductory transformation attaching the new constituentonto the base pattern is accompanied by restructuring transformations, necessary to accommodate the newconstituent in the revised structure.As shown in �g. A.1, I identi�ed �ve main types of non-monotonic revisions: Recast, Adjunctization,Nominalization, Demotion and Promotion. Each type is characterized by a di�erent set of restructuringtransformations which involve displacing base constituents, altering the base argument structure or changingthe base lexical head. I present each type of non-monotonic revision in turn in the following subsections.A.2.1 RecastA Recast is any type of transformation that involves displacing a base subconstituent to accommodate thenew content while preserving both the argument structure and the lexical head of the base. The revisionschema of Recast is shown in Fig A.9. An additional constituent Ac takes the place of a base constituentBcn �lling the role Rn in the draft structure. To accommodate Ac without losing the content conveyed byBcn , the latter is then moved to �ll a new role Rn+1 in the draft structure.The pair of phrases below illustrates how Recast can be used to add a streak information to a gameresult clause:source: \Charlotte took a 123 111 victory over the Atlanta Hawks"target: \Charlotte took its third straight win in a 123 111 victory over the Atlanta Hawks"The additional nominal constituent \its third straight win" realizing the streak information (correspond-ing to Ac in the schema) is incorporated as the range argument of the verb \to take". To accommodate thisnew constituent in this slot, its original occupant, the game result nominal \a 123 11 victory over the Atlanta189
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R1 Rn R1 Rn Rn+1Figure A.9: Recast schemaHawks" (corresponding to Bc in the schema) is displaced as a time adjunct in the target phrase4. This is thusa case of Recast of Range Argument into Location Adjunct. This example shows that while involvingdisplacement of a base constituent (\a 123 111 victory over the Atlanta Hawks"), Recast preserves both theprocess(agent,range) argument structure of the source phrase and its head verb \to take".The sub-hierarchy of Recast revision operations is shown in Fig. A.10. Recast occurs inside bothnominals and clauses. Each subclass of Recast is characterized by the source role (pre�xed by a \>" inFig. A.10) the recast constituent occupied in the base structure as well as the target role (post�xed by a \>"in Fig. A.10) it occupies in the revised structure. In all nominal cases observed in the analyzed corpora, thesource role was the classi�er and the target role the quali�er. In clausal cases, there were two source roles,the location and range arguments, and two target roles, the instrument and time adjuncts. In all cases,Recast was used to add historical information (either a record or a streak) and was not accompanied by anyside transformation.A surface decrement pair for each subclass of Recast encountered in the corpora follows:Recast in Nominal from Classi�er to Quali�ersource (sports) : \a 97 79 victory over the Charlotte Hornets"4In this case the time adjunct is introduced by the locative preposition \in" a common case of temporal information conveyedby way of a locative metaphor
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target (sports) : \their most loop-sided victory ever 122 88 over the Denver Nuggets"source (finance) : \a 12.54 gain"target (finance) : \its biggest one day gain of 78.64"Recast in Clause from Location Argument to Instrument Adjunctsource (sports) : \to lead the New York Knicks to a 97 79 victory over the CharlotteHornets"target (sports) : \leading the Chicago Bulls to their 23rd straight homecourt victory witha 131 99 blowout of the Minnesota Timberwolves"Recast in Clause from Range Argument to Time Adjunctsource (sports) : \as Utah took a 124 102 victory over the San Antonio Spurs"target (sports) : \as Charlotte took its third straight win in a 123 111 victory over theAtlanta Hawks"Recast in Clause from Range Argument to Instrument Adjunct with Deleted Referencesource (sports) : \to help the Charlotte Hornets post a 104 97 victory over the OrlandoMagic"target (sports) : \helping the Sacramento Kings post their �rst win over the Los AngelesLakers with a 102 94 victory"A.2.2 AdjunctizationAdjunctization was already presented in Section 2.5.2.2. It applies only to clausal bases headed by asupport verb (i.e, a verb that does not convey in itself any content in the context of the clause, but merelyserves as a syntactic support for its meaning-bearing object). The Adjunctization schema is given inFig. A.11. The additional content is realized by a combination of two new constituents: a full-verb Vf (i.e. averb that bears meaning on its own) and its new object Ac. Deprived of the head verb that supported it inthe base clause, original object Bcn migrates to an adjunct position in the revised clause. It has thus beenadjunctized. Adjunctization is similar to Recast in that it forces the base constituent to migrate from oneslot to another in the clause structure. It di�ers from Recast in that:� It is does not preserve the base argument structure since a support-verb clause is replaced by a full-verbclause.� It does not preserve the base lexical head since part of the new content is introduced by a new full-verb.� It is much more specialized since it applies to nominals nor to clauses headed by full-verbs.191
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Bcn. . . . . . . . . .Figure A.11: Adjunctization schemaThe pair of phrases below illustrates how Adjunctization can be used to add a streak information to agame result clause:source: \the Denver Nuggets claimed a 124 110 victory over the Dallas Mavericks"target: \the Denver Nuggets ended their three game losing streak with a 124 110 victory overthe Dallas Mavericks"The streak information is introduced by a new full-verb \to end" (corresponding to Vf in the schema)and a new object nominal \their three game losing streak" (corresponding to Ac in the schema). Deprivedof its support verb \to claim" (corresponding to Vs in the schema), the original object nominal \a 124 1110victory over the Dallas Mavericks" (corresponding to Bc in the schema) conveying the game result migratesto an instrument adjunct. Since the thematic role of the original object in the source phrase was range, thisis a case of Adjunctization of Range Argument into Instrument.The other types of Adjunctization are shown in Fig. A.12. Cases of Adjunctization are �rst charac-terized by the target adjunct role of the displaced constituent. In the analyzed corpora, there were threesuch target roles: instrument, opposition and destination. Constituents that moved to destination role alloriginally �lled the created role role. Those that moved to opposition role originally �lled the a�ected role.Those that moved to instrument role came from either created, range or location role positions. Some cases ofAdjunctizationwere accompanied by side transformations of type reference abridging or reference deletion.The example below shows an interesting case where Adjunctization is coupled with another revisiontool, Demotion (described on its own in Section A.2.4):source: \to help the Spurs post a 104 97 victory over the Orlando Magic"target: \to help end the Spurs' �ve game losing streak with a 104 86 victory over the Los AngelesLakers"In addition to the Adjunctization of the game result nominal \a 104 86 victory over the Los AngelesLakers" from range argument in the source phrase to instrument in the target phrase, the nominal \theSpurs" is also demoted from agent argument in the source phrase to genitive determiner of the a�ectedargument in the target phrase. In this target phrase, the subordinate object clause of \to help" no longerpossesses an agent argument of its own like the source phrase. Its agent is an implicit controlled one thatis shared with the embedding \help" clause. This example is one of the rare cases of fusion between twoclasses of revision operations. It could have been equally well classi�ed as a case of Demotion.In the analyzed corpora, Adjunctization was used only to add historical information (either records orstreaks). It was also the most widely used non-monotonic revision operation.A surface decrement pair for each subclass of Adjunctization encountered in the corpora follows:Adjunctization of Created Argument into Instrument Adjunct192
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refFigure A.12: Adjunctization revision operation hierarchysource (sports) : \Patrick Ewing scored 41 points"target (sports) : \Kevin Edwards tied a career high with 34 points"Adjunctization of Range Argument into Instrument Adjunctsource (sports) : \to help the Charlotte Hornets post a 104 97 victory over the OrlandoMagic"target (sports) : \to help the Milwaukee Bucks snap a losing streak at �ve games with a95 93 victory over the Detroit Pistons"source (finance) : \The Korean Composite Index posted a 6.10 point rebound"target (finance) : \the market began showing signs of recovery with a 25 point rebound"Adjunctization of Range Argument into Instrument Adjunct with Abridged Referencesource (sports) : \to help the Charlotte Hornets post a 104 97 victory over the OrlandoMagic"target (sports) : \to help Chicago remain unbeaten against Minnesota all-time with a107 100 victory over the Timberwolves"Adjunctization of Range Argument into Instrument Adjunct with Abridged Referencesource (sports) : \to help the Charlotte Hornets post a 104 97 victory over the OrlandoMagic" 193



target (sports) : \to help the Indiana Pacers snap the Seattle Supersonics' 10 game win-ning streak with a 105 99 triumph"Adjunctization of Range Argument into Instrument Adjunct with Demotion of AgentArgument Into Determiner of A�ected Argumentsource (sports) : \to help the Charlotte Hornets post a 104 97 victory over the OrlandoMagic"target (sports) : \to help end the Spurs' �ve game losing streak with a 104 86 victoryover the Los Angeles Lakers"Adjunctization of Location Argument into Instrument Adjunctsource (sports) : \and the Chicago Bulls rolled to a 128 94 victory over the New JerseyNets"target (sports) : \and the Denver Nuggets ended their three game losing streak with a124 110 victory over the Dallas Mavericks"Adjunctization of Location Argument into Instrument Adjunct with Abridged Referencesource (sports) : \and the Chicago Bulls rolled to a 128 94 victory over the New JerseyNets"target (sports) : \and the San Antonio Spurs continued their mastery of Dallas with a114 107 victory over the Mavericks"Adjunctization of A�ected Argument into Opposition Adjunctsource (sports) : \Detroit beat Indiana 114 112"target (sports) : \the Chicago Bulls won their fourth straight 100 93 over the AtlantaHawks"Adjunctization of Created Argument into Destination Adjunctsource (sports) : \Patrick Ewing scored 41 points"target (sports) : \Travis Mays made 17 of 18 free throws on his way to 27 points"
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Vf VsFigure A.13: Nominalization schemaA.2.3 NominalizationNominalization is the converse of Adjunctization. Adjunctization presented in the previous sectionapplies only to clausal bases headed by a support verb which it replaces by a full verb. Nominalizationapplies only to clausal bases headed by a full verb Vf which it replaces by a support verb Vs and a newobject constituent. This new object is an NP headed by a nominal synonym Nf of the original full verbVf . The revision schema of Nominalization is shown in Fig. A.13. The argument structure of the clause isexpanded by the introduction of Nf . This new head noun then serves as the anchor point for the attachmentof the constituent Ac conveying the additional content. The nominalization in Nf of the content originallyconveyed by Vf allows incorporating the new content as a nominal (instead of clausal) modi�er. The mainmotivation underlying this revision is that nominal modi�cations are in general more concise that clausalones.The pair of phrases below illustrates how Nominalization can be used to add a streak information to agame result clause:source: \the Seattle Supersonics defeated the Sacramento Kings 106 91"target: \the Seattle Supersonics handed the Sacramento Kings their 33rd straight defeat 106 91"The full verb \to defeat" (corresponding to Vf in the schema) is replaced by a verb-object collocation \tohand a defeat" (\to hand" and \defeat" respectively correspond to Vs and Nf in the schema). The streakinformation is then attached as a complex ordinal \33rd straight" pre-modifying the head noun \defeat".Note that the nominal \the Sacramento Kings" has also migrated form direct to indirect object position.In this example, the nominalization is strict: the target noun \defeat" is the precise nominal form of thesource verb \to defeat". This is not necessarily the case. The target noun can be any noun whose meaningin the context of the revised phrase corresponds to the meaning of the source verb in the context of the basephrase. Hence the verb \to beat" expressing the game result in the pattern: <WINNER beat LOSER>can be nominalized by the noun \loss" in the pattern: <WINNER hand LOSER a loss>.The revision operation of Nominalization present here is thus a more general concept than the lexicaltransformation of nominalization usually described in the linguistic literature.The sub-hierarchy of Nominalization revision operation is shown (together with that of Append) inFig. A.14. Each Nominalization subclass is characterized by the type of nominal modi�ers used to expressthe additional content. In the analyzed corpora, an ordinal modi�er was always present. It was either alone,accompanied by a classi�er or accompanied by a quali�er. Nominalizations were not accompanied by anyside transformation.A surface decrement pair for each subclass of Nominalization encountered in the corpora follows:195
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Figure A.15: Demotion schemarealizing the additional content. In Absorb previously presented, a base constituent also becomes embeddedinside the constituent conveying the new content. What distinguishes Demotion from Absorb is that in thecase of Demotion:� The new constituent under which the displaced base constituent gets embedded does not necessarily�ll the same role in the revised structure as the one the displaced constituent occupied in the basestructure.� The revised head Rh may di�er from the head base Bh.The pair of phrases below illustrates how Demotion can be used to add a record update information toa game statistic clause:source: \Kevin Johnson scored 44 points"target: \Kevin Johnson matched his career high of 44 points"The record update information is conveyed by a combination of a new head verb \to match" (correspondingto Rh in the schema) and a new object \his career high" (whose head \high" corresponds to Ach in theschema). The original object nominal \44 points" (corresponding to Bcn in the schema) is demoted as aquali�er inside the new object constituent. Since the original object �lled a Created role in the source phraseand the new one �lls an A�ected role in the target phrase, this is a case of Demotion of Created Argumentinto Qualifier of Affected Argument.As shown in Fig. A.16, the analyzed corpora also contained cases where an A�ected argument wasdemoted as the Determiner of a new A�ected argument, and cases where a Score phrase was demoted frombeing an adjunct of the main clause to being an adjunct of a new subordinate Co-Event Adjunct clause.Cases of Demotion were not accompanied by any side transformations and were used only to add historicalinformation (either a record or a streak).A surface decrement pair for each subclass of Demotion encountered in the corpora follows:Demotion of Created Argument into Quali�er of A�ected Argumentsource (sports) : \Patrick Ewing scored 41 points"target (sports) : \Kevin Johnson matched his career high of 44 points"source (finance) : \the All Singapore Index closed at 510.85"197
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Bh

Arg1 Arg2

Bc1 &

Bc2 Bc3

&

Bh Ah

Arg1 Arg2

Bc1 Bc2 Bc3

Arg1

Arg2

Ac

Base  Structure Revised  Structure

Figure A.17: Promotion schemasource: \Larry Smith added [[12 points] and [25 rebounds]]"target: \[[Larry Smith added 12 points] and [; matched a season high 25 rebounds]]"In each phrase the scope of the conjunction is indicated with brackets. In the source phrase, the verb\to add" (corresponding to Bh in the schema) is factored out over the nominal conjunction of \12 points"(corresponding to Bc2 in the schema) and \25 rebounds" (corresponding to Bc3 in the schema). Withoutsuch factoring, the same content would be expressed by a conjunction of clauses, e.g.:\[[Larry Smith added 12 points] and [; grabbed 25 rebounds]]".Because the additional record equalling property concerns only the rebounding statistic and not the scoringone, accommodating this new content requires undoing this factorization and return to the clause coor-dination form. A second verb \to tie" (\Larry Smith", corresponding to Ah in the schema) can then beadded together with a classi�er \season high" (corresponding to Ac in the schema) to express this additionalcontent. Since the agent of \to tie" is shared with that of the conjoined verb \to add", it can be elided.The sub-hierarchy of Coordination Promotion revision operation was shown (together with that ofDemotion) in Fig. A.16. There is only one variant from the simple case illustrated by the example above.In this simple case, after the the introduction of the second verb percolating the coordination up to the top-level, the remaining additional content is incorporated by adjoining a classi�er to the object of this secondverb. In the complex variant, this additional content is instead incorporated by adjunctizing the object ofthis second verb as an instrument. On the example source phrase above, this variant yields the followingtarget phrase:\[[Larry Smith added 12 points] and [; matched a season high with 25 rebounds]]"Coordination promotion is an example of revision operation that is very specialized and involves verycomplex surface form transformations.A surface decrement pair for each subclass of Promotion encountered in the corpora follows:Promotion of Coordinationsource (sports) : \Kevin Willis contributed [[17 points] and [12 boards]]"target (sports) : \[[Larry Smith added 12 points] and [; matched a season high 25 re-bounds]]"source (finance) : \the Nikkei traded in range between [[20,686.77] and [20,921.89]]"199



target (finance) : \[[the Nikkei opened at a low of 20,225.82] and [; rose to its high of20,324.63]]"Promotion of Coordination with Adjunctization of Coordinated Element into Instrument Adjunctsource (sports) : \Benoit Benjamin contributed [[19 points], [16 rebounds] and [six blockedshots]]"target (sports) : \[[Shaquille O'Neal added [[22 points], [20 rebounds]]] and [; tied a recordwith seven blocked shots]]"A.3 Side transformationsThe base pattern transformations presented in the two previous sections meet one of the two following goals:� Attach the additional constituent(s) realizing the new content (introductory transformation)� Alter the surface form of the existing content to accommodate this new constituent into the structureunder revision (restructuring transformation)These transformations are the core transformations involved in information-adding revisions. However,they are sometimes accompanied by side transformations whose goal is to correct whatever verbose repeti-tions, ambiguous forms or invalid word collocations that the core transformation may have introduced in thedraft.I identi�ed six main types of side transformations: reference adjustment, argument control, ellipsis,scope marking, ordering adjustment and lexical adjustment. They di�er from each other in terms ofthe goal they satisfy, the aspect of the draft they alter and the types of revision tools that they accompany.I present the six types of side transformations in turn in the following subsections.A.3.1 Reference adjustmentReference adjustment, the most widely used side transformation in the analyzed corpora, was already pre-sented in Section 2.5.2.3. Its goal is to insure conciseness by suppressing repetitions introduced by theattachment of the additional proposition. In the analyzed corpora, initial references use a set of defaultproperties associated with the class of the referred entity in the domain ontology. For example, in the sportsdomain, initial references to teams use both their home and name (e.g., \the New York Knicks"). However,when a revision tool introduces a second reference, this set of properties is then distributed between these tworeferences. The most common distribution strategy is to use half the properties in the added reference andthen abridge the existing initial reference so that is uses only the remaining half5. This is called ReferenceAbridging. The pair of phrases below illustrates how it used as a side transformation to an Adjoin ofRelative Clause to Top Level Nominal (cf. Section A.1.1 for a discussion of this revision tool):source S1: \to pace the Atlanta Hawks to a 113 105 triumph over the Minnesota Timberwolves"target T1: \to pace the Atlanta Hawks to a 113 105 triumph over ; Minnesota ;, that sent the Timber-wolves to their sixth straight defeat"After the Adjoin revision introduced a second reference - by name only - to the losing team, the initial5Note that the use of this transformation is based on the assumption that the report targeted audience knows about everyproperty in the default set, since otherwise it could not establish the co-reference link in the revised pattern.200



draft reference is abridged from the name + home form to the home only form. In the case of teams inthe sports domain, each of the two properties is indi�erently used in both the initial draft reference and thereference added by the revision. Thus, a converse target phrase is:target T2: \to pace the Atlanta Hawks to a 113 105 triumph over the ; Timberwolves, that sent Min-nesota to its sixth straight defeat"where the property deleted from the initial draft reference is the home instead of the name.Without such reference abridging side transformation, the Adjoin revision would yield the repetitiousforms below (repetitions are underlined):target T3: ? \to pace the Atlanta Hawks to a 113 105 triumph over the Minnesota Timberwolves, thatsent the Timberwolves to their sixth straight defeat"target T4: ? \to pace the Atlanta Hawks to a 113 105 triumph over the Minnesota Timberwolves, thatsent Minnesota to its sixth straight defeat"target T5: ? \to pace the Atlanta Hawks to a 113 105 triumph over the Minnesota Timberwolves, thatsent the Minnesota Timberwolves to their sixth straight defeat"An alternative strategy to reference abridging is Reference Deletion. In this case, the whole set ofdefault referring properties is used in the added reference and to avoid repetition the entire initial draft ref-erence is deleted. On the example source phrase S1 above, reference deletion yields the following alternativetarget phrase:target T6: \to pace the Atlanta Hawks to a 113 105 triumph ; that sent the Minnesota Timberwolvesto their sixth straight defeat"Reference deletion is less widely applicable than reference abridging because it requires the semantic linkbetween the draft constituent from which the initial reference is deleted and the constituent added by therevision to be strong enough so that the deleted referent can be inferred from the added context. In theexample above, even though the PP referring to the losing team in the game result nominal was deleted, thefact that Minnesota was the loser of the game is still inferable from the added relative clause expressing thelosing streak extensionReference abridging and deletion accompanied several classes of Adjoin, Conjoin and Adjunctizationrevisions. Corpora examples for each subclass were given in the previous sections of this appendix.A.3.2 Argument controlArgument control is a specialized side transformation that systematically accompanies the speci�c case ofAbsorb where the added absorbing constituent shares one argument with the absorbed draft constituent. Insuch cases, the common argument in the draft constituent is deleted an is controlled by the correspondingargument in the added embedding constituent. This side transformation avoids what would constitute astylistically inappropriate repetition and opportunistically takes advantage of this commonality betweendraft and additional content to improve conciseness.The pair of phrase below illustrates this phenomenon:source S1: \Minnesota rolled to a 106 77 victory over the Charlotte Hornets"target T1: \Minnesota snapped a three game losing streak ; rolling to a 106 77 victory overthe Charlotte Hornets"In the target phrase, the top-level reference to Minnesota, which �lls the agent argument of the added em-bedding clause, controls the omitted agent argument (marked by the \;" symbol) of the absorbed embeddedclause.Without such a side transformation, the Absorb revision would yield the following repetitious targetphrase:target T2: * \Minnesota snapped a three game losing streak Minnesota rolling to a 106 77201



victory over the Charlotte Hornets"A.3.3 EllipsisEllipsis is another example of specialized side transformation: it accompanies only Append revisions. Itopportunistically improves conciseness by exploiting the fact that the more elements that are present in acoordination, the more fully each subsequent element can be elided. Therefore, when revision is used toappend a new element to a coordinated constituent of the draft, part of the coordinated elements can bedeleted to become implicit. The pair of phrase below illustrates this phenomenon:source S1: \Willie Anderson scored 25 points and Terry Cummings added 24 ;" target T1: \WillieAnderson scored 25 points, Terry Cummings ; 24 ; and David Robinson ; 23 ;"In the second element of the source phrase, only the head of its object nominal (realizing the unit of thegame statistic) is elided. After the appending of the third element, the verb of the second element becomesimplicit as well. In a draft and revision generation framework, there is a signi�cant di�erence between theverb ellipsis in the second and third element of this target sentence: only the former concerning the existingdraft material requires a side transformation; the latter concerns to realization of the added constituent in therevision context. The side transformation Ellipsis presented here is thus a distinct and less general conceptthan the ellipsis traditionally discussed in the linguistic literature (see the system plandoc [McKeown etal. 1995] for the generation of this more general type of ellipsis). In particular, it is applicable only to caseswhere the new constituent shares more than one semantic elements with the draft coordination to which itis appended.A.3.4 Scope markingThe goal of the three side transformations already presented is to achieve conciseness, by deleting elementsin the draft that are redundant with the constituent added by the revision. In some cases where the draftcontent and the added content share information, the most concise form results from an alternative strategy.This strategy consists of applying the revision tool at the deepest possible level in the draft. However, thismay sometimes result in ambiguous phrases. Scope marking is a specialized side transformation correctingthe ambiguities generated by applying Coordinative Conjoin at the deepest possible level.The example phrases below illustrates the use of Scope Marking with a Coordinative Conjoin to adda second game statistic by a di�erent player but of equal value and unit than the �rst one:source S1: \Magic Johnson scored 21 points"target T1: ? \[[Magic Johnson scored 21 points] and [Byron Scott added 21]]"target T2: ? \[[Magic Johnson] and [Byron Scott]] scored 21 points"target T3: \[[Magic Johnson] and [Byron Scott]] scored 21 points apiece"T1 resulting from the application of Conjoin at the clause level fails to maximally factors out the sharedsemantic element between the draft and added content, leading to the repetition of \21 points". T2 resultingfrom the application of Conjoin at the the clause agent level is more concise. However, it is also ambiguousin that the clause can then be interpreted both distributively (i.e., each scored 21 points) and collectively(ie.., they together scored 21 points). In T3, this ambiguity is removed by the scope marker \apiece" forcingthe distributive reading. Note that the side transformation occurs at a higher level in the draft structure thanthe revision it accompanies. A di�erent scope marker, \total" can be similarly used to force the collectivereading. This collective reading can also be forced by adjusting the lexical head of the clause to a verb withintrinsically collective meaning such as \to combine for". This alternative, lexical type of side transformationis presented in Section A.3.6. 202



A.3.5 Ordering adjustmentAs noted in the previous section, a new constituent added to draft by a revision tool can introduce ambigui-ties. These ambiguities can sometimes be circumvented by simply modifying the precedence relations amongthe draft constituents without altering their dependence relations. This is especially true for adjuncts whoselinear position in the clause is largely underconstrained by syntactic dependencies.The example phrases below illustrate how reordering constituents can disambiguate a revised phraseresulting from the application of Adjoin of Relative Clause to Bottom Nominal:source S1: \the Boston Celtics triumphed over the Miami Heat 119 109"target T1: ? \the Boston Celtics triumphed over the Miami Heat who have lost thee consecutive roadgames 119 109"target T2: \the Boston Celtics triumphed 119 109 over the Miami Heat who have lost three consecu-tive road games"In T1, a relative clause is added to the losing team reference to convey a streak information. This ad-ditional clause makes the attachment of the score adjunct \119 109" ambiguous: is it the score of only thelast game or of each and every game in the streak? In T2 the �rst reading is forced by moving the scoreadjunct in front of the nominal onto which the relative clause was added.A.3.6 Lexical adjustmentThe addition of a new constituent to the draft by a revision tool may introduces ambiguities. It may alsoviolate inter-lexical constraints. Lexical adjustment consists in changing a draft wording not to convey anyadditional content but rather to avoid either of these two problems.The pair of phrases below illustrates the use of lexical adjustment with a Nominal CoordinativeConjoin to add a rebounding statistic to a scoring statistic by the same player:source: \Armon Gilliam scored 24 points"target: \Armon Gilliam had 24 points and 11 rebounds"Keeping the verb \to score" after this Conjoin would result in the invalid verb-object collocation:? \to score a rebound"The embedding head verb is thus adjusted to the versatile verb \to have" which can form a valid verb-objectcollocation with any noun expressing a game statistic, whether \point", \rebound", \assist" etc. Note that,as in the case of scope marking, this lexical adjustment occurs in a higher level draft constituent than therevision tools it accompanies. An example of disambiguating lexical adjustment was given in Section A.3.4.It is interesting to note that four out of six side transformations accompany the two revision tools, Conjoinand Append, both concerned with coordination. It underlies the easily overlooked complexity of this linguisticphenomenon.
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Appendix BImplementation environment:the FUF/SURGE packageIn this appendix, I provide background reference material concerning the implementation of the languagegenerator streak (Surface Text Reviser Expressing Additional Knowledge). streak summarizes a bas-ketball game by packing all the essential facts about the game as well as their historical signi�cance in asingle complex lead sentence. It is based on the draft and revision language generation model put forward inChapter 3 of this thesis. The present appendix describes the generation tools that underlied the implemen-tation of this model. It presents both these tools as they existed before the development streak and theparticular extensions to their functionality that this development prompted. The implementation of streakitself using these tools was presented in Chapter 4 of this thesis.streak was implemented using the fuf/surge package for developing language generation application.This package has been developed by Elhadad over the past 7 years and is still the object of constantimprovement and extension. In addition to streak, it has been used as the underlying environment forthe development of a wide variety of generation applications at Columbia University including multi-mediaexplanation [McKeown et al. 1990], stock market reports [Smadja and McKeown 1991], and interactiveon-line student advising [Elhadad 1993b]. It has been distributed to over 50 research sites worldwide and iscurrently being used for the development of 12 projects at seven of these sites, making it the most widelyused dedicated package for the development of language generation applications.fuf [Elhadad 1993b] [Elhadad 1993a] is a special-purpose programming language for language generationbased on functional uni�cation. It comes as a package with surge, a grammar of English implemented infuf and usable as a portable front-end for syntactic processing. fuf is the formalism part of the package, alanguage in which to encode the various knowledge sources needed by a generator. surge is the data part ofthe package, one already encoded knowledge source usable by any generator. Using the fuf/surge package,implementing a generation system thus consists of decomposing non-syntactic processing into sub-processesand encoding in fuf the knowledge sources for each of these sub-processes. In the case of streak, thedecomposition into sub-processes was presented in Chapter 3 of this thesis. In addition to surge, streakrelies on three non-syntactic knowledge sources: the phrase planning rule base, the lexicalization rule baseand the revision rule base. The encoding of these three knowledge sources in fuf was presented in Chapter 4.Both fuf and surge had to be extended during the development of streak to meet some of its specialneeds. First, the non-monotonicity of streak required the implementation of new fuf operators to cutand paste functional descriptions aside from unifying them. These extensions to fuf were implemented byElhadad. Second, while surge already covered a wide variety of syntactic forms for simple clauses1 it onlycovered a very few for complex sentences, which aggregate several such clauses. It also did not cover thespecialized nominals of quantitative domains. I implemented sizeable extensions to surge to attain widecoverage for complex sentences and quantitative nominals. This set of extensions goes far beyond what was1In fact as wide as any other available syntactic processing front-ends for language generation.204



needed for the sole needs of streak and constitutes in itself a signi�cant, though not central, contribution ofthis thesis. It was not simply an implementationmatter but required to cross-examine the descriptive work ofseveral non-computational linguists and integrate their respective analysis within the unifying computationalframework of surge. For quantitative nominals, some constructs I observed in newswire report corpora werenot mentioned in the linguistic literature and I had to come up with my own analysis. The version of surgeresulting from these extensions has since been used for other generation applications in addition to streak:automated documentation for the activity of telephone network planning engineers [Kukich et al. 1994],verbal descriptions of visual scenes [Abella 1994] and generation of business letters.In what follows, I �rst give an overview of fuf (Functional Uni�cation Formalism) as a programminglanguage, including the extensions for non-monotonic processing prompted by the development of streak.I then describe the initial version of surge (Systemic Uni�cation Realization Grammar of English) thatforms the core of streak's syntactic component. I then present the remaining of this component, i.e., theextensions of surge to complex sentences and quantitative nominals, two types of constructs which werepervasive in the corpora of newswire reports that I analyzed for this thesis. Finally, I give the input set usedfor systematically testing these extensions. This test input set illustrates by example all the new features ofthe extended coverage of surge-2.0.B.1 The FUF programming languagefuf [Elhadad 1993b] [Elhadad 1993a] is a special-purpose programming language for developing languagegeneration applications. It is an extension (cf. [Elhadad 1990] [Elhadad and Robin 1992]) of the initialfunctional grammar formalism initiated by [Kay 1979]. Originally, functional grammars where used toimplement only two generation subtasks: morpho-syntactic grammaticalization and linearization. This wasthe case for example in the systems text [McKeown 1985] and tailor [Paris 1987]. The extensions tothe formalism included in fuf have been in part motivated by its use for a ever wider range of generationsubtasks, including lexicalization (in several systems), phrase planning (in advisorII) and even non-linguistictasks like media coordination (in comet) and ontological deduction (in plandoc). The reviser of streakconstitutes the �rst use of fuf for implementing a non-monotonic task. The advantage of using fuf toimplement deeper aspects of the generation process than just syntax is threefold. First, these deeper aspectscan also bene�ciate from the strong points of the formalism: a fuf program works with partial information,and is declarative, uniform and very compact (since based on a few powerful concepts such as functionaldescriptions and uni�cation). Second, using the same formalism to implement all the tasks precludes theneed for interfaces reformatting the same information from one formalism used by a given component toa di�erent formalism used by another component. Third, it allows experimenting with di�erent ways todistribute subtask among components at implementation time (for example assigning constituent gaping tothe lexicalizer vs. to the syntactic grammar). The limitations of fuf were discussed in Section 7.2.1.1.In what follows, I present only the minimum set of fuf features necessary to provide the reader with theability to grasp the implementation-related issues of this research as well as to understand the small codeexcerpts provided as examples in Chapter 4 of this thesis. For an in-depth presentation of fuf, see [Elhadad1993a] and [Elhadad 1993b].B.1.1 Functional DescriptionsThe basic data structure used in fuf is a Functional Description (FD). An FD describes a set of entitiessatisfying a set of properties. It consists of a set of pairs (a v) called features, where a in an attributeand v is the value of this attribute for the set of entities described by the FD. v can be either an atom orrecursively an FD. Allowing recursion makes FDs structured representations.An FD can have any number of features. This variable arity of an FD makes it an inherently partialdescription, or approximation of a particular entity. As more features as added to the FD, the approximationbecomes more accurate. This is what makes FDs so attractive for NLP applications: natural language de-scriptions of a domain entity are also inherently partial. The FD with no feature is noted nil. An attribute205



((a x) (b 2))

((a 1) (b 2))

21

((a 1)) ((b 2))((a x))x

nil

failFigure B.1: Space of FDswith a nil value is useless in an FD since it does not provide any information for the attribute e.g.,((shape round) (size nil)) <==> ((shape round)).An attribute can occur only once in a given FD. If it occurred twice with the same value, the secondoccurrence would bring no additional information and would be useless e.g.,((shape round) (shape round)) <==> ((shape round)).If it occurred twice with di�erent values, the second occurrence would bring contradictory information andbe illegal e.g.,((shape round) (shape square)) is inconsistent.The basic operation on FDs is uni�cation (noted u thereafter). Syntactically it reduces to union for FDswith only atomic values e.g.,(u ((a 1)) ((b 2)) = ((a 1) (b 2))but involves structure mapping with embedded FD values, e.g.,(u ((a ((b 1))) ((a ((b 1)(c 2)) = (e 4))((d 3) (c 2)(a ((e 4))))) (d 3))Semantically, (u FD1FD2) denotes the intersection of the respective denotations of FD1 and FD2.Uni�cation is thus used to gradually provide a description of a particular entity by identifying it as amember of a gradually more restricted set. It de�nes a partial order among set descriptions. The FD nil isthe most general description and denotes the universal set of all entities. The FD fail is the most speci�cdescription. It is equivalent to all inconsistent FDs and denotes the empty set.This partial order on the space of structured values is paralleled with a partial order on the space ofatomic values de�ned by using the define-feature-type construct, e.g., after a(define-feature-type x (1 2))(u ((a x) (b 2)) ((a 1))) = ((a 1) (b 2))Fig. B.1 gives an example of FD space where the above define-feature-type declaration holds. Thepoints shown range from the most general FD, nil to the most speci�c, fail. All the direct specializationrelations are shown as links between boxes, with those derived from the define-feature-type are boldfaced.The other links are derived from uni�cation. The arrow on the left side shows the direction of increasing206



FD1 structural representation as sublists:((a ((b ((d 1)(e 2)))(c 3)))(b ((e {a b})))(f {b e})(h {i}))FD2 = equation representation equivalent to FD1:(({a b d} 1)({a b e} 2)({a c} 3)({b e} {a b})({f} {b e})({h} {i})) Figure B.2: FD as equation setinformation among these FDs. Types allows the uni�cation process to handle hierarchically organized valuesets.B.1.2 PathsIn addition to an atom or (recursively) a structured FD, the value of a feature in an FD can also be a path toanother feature in that FD. A path is a list of attributes surrounded by curly braces. Because each attributecan appear only once at a given depth inside an FD, a path unambiguously identi�es a unique feature ofthe FD. So for example in the FD of Fig. B.2, the path value {a b d} unambiguously leads to the value 1,despite the present of a b attribute at the top-level.A path pointing to a feature whose value is an atom or a structured FD is direct. A path pointing to afeature whose value is (recursively) a path is indirect. A path pointing to a feature whose value is nil (eitherexplicitly or by the absence of the pointed feature from the FD) is uninstantiated. So for example, in the FDof Fig. B.2 the path value of the feature under the path b e is direct, that of the feature f is indirect (andits equivalent direct value is {a b} and that of h uninstantiated since there is no attribute {i} in the FD.In addition to path values, fuf also allows path attributes. These path attributes allow the representationof an FD as a set of equation. The structural and equative representation of the same FD are compared inFig. B.2.Paths encode equality constraints in fuf. This increase of expressibility does not come for free: graph-ically, paths transforms FDs from trees to general directed graphs2. The graphic representation of the FDwhose structural and equative representations were given Fig. B.2 is shown in Fig. B.6 of section B.1.3.3.B.1.3 Functional GrammarsA Functional Grammar (FG) is a meta-FD specifying a set of FDs. An FG represents the set of FDs thatit uni�es with. The uni�cation of an FD with an FG (noted uni-fd thereafter) is a distinct and morecomplex operation that the uni�cation of two FDs (noted u). There is no uni�cation operation for twoFGs. uni-fd uses u as a subroutine. It is more complex than u because it handles the meta-attributes alt,cset and control, the meta-value given and also relative paths, all of which are proper to FGs. These2Potentially cyclic. 207



Initial FD = ((a 1) (b 2))FG = ((alt (((a ((alt ((2 {c} 1)))))(d 3)(c 2)))))Successive values of the FD:fail <------------ next branch in current disjunction((a {c}) (b 2) (c 1))((a {c}) (b 2) (c 1) (d 3))fail <------------ backtrack to last choice point((a 1) (b 2)) <------------ undo intermediate enrichments((a 1) (b 2) (d 3))((a 1) (b 2) (c 2) (d 3)) Figure B.3: Simple backtracking examplemeta-keywords respectively introduce non-determinism, constituent recursion, unidirectional constraints,procedural constraints and local constraints to the uni�cation process. Each subsequent paragraph discussesone of these additions to the expressive power of streak.An FG is a general data structure. A natural language grammar is only one the many types of knowledgethat it can conveniently encode. In streak, it is used to encode a lexicon, a phrase planning rule base anda revision rule base in addition to a grammar of English. To avoid confusion between the data structuresense and the linguistic sense of the word \grammar", I use \FG" for the former and \syntactic grammar"for the latter.B.1.3.1 Disjunction and non-determinismAn FD is a conjunction of constraints (each feature de�ning one constraint). In an FG, it is also possible tode�ne disjunctions of constraints using the meta-attribute alt (meaning ALTernation). The value of an altis a list of FDs3. Each element in the list corresponds to a branch in the disjunction. Disjunctions introducenon-determinism in the uni�cation process.When an alt attribute is encountered in an FG during its uni�cation with an FD, fuf picks one branchin the disjunction, introducing a choice point, and attempts to unify the FD with that branch. If it suc-ceeds, uni�cation proceeds with the next attribute in the FG, temporarily ignoring the remaining branches.However, if a failure later occurs (when an attribute is found both in the FD and the FG with a di�erentvalue), fuf backtracks to the last choice point and picks another branch in the corresponding disjunction. Asimple example of disjunction introducing backtracking in given in Fig B.3. fuf �rst take the �rst branch,(a 2), in the disjunction specifying the possible values of a. With this choice, uni�cation with the FD failssince (a 1) is incompatible with (a 2). fuf then backtracks to its last choice point (in this case, the choicejust made) and picks the next branch in the disjunction: (a c). fuf then proceeds enriching the FD with(c 1) and then (d 3). When it reaches (c 2) however, uni�cation fails again since it is incompatible withthe current value (c 1). fuf thus backtracks to its last choice point, the choice of the branch (a c) inthe a disjunction. Before trying the next value, it undoes all the enrichments between the failure and thelast choice point. It then picks the third value, proceeds to enrich the FD with (d 3) and then (c 2) andsuccessfully returns.Branches of disjunctions introduced by the meta-attribute alt are tried in their written order. Another3Only meta-attributes can have lists as values. Regular features only atoms and FDs as values.208



FD = ((x 1)(a ((b ((x 2))))))FG = ((alt (((x 1) FG = ((alt (((x 1)(c 3) (c 3))(cset ({a b}))) <==> ((x 2)((x 2) (d 4)))(d 4))))) with cat-attribute = xAfter top-level unification:FD = ((x 1)(C 3)(a ((b ((x 2)))))(CSET ({A B})))After recursive unification:FD = ((x 1)(c 3)(a ((b ((x 2)(D 4)))))(cset ({a b}))) Figure B.4: Constituent recursionmeta-attribute, ralt (meaning RandomALTernation) allows the de�nition of disjunctions in which branchesare tried in random order. A third meta-attribute opt (meaning OPTional) is used as an abbreviation forthe simplest types of disjunctions: ((opt fd)) <==> ((alt (FD nil))).fuf's default systematic chronological backtracking strategy can be overwritten by placing control anno-tations in disjunctions allowing fuf to use a more e�cient dependency-directed backtracking strategy (cf.[Elhadad and Robin 1992]). The top-level of an FG is required to be a disjunction.B.1.3.2 Constituency and recursionThe meta-attribute cset (meaning Constituent SET) introduces recursion on constituents. The value ofthis cset attribute is a list of paths. Each path points to a sub-FD called a constituent. After the initialuni�cation of the top-level FD has completed, fuf checks whether it has been enriched by a cset feature.If it has, each sub-FD speci�ed in this feature as a constituent is then recursively uni�ed with the FG. Eachsub-FD enriched by this recursion is then replaces the original sub-FD in the top-level FD. An example ofrecursive uni�cation with one constituent is given in Fig. B.4. At each step, the features added by the lastrecursion are uppercased.This recursion mechanism is especially helpful for building a linguistic output, by reaccessing the FG foreach linguistic constituent. cset allows specifying the constituents in an FD explicitly. Alternatively, theconstituents can be implicitly speci�ed by declaring a given attribute to be the cat-attribute4. In this case,fuf will recurse on each sub-FD containing this attribute. The default cat-attribute is cat. An implicitequivalent of the explicit FG example of Fig. B.4 is given next to it on the same �gure.4Thus raising the regular attribute to meta-status. 209



B.1.3.3 Relative paths and localityIn addition to the absolute paths presented in section B.5 which point to a node (in an FD viewed as agraph) by listing the arcs leading to it from the top-level node, an FG can also contains relative paths whichpoint to a node �rst indicating how many levels to go up in the graph from the current node (i.e., thenode representing the feature whose value is the relative path) and then listing the arcs leading down to thepointed node from that level. A relative path starts with the caret sign (meaning \go up") concatenatedwith an integer indicating how many levels to go up the structure. It is followed by a list of attributes similarto an absolute path. So for example the relative path {^2 a b} means \go up two levels and from therego down following a then b. The example FD of Fig. B.2 is reproduced here at the top of Fig. B.5 with itscorresponding relative path version at the bottom.The combination of constituent recursion and relative paths provides a powerful abstraction to expresslocal constraints generically. For example in a syntactic grammar number agreement between the determinerand the head of an NP is elegantly encoded in surge by the single line: ((determiner ((number {^2 headnumber}))))in the branch of the grammar handling NPs. This prohibits phrase like:\a victories" or\several victory"During the generation of a typical simple clause whose subject and object are both NPs, this branch willbe accessed twice, �rst to perform number agreement of the subject NP and then to perform the numberagreement of the object NP. Without relative paths, a distinct line would be needed to encode this agreementfor each semantic or syntactic role that an NP can �ll in a clause or any other constituent:((determiner ((number synt-roles subject head number))))((determiner ((number synt-roles object head number))))((determiner ((number synt-roles indirect-object head number))))((determiner ((number synt-roles subject qualifier complement head number))))etc.Since each syntactic category follows many local constraints and can �ll a large number of roles, relativepaths makes the grammar considerably more compact.There is a ip side to the expressiveness of relative paths: they can be ambiguous. This is the casewhen they form a Y con�guration with other paths in the graph of an FD. A simple Y con�guration isboldfaced in Fig. B.6 showing the graphic form of the FD of Fig. B.5. It makes the relative path in thefeature (f (({^1 b e}))) ambiguous. The attribute f leads to the node labeled Y in the �gure. At thisnode there are three possible ways to go up one level before going back down following b and then e:� Going up f which leads to the top-level and then back to the same Y node following b then e. Thisyields the value ((d 1) (e 2)).� Taking b which leads to the Z node and then following b and e to the atomic value 2.� Taking e which leads to the X node and then to nowhere since there is no arc labeled b down thatnode. This yields a nil value.When an FG contains such a Y con�guration with a relative path, fuf disambiguates it by followingup the attribute next to which the relative path appears in the text of the FG. In the example above, thisconvention means that the �rst of the three possibilities is chosen.B.1.3.4 Presence tests and unidirectionalityIn general, uni�cation is bidirectional. Depending whether an FG feature is already present in the input FDwith which it is uni�ed, the FG can either test part of the input or provide part of the output. Consider forexample the FGs and FDs of Fig. B.7.The feature (a 1) of FG1 tests part of the input when uni�ed with FD1, but enriches the output when210



FD1 contains only absolute paths:((a ((b ((d 1)(e 2)))(c 3)))(b ((e {a b})))(f {b e})(h {i}))FD3 = equivalent to FD1 with relative paths:((a ((b ((d 1)(e 2)))(c 3)))(b ((e {^2 a b})))(f {^1 b e})(h {^1 i})) Figure B.5: Relative vs. absolute paths.
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FG1 = ((alt (((a 1) (b 2)))))FG2 = ((alt (((a #(under 1)) (b 2)))))FD1 = ((a 1) (c 3))FD2 = ((b 2) (c 4))(u FD1 FG1) = ((a 1) (b 2) (c 3))(u FD2 FG1) = ((a 1) (b 2) (c 4))(u FD1 FG1) = ((a 1) (b 2) (c 3))(u FD2 FG2) = fail Figure B.7: Unidirectional vs. bidirectional uni�cationuni�ed with FD2. The meta-values given and under render uni�cation locally unidirectional. For example,in contrast to (a 1), the feature (a #(under 1)) works only as a test and thus fails with FD2 whichcontains no (a 1) feature. The meta-value given also allows to test for the presence of an attribute in theinput but without specifying any value for it. Therefore,((a #(under v))) <==> ((a given) (a v))5.B.1.3.5 Procedural tests and negationAn FG can also contain the meta-attribute control, which takes as value a call to an arbitrary lisp predicate.The local context of the FG is accessible to this call by way of special relative path parameters pre�xed by themacro-character #@. These special path parameters are interpreted as pointers inside the sub-FD currentlyuni�ed with the FG. The lisp predicate is called on the values that these parameters point to inside theFD. So, for example, in Fig. B.8, the #@{^ a} parameter points to 3 when uni�ed with FD1 and to 4 whenuni�ed with FD2 and FD3.Like under, control is an unidirectional attribute, serving only as a test and never as enrichment. Itallows mixing the declarative programming paradigm of fuf with the procedural programming paradigmof lisp. It is especially useful to encode inequalities in fuf as shown in Fig. B.8. The FG in that �gureenriches the input FD with the feature (c 1) if the respective values of a and b in that FD are di�erent.Otherwise, it enriches the FD with the feature (c 2).B.1.3.6 Modular FGsThe constructs def-grammar, def-alt and def-conj allow the modular de�nition and reuse of FGs, dis-junctions of FDs and conjunction of features (i.e., FDs). Once de�ned, the disjunctions are referred to bythe :! meta-attribute and conjunctions by the :& meta-attribute.Figure B.9 shows a small FG de�ned in one chunk on the right, with its equivalent modular de�nitionon the left.5Note that an attribute can appear several times in an FG, provided that all its occurrences but one are meta-attributes orpaths. 212



FG = ((alt (((control ((not (eq #@{^ a} #@{^ b}))))(c 1))((c 2)))))FD1 = ((a 3) (b 3))FD2 = ((a 4) (b {a}))FD3 = ((a 4) (b 3))(u FD1 FG1) = ((a 3) (b 3) (c 1))(u FD2 FG1) = ((a 4) (b {a}) (c 1))(u FD3 FG1) = ((a 4) (b 3) (c 2))Figure B.8: Using control to encode negation.
(setf g (def-grammar g'((alt (((a b) ((alt (((a b)(c ((alt (((e f) (c ((:! alt1))))(g h)) <==> ((:& conj1)))))((i j)))))))((e f) (def-alt alt1 (((:& conj1)) ((i j))))(g h)))))) (def-conj conj1 (e f) (g h))Figure B.9: Modular de�nition of an FG213



B.1.3.7 Monotonicity, insert-fd, relocate and canonicityA central property of the functional uni�cation mechanism onto which fuf is based is that it is monotonic.Uni�cation with an FG only enriches the input FD with additional features. It does not retract anything:all the features of the input FD are also present in the output FD.As explained in section 2.5.2.2, many revision operations I observed in human-written summaries are incontrast not monotonic. In order to concisely accommodate a new fact, the syntactic structure and lexicalmaterial expressing the original content of the draft is altered. Due to their non-monotonic nature, theserevisions cannot be implemented in streak by relying only on the uni�cation operation. Instead, the FDrepresentation of the draft must be altered by cut and paste operations.Prior to the development of streak, the only user-level functions of the fuf package were the twouni�cation operations:� fu to unify two FDs.� uni-fd to unify an FD and an FG and which recurses on constituents.In order to extend the usability of fuf to applications, such as streak, which uses FDs and FGs asunderlying representations, but which requires manipulating them non-monotonically, two additional user-level functions were added: insert-fd which pastes a smaller FD as a sub-FD inside a larger one under agiven path and the converse relocate which cuts a smaller FD appearing inside a larger one as the sub-FDunder a given path6.The task performed by these two functions is far from being trivial due to the potential presence of pathsin the smaller FD. Relocating a sub-FD containing non-local paths is especially complex. The di�culties inmaintaining path semantics while cutting and pasting a sub-FD with these two functions are illustrated onthe simple examples of �gures B.10 and B.11.In Fig. B.10, the FD smaller is pasted inside the FD larger under the path {x y}. The FD smallercontains two uninstantiated paths, and one instantiated path, whereas larger contains only one path, whichis uninstantiated. Recall that paths7 read from the top-level of FD and their semantics is that of an equationbetween two features. For example the feature ((f ((g {a e})))) in smaller stands for the equation: (a){f g} = {a e}.Once smaller gets embedded inside larger under {x y}, the path values inside smallermust be pre�xedby {x y} in order for them to still equate the same feature pairs. For example, in the new global contextprovided by larger, equation (a) above becomes: (b) {x y f g} = {x y a e}.Two system-level fuf functions are used by the uni�cation functions to retrieve the sub-FD under agiven path in a larger FD:� (top-gdp larger path), which stands for Go Down Path from TOP, returns the value under path inlarger, e.g., (top-gdp '((a ((b ((c 1)))))) {a b}) = ((c 1)).� (top-gdpp larger path), which stands for Go Down Path Pair from TOP, returns the attribute/valuepair under path in larger, e.g., (top-gdp '((a ((b ((c 1)))))) {a b}) = (b ((c 1))).In the example run of Fig. B.10 the function calls following the call to insert-fd shows that the pastingresulting from that call could not have be done by simply using these two functions in coordination with fu.This would fail to change the paths inside smaller which would then be erroneously interpreted in the newglobal context. For example, equation (a) above would become the quite distinct: (c) {x y f g} = {a e}.This why a distinct insert-fd function is needed.Note on this example how a pasting operation can instantiates uninstantiated path in both FDs: inmerged1 the values of attributes i, b and h now all points, directly or indirectly, to the atomic value 2.6Although I participated to their design and testing, these functions were implemented by Elhadad.7At least absolute paths as in the examples at hand. 214



> smaller1((a ((b {c d}) ;; uninstantiated path(e 1)))(f ((g {a e}) ;; instantiated path(h {i})))) ;; uninstantiated path> larger1((x ((y ((c ((d 2)))(i {x y a b})))))) ;; uninstantiated path> (setf merged1 (insert-fd smaller1 larger1 {x y}))((x ((y ((c ((d 2)))(i {x y a b}) ;; gets instantiated by the pasting of smaller1(a ((b {x y c d}) ;; {x y} prefix puts path in right new global context;; in which it gets instantiated(e 1)))(f ((g {x y a e}) ;; {x y} prefix puts path in right new global context(h {x y i})))))))) ;; {x y} prefix puts path in right new global context;; in which it gets instantiated> (setf (second (top-gdpp larger1 {x y})) (fu (top-gdp larger1 {x y}) smaller1))((a ((b {c d})(e 1)))(f ((g {a e})(h {i})))(c ((d 2)))(i {x y a b}))> larger1((x ((y ((a ((b {c d}) ;; points to nowhere in new global context(e 1)))(f ((g {a e}) ;; points to nowhere in new global context(h {i}))) ;; points to nowhere in new global context(c ((d 2)))(i {x y a b})))))) ;; indirectly points to nowhereFigure B.10: Insert-fd: pasting a smaller FD into a larger FD
215



> larger2((x ((y ((a ((b {x y c d}) ;; direct path local under {x y}(e 1)))(f ((g {x y a e}) ;; direct path local under {x y}(h {u v i}))) ;; indirect path indirectly local under {x y}(c ((d 2)))))))(u ((v ((i {x y a b})))))) ;; indirect path non-local under {u v}> (setf smaller2 (relocate larger2 {x y}))((a ((b 2) ;; canonical new phys rep of class C2b(e 1))) ;; canonical original phys rep of class C1b(f ((g {a e}) ;; updated to point to canonical phys rep in new local context(h {a b}))) ;; ex indirect, non-local path becomes;; direct path to canonical phys rep in new local context(c ((d {a b})))) ;; non-canonical ex phys rep becomes;; path to canonical one in new local context> (setf smaller3 (relocate larger2 {u v}))((i 2))> (top-gdp larger2 {x y})((a ((b {x y c d}) ;; points to nowhere in new local context(e 1)))(f ((g {x y a e}) ;; points to nowhere in new local context(h {u v i}))) ;; points to nowhere in new local context(c ((d 2)))) ;; non-canonical phys rep> Figure B.11: Relocate: cutting a smaller FD from a larger FD
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Figure B.11 illustrates the cutting of sub-FDs under two distinct paths inside the same FD. This FD,larger2, is similar to larger1 except that the feature (i {x y b}) appears under {u v} instead of {x y}.Its equation set representation is the following:(1a) {x y a e} = 1(2a) {x y c d} = 2(3a) {x y a b} = {x y c d}(4a) {x y f g} = {x y a e}(5a) {u v i} = {x y a b}(6a) {x y f h} = {u v i}All the paths in larger2 are instantiated. In a non-monotonic setting where the value of an attribute canbe updated, attributes that happen to share the same value and attributes that are equated by a path havedi�erent semantics. For example, in a monotonic setting the two FDs below encode equivalent information:FD1 = ((a 1) (b 1))FD2 = ((a 1) (b {a}))But this is no longer the case in a non-monotonic setting. If, for instance, the value of a is updated to 2,the value of b in FD1 remains 1 while in FD2 it becomes 2. When cutting a smaller FD inside a larger FDit is thus necessary to preserve the instantiation status of path values.In that respect, for cutting the sub-FD under {x y}, the equations (1a-4a) do not pose any di�culty.The path values in these equations are local to the cutting scope {x y}. Cutting can thus be done by simplyremoving the {x y} pre�x from all the paths involved in these equations. All the paths are still instantiatedin the result shown below:(1b) {a e} = 1(2b) {c d} = 2(3b) {a b} = {c d}(4b) {f g} = {a e}Now consider instead, cutting the sub-FD under {u v}. Equation (5a) poses a di�culty. The paths oneach side do not share a common pre�x. The value of attribute i is an indirect path ultimately pointing(via {x y a b}) to the atomic value 2. The di�culty lies in the fact that this atomic value is not locatedin the cutting scope {u v}. The path value of i is thus non-local. In such a case, this path value cannotbe preserved in the sub-FD that is being cut, since this would means changing what was an instantiatedpath into an uninstantiated one (put it di�erently it would mean changing the value of i from 2 to nil).This path value must thus be replaced by the atomic value to which it ultimately points to. Because ofthis need to fetch values that are out of the cutting scope, cutting a sub-FD cannot be performed locally byconsidering only the sub-FD. The whole larger FD needs to be inspected.Coming back to cutting the sub-FD under {x y}, equation (6a) illustrates a further di�culty that indirectpaths can trigger. As in the case of (5a), the paths on each side of (6a) do not share a common pre�x. Thepath value of h thus at �rst appears to be non-local (like that of i in the previous example). This pathvalue is {u v i}. The value of i is itself a path, {x y a b}. In turn the value of b is a path, {x y c d}.This last path leads to the atomic value, 2. The important point here is that this chain of path indirectionsleads back to a location within the cutting scope {x y}. Thus, in the global context of larger2, the pathvalue of h really expresses an equality relation between h and d. Since d is under the cutting scope {x y}this equality relation is really local to this scope and must be preserved in the cut FD. Its locality is onlyobscured by indirections �rst out of, but then back in, this cutting scope. Thus, the value of h in the sub-FDcut from larger2 under {x y} must be the path {c d} instead of the atom 2. Path values which do notshare a common pre�x with the cutting path can therefore not be uniformly handled by replacing them bythe non-path value to which they ultimately point.The two examples above show that two types of information, locality and instantiation status, which arehidden by the list or equation set representations of an FD, are crucial to the task of cutting a sub-FD inside217



smaller2': ((f ((g 1) ;; non-canonical phys rep of class C2b(h 2)))(a ((e {f g}) ;; direct path to 1(b {f h}))) ;; direct path to 2(c ((d {a b})))) ;; indirect path to 2smaller2'': ((f ((g 1) ;; non-canonical phys rep of class C1b(h {c d}))) ;; direct path to 2(a ((e {a g}) ;; direct path to 1(b {c d}))) ;; direct path to 2(c ((d 2))))Figure B.12: Alternative list representations of the same FDa larger FD while preserving the semantics of all paths. This suggests that the �rst stage in the cuttingprocedure should be a change of representation that explicitly reveals this information. Such representationis the quotient set. Each element in a quotient set is a pair whose �rst element is a set of equivalent pathsand whose second element is the non-path value that is commonly pointed to by these equivalent paths. Forclasses of equivalent uninstantiated paths, this second element is nil. The quotient set representation oflarger2 is given below:C1a = ([{x y f g},{x y a e}],1)C2a = ([{x y f h},{u v i},{x y a b},{x y c d}],2)The equality between attributes h and d that is obscured through indirections in the list representationof smaller in Fig B.11, is immediately clear in this quotient set: they belong to equivalent paths. On thelist representation, cutting the sub-FD under {x y} would involve following path chains while monitoringmoves in and out the cutting scope. On this quotient set representation it simply involves: (1) discardingfrom each class the paths without a pre�x matching the cutting scope and (2) removing this pre�x from theother paths. The result for larger2 is shown below:C1b = ([{f g},{a e}],1)C2b = ([{f h},{a b},{c d}],2)The function relocate relies on this quotient set representation to cut a sub-FD inside a larger FD. Itthus operates in three steps:1. Convert the larger FD to quotient set form.2. Compute the quotient set of the sub-FD under the cutting scope.3. Convert back the sub-FD quotient set into list form.The third step is non-trivial due to the fact that, in most cases, there are several possible list representa-tions for each quotient set representation. For example the quotient set above representing the sub-FD cutunder {x y} inside larger2, can be alternatively represented by smaller2' and smaller2'' in Fig. B.12in addition to smaller2 in Fig. B.11.Comparing these three equivalent list representations reveals the sources of multiplicity in the mappingfrom quotient set representations to list representations:218



� The use of indirect paths.� The location in the list structure of the non-path value associated with each class of equivalent paths.The particular element in a class of equivalent paths that hold the non-path value of the class is calledthe physical representative of the class.Allowing relocate to pick a unique list representation for the sub-FD that it cut from the larger FDusing the quotient set representation involves:� Using only direct paths� De�ning a canonical physical representative for a path classThe choice of canonical physical representative can be left to the particular non-monotonic applicationfor which relocate is needed. A user-provided predicate choosing which of two paths is the most canonicalcan be passed to relocate as an optional parameter. The streak implementation uses this facility to de�necanonicity in a way that reects the realization relations which hold between the three layers of the draftrepresentation the reviser manipulates. For example, this predicate speci�es that the features at the dsslayer are more canonical than those at the sss layer which are in turn more canonical than those at the dgslayer.In the absence of such a user-provided speci�cation of which paths in a class should be its physicalrepresentative, relocate uses a criteria that optimizes the cut sub-FD for subsequent processing. Whenunifying two FDs, the fuf interpreter typically spends most of its time following paths. Eliminating indirectpaths is already a good source of optimization. Another is to choose the shortest path as the physicalrepresentative. For paths of equal length, relocate uses the alphabetical order as tie-breaker. This iswhy the physical representative C1b in smaller2 is {a e} and that of C2a is {a b}. The example calls torelocate in Fig. B.11, illustrates the fact this function simultaneously performs several tasks:� Fetching the values of the genuinely non-local paths (e.g., (i 2) in smaller3).� Preserving the equality between local attributes that are linked through paths meandering out andback in the cutting scope in the larger FD (e.g., (h {a b}) in smaller2).� Moving the non-path value of the equivalent path class to its canonical physical representant (e.g., (b2) and (d {a b}) in smaller2).� Changing all the direct or indirect local paths to the physical representative in the larger FD by directpaths to the canonical physical representative(e.g., (h {a b}) in smaller2).relocate outputs a list that is a canonical representation of the corresponding quotient set. This canon-ical representation is the most e�cient among the many possible representations which correspond to thesame quotient set. For example, consider unifying the following FD ((c ((d 1)))) with smaller2 andsmaller2' respectively. Checking for the compatibility between the value of d in this FD and the corre-sponding value in smaller2 involves visiting only two nodes c and d. Doing the same with smaller2'requires visiting the nodes c, d, a, b, f and d. An important side e�ect of this default de�nition for thephysical representative is that relocate called with an empty path parameter can be used to pre-process anFD by putting in the canonical form that is the most e�ciently processed by the fuf interpreter. Contrastthe output of relocate with that of top-gdp (with the same FD and path parameters and both given inFig. B.11), the function used by fuf to retrieve the value of a sub-FD in the monotonic context of uni�cation.It does not put the features of the sub-FD in their new local context nor does it performs any optimizationon its path values. The relation between canonicity and e�ciency its further discussed in section 7.2.1.1.219



B.2 The SURGE-1.0 uni�cation grammar of EnglishIn this section, I present the initial version 1.0 of the syntactic grammar surge. This was the version availablewhen I started the implementation of streak. The extensions I made to surge yield version 2.0 which ispresented in the next section. surge is a portable front-end for the development of generation applicationdistributed as part of the fuf/surge package. fuf is the formalism part of the package and can be used toimplement various components of a generation system (in the case of streak all four components). surgeis the data part of the package: one particular knowledge source written in fuf, implementing one reusablecomponent.surge-1.0 was implemented by M.Elhadad and represents his own synthesis, within a single workingsystem of the descriptive work of several linguists, most of which come from the systemic linguistic schooland all but one of which non-computational. His main sources of inspiration were [Fawcett 1987] and [Lyons1977] for the semantic aspects of the transitivity system, [Mel'cuk and Pertsov 1987] for its lexical aspects,[Halliday 1985] and [Winograd 1983] for the other clause systems, the nominal systems and the overallorganization of the grammar, [Pollard and Sag 1987] for the treatment of long-distance dependencies and,last but not least, [Quirk et al. 1985] for the many linguistic phenomena not mentioned in other works,yet encountered in many generation application domains. In its incomparable comprehensiveness, attentionto detail and wealth of examples, [Quirk et al. 1985] exempli�es the all too rare type of linguistic workthat constitutes a genuine treasure-house for the NLP practitioner. In addition, by being largely neutralwith respect to formalism and yet semantically and functionally oriented, it is especially well-suited to ageneration perspective. Many of the extensions I made to surge-1.0 were inspired by Quirk. The goal ofthis section is twofold:� To lay ground for the presentation of this set of extensions in the next section by de�ning the startingpoint.� To provide an implementation-level description of the dgs layer of internal utterance representationthat was abstractly described in section 3.3.1.3.I will therefore not discuss the (signi�cant) portion of surge-1.0 that was neither the object of anextension, nor used in the particular sublanguage of streak's sports reporting domain. See [Elhadad 1993b]for a discussion of these aspects. In what follows, I �rst review the generation subtasks carried out by surge.I then discuss in some detail the treatment of the clause in general and the transitivity system in particular.I conclude by surveying the treatment of nominals and paratactic complexes.B.2.1 The task of a syntactic grammarAn input to surge is a skeletal lexico-syntactic tree that speci�es a sentence to generate by recursivelyindicating the thematic role organization, open-class lexical items, syntactic categories and associated syn-tactic features of each constituent. Internally, surge is divided into two components: the syntactic grammarproper and the linearizer. The grammar proper is uni�ed with the skeletal sentence speci�cation given inthe input to produce a corresponding enriched sentence speci�cation that is guaranteed to contain all theinformation needed by the linearizer to produce a grammatical string of properly inected English words.Both the grammar proper and the skeletal input are FDs (and so is the enriched speci�cation resulting fromtheir uni�cation).The nature and scope of this enrichment process is now illustrated on a example sentence of maximumsimplicity: \They are winning". The skeletal input accepted by surge for that sentence is shown below:((cat clause)(process ((type material) (effective no) (lex "win") (tense present-progressive)))(partic ((agent ((cat personal-pronoun) (number plural))))))The corresponding enriched description passed to the linearizer is shown in Fig. B.1388This enriched speci�cation was manually post-edited to show only the most essential features. The real output contains220



1 ((cat simple-clause)2 (generic-cat clause)3 (process ((type material)4 (lex "win")5 (effective no)6 (tense present-progressive)7 (agentive yes)8 (voice active)9 (subcat {oblique})10 (cat simple-verb-group)11 (generic-cat verb-group)12 (dative-move no)13 (insistence no)14 (polarity positive)15 (modality none)16 (person {synt-roles subject person})17 (number {synt-roles subject number})18 (event ((cat verb) (lex {process lex}) (ending present-participle)))19 (be-1 ((tense present)20 (person {process person})21 (number {process number})22 (ending {process ending})23 (lex "be")24 (cat verb)))25 (pattern (dots be-1 dots event dots))))26 (partic ((agent ((cat personal-pronoun)27 (number plural)28 (generic-cat np)29 (person third)30 (synt-function subject)31 (case subjective)32 (syntax ((case subjective)33 (animate yes)34 (number plural)35 (person third)36 (definite yes)))37 (semantics ((index ((animate yes) (number plural) (person third)))))38 (reference ((type specific) (possessive no) (interrogative no) (quantitative no)))39 (pattern (determiner head dots))40 (head ((cat pronoun)41 (number plural)42 (animate yes)43 (pronoun-type personal)44 (person third)45 (case subjective)46 (lex "they")))47 (determiner ((cat article-det)48 (generic-cat det)49 (head-cat pronoun)50 (det ((cat article) (lex "")))))51 (partitive no)))))52 (oblique ((1 {partic agent})))53 (synt-roles ((subject {oblique 1})))54 (verb {process})55 (focus {subject})56 (mood declarative)57 (pattern (dots start {synt-roles subject} dots verb dots)))Figure B.13: Enriched speci�cation for the sentence \They are winning"221



The overall task of a syntactic grammar is morpho-syntactic grammaticalization and covers the followingsubtasks:� map the thematic structure onto the syntactic structure� perform agreement� provide default values for the required syntactic features� choose closed-class words� compute precedence constraints� encode grammatical paraphrasing� prevent over-generationUsing the enriched speci�cation of Fig. B.13, I now illustrate what each of these subtasks involves.The roles of the thematic structures are semantic, such as agent, process, affected etc. Depending ona variety of other factors such as voice, these thematic roles are mapped onto di�erent roles of the syntacticstructure such as subject, verb, object etc. For the simple sentence of Fig. B.13 this mapping is shown inlines 52-54: the thematic structure of this sentence contains only two elements: the process9 described bythe sentence and its agent. They are respectively mapped onto the two syntactic roles verb and subject.The process to verb mapping is direct while the agent to subject mapping is indirect through an intermediateoblique role (for reasons explained in the overview of surge's voice system section B.2.2.2 ). As most ofthe processing performed by a syntactic grammar directly acts upon the syntactic roles, thematic structuremapping must be the �rst task carried out by a syntactic grammar. It is largely independent from the othersemantic grammaticalization subtasks and could alternatively be implemented as a separate component.This component would interface a lexical chooser and a syntactic grammar accepting descriptions in termsof syntactic roles. But since thematic role mapping is domain independent, it was integrated into surgewith the desire to provide a front-end accepting as high-level as possible an input representation whileremaining reusable. However, because it is implemented in fuf and thus works with partial informationthrough uni�cation, surge accept input descriptions at various levels. It can thus also handle input alreadyspeci�ed in terms of syntactic roles, or even as a mix of thematic and syntactic roles. A fuf/surge user canthus adjust the level at which surge takes over in the generation process, to suit the needs of a particularapplication.A syntactic grammar must perform agreement among the sentence constituents. In surge, this is doneby paths conating features whose value must coincide for a sentence to be grammatical. An agreementresulting from a series of constraint propagations is encoded as a chain of indirect paths. For example, theverb-subject agreement in the simple sentence of Fig. B.13 is encoded in lines 16-17 and 20-21. The verbpoints to the process whose person and number in turn respectively point to the corresponding features inthe subject.A syntactic grammar must provide a default value (in general, the most common one10) for every featurerequired by the linearizer but not speci�ed in the input. For example the number, person and tense arerequired for a verb, for the linearizer to be able to properly inect it. In the example of Fig. B.13, number ispropagated from the agent number speci�ed in the input, but person is simply added with its default value:third. These defaults allow for concise input containing only default overriding features. For example, the 7feature input shown above includes the number feature to override its default singular value with plural.A syntactic grammar must choose closed-class words such as auxiliaries, pronouns, articles etc. In thethree word sentence example at hand, only the main verb \to win" was given in the input. The two others,the auxiliary verb \to be" and the subject pronoun \they" were added by surge (cf. lines 23 and 46 inFig. B.13). While some syntactic features are required to allow the linearizer to choose the right inection ofabout 250 features.9Used here in its systemic linguistic sense to refer to any kind of situation involving participants (abbreviated partic) whetheran event, an activity, a state or a relation and thus not carrying any restrictive connotation with respect to aspect.10The notion of \most common" remains intuitive in surge, since it it is not based on occurrence counts on large corpora.222



an open-class word, others are required to allow the syntactic grammar proper to choose the right functionwords.A syntactic grammar must accept and compute precedence constraints among constituents. In surge,this is done using the fuf meta-attribute, pattern, speci�cally designed for this very purpose. Examples ofpatterns are given on lines 25, 39 and 57 of Fig. B.13. The value of this feature is a list whose elements canbe either:� The name of an attribute located at the same level as the pattern feature in the FD structure (e.g.,verb on line 57).� A path leading to a feature located at another level than the pattern feature in the FD structure (e.g.,{^ synt-roles subject} on line 57).� The wild-card dots allowing the order speci�ed by the pattern to be partial (there are three of themon line 57).� Dummy features, not corresponding to any linguistic constituent, but present as landmarks for theexpression of partial ordering constraint (e.g, start on line 57).A special uni�cation procedure is used for these patterns, allowing progressive re�nement the order ofconstituents inside the sentence as constraints on them become available. In Fig. B.13:� Line 57 encodes precedence among the top-level sentence constituents (subject �rst, then verb).� Line 25 precedence inside the verb group (auxiliary = be-1 �rst, followed by main verb = event)� Line 39 precedence inside the subject (determiner �rst - empty in that particular case, cf. line 50 -,the head - the pronoun \they" in that particular case).When uni�cation �nishes, the �nal complete pattern has been computed. It bears a special meaning to thelinearizer. It indicates which among all features of the enriched FD correspond to a syntactic constituent tooutput in the sentence.Another task of a syntactic grammar is to encode grammatical paraphrasing. This paraphrasing involvesregular syntactic transformations such as passive or dative moves. For example, surge can generate thefollowing set of sentences from the same input description in terms of thematic roles:(1a) \Orlando handed a defeat to Toronto"(2a) \Orlando handed Toronto a defeat" (dative move)(3a) \A defeat was handed to Toronto by Orlando" (passive)A syntactic grammarmust encode the syntactic constraints on such paraphrasing to avoid over-generation.For example, suppose that in the input description of the example above, the speci�cation for the \a defeat"NP was changed to simply ((cat personal-pronoun)). Then surge would block the possible choice of thedative move to avoid generating the ungrammatical second form below:(1b) \Orlando handed it to Toronto"(2b) * \Orlando handed Toronto it" (dative move)(2d) \It was handed to Toronto by Orlando" (passive)B.2.2 The clause sub-grammarThe clause grammar is divided in three main systems:� The transitivity system which handles the mapping from the thematic structure onto a default syntacticstructure for main assertive clauses.� The voice system which handles departures from the default syntactic structure such as passive, dativemoves, clefting, dislocation etc. 223



� The mood system which handles interrogative, imperative, subordinate and embedded forms.I overview the surge implementation of each of these systems in turn in the following paragraphs.B.2.2.1 The transitivity systemThe thematic roles accepted by surge in the input description of a clause are divided into two broad classes:nuclear roles called participants (and abbreviated partic) and more peripheral ones called circumstantials(abbreviated circum). Intuitively, participants answer the questions \who/what was involved?" about theprocess described by the clause, whereas circumstantials answer the questions \when/where/why/how didit happened?". Semantically, processes are classi�ed in a hierarchy of process types11 and each type isassociated with its specialized set of participant roles. In contrast, circumstantial roles are versatile andcan attach to processes of virtually any type. Syntactically, three tests can be used to decide whether aparticular sentence constituent is a participant or a circumstantial: Is it movable? Is it obligatory? Can itbecome subject?. In general:� Participants cannot be moved around in the clause without a�ecting the other elements. Circumstan-tials can.� Participants cannot be omitted from the clause while preserving its grammaticality. Circumstantialscan.� Non-subject participants can become subject via transformations such as passivation. Circumstantialscannot.Several criteria are needed because none of them is always strictly applicable12. However, taken together,they allow distinguishing the participants from the circumstantials of almost any clause. Consider, for ex-ample, the sentence below:(1) \Orlando defeated Toronto yesterday". Its process is expressed by the verb \to defeat" and it has threethematic roles respectively expressed by \Orlando", \Toronto" and \yesterday". \Yesterday" can be moved(up-front) without interfering with the rest of the clause whereas \Orlando" and \Toronto" cannot13:(2a) \Yesterday, Orlando defeated Toronto".(2b) * \Defeated Toronto yesterday, Orlando".(2c) ? \Toronto, Orlando defeated yesterday".\Yesterday" can be omitted from (1), whereas \Toronto" and \Orlando" cannot:(3a) \Orlando defeated Toronto".(3b) * \Defeated Toronto yesterday".(3c) * \Toronto defeated yesterday".Finally, the passive transformation allows \Toronto" to become the subject of the verb \to defeat" butthere is no such transformation to do the same with \yesterday":(4a) \Toronto was defeated by Orlando yesterday".(4b) * \Yesterday was defeated Toronto by Orlando".Therefore in (1) above, both \Toronto" and \Orlando" are participants, whereas \yesterday" is a cir-cumstantial.I now present the set of participants and circumstantials de�ning the vocabulary of thematic structuresaccepted as input by surge-1.0. Participants are associated with speci�c types of processes classi�ed in a11The particular hierarchy of process types encoded in surge is presented in detail later on in this section.12i.e., there are exceptions for each these rules.13Although (2c) is, strictly speaking, \grammatical", it is appropriate only in very restricted textual contexts, in contrast to(2a) which is appropriate in as many textual contexts as (1).224



semantic hierarchy. At the top of this hierarchy, surge distinguishes between simple and composite processes.Simple processes corresponds to clauses with 0 to 2 participants and no causative or resultative meaning.Composite processes correspond to causative or resultative clauses with 2 or 3 participants. In English, aclause can have at most 3 participants.Figure B.14 shows the sub-hierarchy of simple process types in surge, illustrating each participantstructure located at the leaf of this hierarchy by an example sentence. Simple processes are �rst divided intotwo broad classes: events (whether punctual or durative) and relations (whether stative or dynamic).Events are then further divided intomaterial events involving entities of the physical realm (either literallyor metaphorically), mental events involving entities of the cognitive and emotional realms and verbal eventsinvolving entities of the communicative realm. Operating in orthogonal semantic realms, these three types ofevents have entirely disjoint sets of participants. There are only material events in the semantic sub-domainof streak.A material event can be either agentive, or e�ective or both. It is agentive if the clause presents the eventas resulting from the action (intentional or not) of some agent. It is e�ective if the clause speci�es the e�ectof that action. This e�ect can be either dispositive if it a�ects a pre-existing entity, or creative if it createsa new one. All non-agentive material events have a single participant (A�ected or Created). However thereis a type of material non-e�ective events involving two participants. The �rst is the Agent and the secondis called the Range, because it generally speci�es some domain for the activity undergone by the agent. Forexample in \Tony climbed the mountain", \the mountain" is neither a�ected nor created by Tony activitybut only speci�es the range of Tony's climbing. In general, given a clause of the form\Subject Verb Object" the test to decide whether Object is a Range is the paraphrase\What Subject did to 0bject was to Verb it".This paraphrase is valid for A�ected and Created objects but not for Range objects as shown by the non-sensicality of:\What Tony did to the mountain was to climb it".When used with very general verbs (e.g., \to make", \to take", \to get", \to have") the Range participantspeci�es the action itself in a nominal form. In that case, the verb and the noun heading the NP �lling theRange participant are verb-object collocations as in \Michael takes a shower".Relations are divided into attributive relations, linking an entity to one of its property, and equative rela-tions, linking two entities. The former ascribes an attribute participant (the property) to a carrier participant(the entity). The latter identi�es one entity (the identi�ed participant) by relating it to another entity (theidenti�er). In general, equative relations are reversible either lexically or through passive transformations,whereas attributive relations are not. For example, \Bo owns this car" can be paraphrased by:\This car belongs to Bo", or by \This car is owned by Bo"whereas \Bo has long hair" cannot be paraphrased neither by:\Long hair belongs to Bo" nor by\Long hair is had by Bo". The example above is a case of possessive relation. This type of relation is distinguished because alarge class of relational meanings involve ownership, either literally or metaphorically. An even larger classof relational meanings involve a location (also either literally or metaphorically) and are distinguished aslocative relations. The remaining types of relations are called ascriptive and they include copulative clauses.Note that this distinction among ascriptive, possessive and locative relations is orthogonal to the distinctionamong attributive and equative relations.Following a localist approach (cf. [Lyons 1977] pp.718-724), surge views existential clauses as expressinga locative relation lacking a location participant. For example, \There is a catch" is analyzed as a syntacticshortcut to the semantically equivalent \There is a catch here" or \There is a catch somewhere". surge alsoclassi�es as locative, the zero participant clauses describing natural phenomena. For example \It rains" isanalyzed as a syntactic shortcut to the semantically equivalent \There is rain falling here". Accompanimentand temporal relations are also analyzed as locative metaphors. Relations that are literally locative arecalled spatial. 225



event material Agentive simple Michael squatsnon-e�ective Agentwith range Michael takes a showerAgent Rangeagentive creative Michael makes falafelse�ective Agent Createddispositive Michael eats falafelsAgent A�ectede�ective Falafels cooknon-agentive A�ectedcreative Windows popCreatedmental Francisco thinksProcessorFrancisco liked how he wonProcessor Phenomenonverbal Michael speaksSayerMichael talked to CathieSayer AddresseeMichael said strange stu�Sayer Verbalizationrelation ascriptive attributive Michael is very busyCarrier Attributeequative The hunter is the huntedIdenti�ed Identi�erpossessive Francisco owns a big boatPossessor PossessedIdenti�ed Identi�erattributive Francisco has long hairPossessor PossessedCarrier Attributelocative natural It rains;existential There is a catch; Locatedaccompaniment Michael is with his wifeLocated Accompanimenttemporal The end is soonLocated Timespatial attributive Michael is far awayLocated LocationCarrier Attributeequative The tree reaches the roofLocated LocationIdenti�ed Identi�erFigure B.14: Simple process hierarchy in surge226



Figure B.14 shows the sub-hierarchy of composite processes types in surge, again with each participantstructure located at the leaf of this hierarchy illustrated by an example. A composite processes resultsfrom the superposition within a single syntactic structure of two semantic structures: an event participantstructure and a relation participant structure. One syntactic constituent merges these two structures bysimultaneously realizing two participants, one from the event structure and one from the relation structure.This meaning superposition is possible because of an underlying cause-e�ect relationship between the eventand relation components of the clause. This compositional and unifying view based on [Fawcett 1987], allowsthe analysis of explicitly causative clauses (e.g, \Mary made him a good man") together with the other typesof clauses with three participants (e.g., \Mary gave John a book", \Mary put the book on the table". ). Itneatly eliminates the need for a bene�ciary participant14 which simply becomes both a�ected by the agent'saction and the carrier of the relation resulting from that action.There are thus three main criteria to classify composite processes:� The process type of its event component (in columns 1 and 2 of Fig. B.15).� The process type of its relation component (in columns 3 and 4 of Fig. B.15).� Which participants of the event and relation structure are merged into one syntactic constituent (in-dicated by alignment below each example sentence in Fig. B.15).The choice of the merging anchor between the two participant structures elegantly accounts for the se-mantic di�erence between sentences like:\He made the Knicks a good team" where the object is both A�ected and Carriervs. sentences like:\He made the Knicks a good coach" where the subject is both Agent and CarrierIn the current implementation of surge, only material events take part in composite processes. A similarcompositional approach involving mental and verbal events is possible as well. It would signi�cantly extendthe coverage of di-transitive and complex transitive clauses. However, not all such clauses can be analyzedwithin this framework. This is not a limitation of this particular approach but rather of any approach basedon a general participant set. No matter how comprehensive, compositional and well-de�ned such a generalset may be, it is always possible to come up with a particular verb whose argument structure does not neatly�ts into it. The immense semantic variety of verbal arguments led to lexicalist approaches (e.g., [Mel'cukand Polguere 1987]) where no attempt is made to make any generalization across verbs. Each verb is treatedas idiosyncratic, with participants not semantically labeled and instead given an arbitrary number. However,from a knowledge engineering perspective, it is always best to capture as many generalizations as possible.To do this surge relies on general participant structures of �gures B.14 and B.15 for most verbs, and fallsback on the lexicalist approach for those verbs whose argument structure does not �t any of these participantstructures. Since only one verb (\to help") did not correspond to any of surge's general participant sets inthe target sublanguage of streak, I will not discuss surge's lexical processes here. See [Elhadad 1993b].The set of circumstantials accepted in input by surge-1.0 is given is Fig. B.16. These roles can appearin the input description of a clause independently of its process type. The Reason, Purpose, Instrument,Manner and Accompaniment circumstantials are based on [Winograd 1983] while Behalf comes from [Halliday1985]. The locative and temporal circumstantials are somewhat ad-hoc. For most of these circumstantials,surge-1.0 can generate only prepositional realizations. In Fig. B.16, NP is indicated in parenthesis next toPP, because these prepositional circumstantials are speci�ed in the input as NPs. It is surge-1.0 that mapsthem onto a PP headed by the corresponding default preposition.The participant sets of surge-1.0 allows the generation of a wide variety of both the simple sentencesmade of a single clause and of the more complex sentences containing embedded clauses in nominal function.The set of circumstantials above also allows the generation of a few cases of the even more complex sentencescontaining embedded clauses in adverbial function. The variety of semantic relation and syntactic realizationof adverbial clauses in English is far greater than what is covered in Fig. B.16. I extensively come back tothe limitations of this set of circumstantials in section B.3.2.14Whose de�nition is always problematic. 227



Event Type Relation Type Exampleagentive non-e�ective ascriptive attributive Johnson became richAgentCarrier Attributeequative The Bulls became the ChampsAgentIdenti�ed Identi�erpossessive attributive Orlando picked ShaquilleAgentCarrier Attributelocative Seikaly went to MiamiAgentCarrier Locateddispositive ascriptive Riley made New York a good teamAgent A�ectedCarrier AttributeRiley made New York a good coachAgent A�ectedCarrier Attributeequative The Nets made Coleman the richestAgent A�ectedIdenti�ed Identi�erpossessive attributive The Nets gave Coleman more moneyAgent A�ectedPossessor Possessedlocative Price threw the ball out of boundsAgent A�ectedLocated Locationcreative ascriptive Peter brews his beer very strongAgent CreatedCarrier Attributelocative Michael opened windows on the screenAgent CreatedLocated Locationnon-agentive dispositive ascriptive The game turned wide openA�ectedCarrier Attributepossessive Coleman received an o�erA�ectedCarrier Attributelocative Coleman fell on the oorA�ectedLocated Locationcreative The windows popped on the screenCreatedLocated LocationFigure B.15: Composite processes in surge228



semantic syntactic Example #class role categoryLocative On-Loc PP (NP) Bo kissed her on the platform. aIn-Loc PP (NP) In Kansas City, Bo called Gwen. bAt-Loc PP (NP) At Kansas City, Bo called Gwen. cFrom-Loc PP (NP) From Kansas City, Bo called Gwen. dTo-Loc PP (NP) Bo sent the letter to Kansas City. eTemporal Time Adverb Yesterday, Bo triumphed. fPP (NP) On Monday, Bo triumphed. gBackground �nite S As he received the ball, Bo smiled. h-ing S After receiving the ball, Bo smiled. i-ed S Once injured, Bo grimaced. jCausative Reason PP (NP) Because of injury, Bo did not play. k�nite S Because he was injured, Bo did not play. lPurpose PP (NP) For enough money, Bo would play anywhere. min�nitive S To gain free-agency, Bo held out. nBehalf PP (NP) For the Raiders, Bo scored twice. oDeterminative Accompaniment PP (NP) With her, Bo would go anywhere. pProcess Instrument PP (NP) Bo pushed him with both hands. qManner Adverb Tenderly, Bo kissed her. rFigure B.16: Circumstantials in surge-1.0B.2.2.2 The voice systemThe tables of �gures B.14 and B.15 show the diversity of participants associated with the di�erent semanticprocess types that surge accepts as input descriptions. However, for all these process types, each participantultimately surfaces up as one of the only seven possible syntactic roles allowed by the syntax of English forrealizing participants (given here in their partial15 precedence order):subject, indirect-object, direct-object, dative-object, passive-object, subject-complement, object-complement.For each participant set listed in the previous section, surge must thus choose a mapping onto a subsetof these syntactic roles. This mapping is many-to-many and depends not only on the participants' seman-tics, but also upon a variety of other factors such as voice, dative moves, clefting and dislocation. surgedecomposes this complex many-to-many mapping into two stages:1. A many-to-one mapping from participants to oblique roles taking into account only the participants'semantics.2. A one-to-many mapping from oblique to syntactic roles taking into account only the clause structurevariations (i.e., voice, dative etc.)Oblique roles are simply labeled by integers from 1 to 4 reecting the role's degree of centrality to theclause. For a di-transitive clause in the default active, non-dative form, oblique-1 is subject, oblique-2 isindirect-object and oblique-3 is direct-object. This two-stage mapping is illustrated on the example sentencesbelow:(1a): Orlando defeated TorontoAgent A�ectedOblique-1 Oblique-2Subject Direct-Object15The order is partial because, except for the verb, none of these elements is obligatory in every clause.229



�nite declarative The Knicks won the gameinterrogative yes-no Did the Knicks win the game?wh Who won?bound nominal That the Knicks won the game was expectedrelative simple the game that the Knicks wonembedded the team against which the Knicks won the gamenon-�nite imperative Win that game!participle present The Knicks celebrated after winning the gamepast Once the game won, the Knicks celebratedin�nitive to The Knicks are able to win the gamefor-to Ewing must dominate for the Knicks to win the gameFigure B.17: Mood in surge-1.0(1b): Toronto was defeated by OrlandoA�ected AgentOblique-2 Oblique-1Subject Passive-Object(2a): Michael said somethingSayer VerbalizationOblique-1 Oblique-2Subject Direct-Object(2b): Something was said by MichaelVerbalization SayerOblique-2 Oblique-1Subject Passive-ObjectThe intermediate oblique layer allows to capture the syntactic similarity of the passive transformationfrom (1a) to (1b) and (2a) to (2b) respectively, despite the semantic di�erence between the participant setsin these two sentence pairs.B.2.2.3 The mood systemThe mood system deals with the variations in clause form that depends on the type of speech act a clauseis to perform, (i.e., whether it is an assertion, a request for action, a request for information etc.) as wellas to the position and syntactic function that the clause occupies in the overall sentence structure. As forprocess types, clausal moods are organized in a hierarchy. Figure B.17 shows the mood hierarchy coveredby surge-1.0 with an example sentence provided for each leaf element.The top-level mood distinction is between �nite clauses, whose verb is conjugated and agrees in personand number with the subject16, and non-�nite clauses whose verb is invariant.Finite clause are further decomposed into interrogative clauses mostly used for requesting information,and declarative, bound and relative clauses mostly used for asserting facts. The di�erence between the latterthree lays in their respective position in the sentence structure, namely:� Main (i.e., the top-level sentence) for declarative mood.� Subordinated (i.e., modifying another clause) for bound mood.16When the subject is not explicitly present but instead controlled by an embedding clause, the embedded clause verb mustagree with the subject of the embedding clause. 230



� Embedded (i.e., modifying an NP) for relative mood.Only one type of non-�nite clause can be a main clause: imperative clauses mostly used for requests. Thetwo other types of non-�nite clauses, participle and in�nitive clauses are used for assertions and are eithersubordinated or embedded.The target sublanguage of streak contained only clauses at moods used for assertions. Some of thesemoods though were not covered by surge-1.0. I discuss the extensions I made to surge's mood system insection B.3.2.3.B.2.3 The nominal sub-grammarThe fundamental fact separating nominals from clauses is that the former are considerably more semanticallyversatile than the latter. There is a nominal paraphrase for virtually any piece of content expressed by anyother syntactic category, whereas the availability of clausal paraphrases for content expressed by othercategories is the exception. For example nominalizations allow the transformation of the clausal descriptionof an event into a nominal one, e.g.,:\Orlando defeated Toronto" can become\The defeat of Toronto at the hand of Orlando" or\Orlando's victory against Toronto" etc.But there is no clausal form available to simply refer to an entity independently of their taking part inany event or relation as the nominals \Orlando" and \Toronto" do. Beyond nominalization, NPs whosehead denote a very broad category like \fact", \event", \property" \place" etc. allow the content range ofnominals to include the content range of the other main syntactic category, as illustrated by the examplesbelow:� \on top of the tree" (PP) () \the place on top of the tree" (NP)� \Michael is busy" (attributive clause) () \the fact that Michael is busy" (NP)� \knowledge intensive" (adjectival phrase) () \the property of knowledge intensiveness" (NP)Because nominals cover such an unrestricted range of meaning, no semantic classi�cation of the entitytypes they convey has been worked out to the date that matches in comprehensiveness (and could beintegrated with) the systemic linguistic semantic classi�cation of the process types that underlies the clausegrammar of surge. Some interesting investigations in that direction have been carried out by some authorssuch as [Vendler 1968] or [Levi 1978] but each discuss only a narrow range of nominal meanings and morestudies focusing on other ranges are needed before the synthetic integration of these independent e�ortswithin a unifying framework can even be contemplated.Consequently, at the nominal rank, surge accepts descriptions only in terms of syntactic roles (insteadof either as thematic or syntactic roles at the clause rank). In a generation application, it thus becomesthe responsibility of the lexicalizer to map, in the application's restricted range of nominal meanings, thethematic role substructure it receives as input onto the syntactic role structure to pass to surge. How thistask is performed in streak is discussed in section 4.3.2. The speci�c syntactic roles accepted by surge fornominal description are (given in their partial order of precedence):Determiner-sequence, Describer, Classi�er, Head, Quali�er.The determiner-sequence is itself decomposed into the following elements:Pre-determiner, Determiner, Ordinal, Cardinal, Quanti�erThe syntactic category accepted as �ller for each of these roles by surge-1.0, together with an illustrativeexample nominal is given in Fig. B.18. The constituent �lling the syntactic role described at each row isboldfaced in the example.The order of precedence above is only partial because only the determiner and the head are obligatory.All the others are optional modi�ers. They can all co-occur together with one exception: the quanti�er is231



grammatical syntactic examplefunction categoryPre-Determiner - all of his �rst ten pointsDeterminer article a victorydemonstrative Pronoun this victoryquestion Pronoun what victory?possessive Pronoun their victoryNP New York's victoryOrdinal simple Numeral the third victoryCardinal simple Numeral seven victoriesQuanti�er - Twice as many pointsDescriber Adjective an easy victorypresent Participle a smashing victorypast Participle a hard fought victoryClassi�er Noun a road victoryAdjective a presidential victorypresent Participle a winning streakHead common Noun a victoryQuali�er PP a victory over the Netsrelative S a victory that will be rememberedto-in�nitive S a victory to be rememberedfor-to-in�nitive S a victory for them to grabFigure B.18: Nominal-Internal grammatical functions and �llers in surge-1.0.exclusive with the ordinal and/or cardinal. The three example nominals below illustrate the simplest andmost complex patterns of syntactic roles:\; victories"Determiner Head\half of their �rst four hard fought overtime victories on the road"Pre-determiner Determiner Ordinal Cardinal Describer Classi�er Head Quali�er\half of their many hard fought overtime victories on the road"Pre-determiner Determiner Quanti�er Describer Classi�er Head Quali�erThe same semantic element can be conveyed by di�erent syntactic roles. For example a possessive relationcan be expressed by mapping the possessed entity onto the head and the possessor onto either the determiner(genitive case) as in:the team's titleDeterminer HeadPossessor Possessedor the quali�er as in:the title of the teamHead Quali�erPossessed PossessorFor the expression of such a possessive relation, this nominal-rank alternation parallels the verb valencyalternation at the clause rank, allowing fronting (and thus focusing) di�erent elements of the relation:232



The team owns the titleSubject Verb Direct-ObjectPossessor PossessedThe title belongs to the teamSubject Verb Direct-ObjectPossessed PossessorWhat syntactic role a given subconstituent �lls within the overall nominal structure can, in most cases,be straightforwardly determined from its syntactic category and its relative position to the head and/or othermodi�ers. The non-trivial case arises where a single adjectival pre-modi�er occurs between the determinersequence and the head. Is this adjective a describer or a classi�er? The test to take that decision is toattempt to use the pre-modi�er in a synonymous attributive clause. If it is also valid in such attributiveusage it is a describer, otherwise it is a classi�er. So for example, the validity of:\the victory was easy" tells us that \easy" in \an easy victory" is a describer,while the invalidity of:\the victory was presidential" tells us that \presidential" in \a presidential victory" is a classi�er.From a communicative goal perspective, the classi�er tends to bring information assumed known tothe hearer and allowing referent identi�cation, while the describer tends to bring new information about areferent already identi�ed by the hearer.Note that in Fig. B.18 the only possible �ller for the head is a common noun. This is because surge-1.0treats proper nominals as an entirely di�erent syntactic category from the common nominals described sofar. These proper nominals can only consist of an unmodi�ed proper noun (e.g., \Orlando"). More complexproper nominals with modi�ers (e.g., \ streaking Orlando") can therefore not be generated by surge-1.0. Icome back to this limitation in section B.3.3.B.2.4 Rest of the syntactic grammarThe only aspect of surge-1.0 relevant here outside the clause and nominal sub-grammars is the systemdealing with paratactic complexes. This system is orthogonal to the di�erent sub-grammars dealing withthe speci�cs of each syntactic category. It thus treats paratactic complexes generically. They are three typesof such complexes in surge: conjunctions, appositions and lists.Conjunctions and appositions satisfy the constraint that each element in the complex needs to be of thesame syntactic category17, whereas the third is for syntactically heterogeneous complexes. Syntactically,conjunctions di�er from appositions in that a coordination conjunction links the penultimate element to thelast one. In an apposition, only a punctuation mark separate these elements. Semantically, conjunction is aversatile construction that can express a vast array of di�erent relations among its elements including logical,causal, temporal and spatial ones. The precise relation can only be inferred from the context. Appositionrequires its elements (rarely more than two) to be co-referent.Figure B.19 contains an example input description for each types of paratactic complex. It also containsseveral features of the fuf/surge package worthwhile noticing at this point, since they appear again in thestreak domain examples shown later in this chapter.The presence of a complex attribute indicates that the constituent in question is a paratactic complex andits value speci�es which type of complex. The attribute distinct contains the list of elements aggregated inthe complex. Since in fuf the value of an attribute18 can only be an atom or recursively a list of attribute-value pairs, lists are internally represented as <car,cdr> pairs. The ``~'' following distinct is a fufmacro that renders FDs with list values more legible. For example the FD: ((a ~(1 2)))will internally expand as ((a ((car 1) (cdr ((car 2) (cdr none)))))).Note how in the apposition example in the center of Fig. B.19 the top-level category np is specialized into17Or more precisely of categories related by subsumption since syntactic categories are organized in a hierarchy in surge.18Except for meta-attributes like cset, pattern, etc. 233



;; Orlando nipped Toronto and trashed Milwaukee.((cat clause)(complex conjunction)(distinct ~(((process ((type material) (lex "nip")))(partic ((agent ((cat proper) (lex "Orlando")))(affected ((cat proper) (lex "Toronto"))))))((process ((type material) (lex "trash")))(partic ((agent ((cat proper) (lex "Orlando")))(affected ((cat proper) (lex "Milwaukee")))))))));; Orlando, the division leader((cat np)(complex apposition)(distinct ~(((cat proper) (lex "Orlando"))((cat common) (classifier ((lex "division"))) (head ((lex "leader")))))));; a victory over Toronto, that extended Orlando's streak to five games.((cat np)(definite no)(head ((lex "victory")))(qualifier ((cat list)(distinct ~(((cat pp)(prep ((lex "over")))(np ((cat proper) (lex "Toronto"))))((cat clause)(tense past)(process ((type composite) (relation-type locative) (lex "extend")))(mood relative)(scope {^ partic agent})(partic ((affected ((cat common)(determiner ((cat proper) (lex "Orlando")))(head ((lex "streak")))))(located {^ affected})(location ((cat pp)(prep ((lex "to")))(np ((cat common)(cardinal ((value 5)))(head ((lex "game")))))))))))))))Figure B.19: Example input descriptions of paratactic complexes in surge
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proper and common in each element of the apposition. When an element does not contain a cat feature itinherits the corresponding feature from the top-level of the complex. This is the case in the clause conjunctionexample at the top of the �gure.The relative clause of the list example at the bottom of the �gure contains the feature scope. In arelative clause, one of the semantic participants is the entity that is referred to by the very nominal that therelative clause quali�es. The scope feature indicates which participant this is. Without this feature, thisinput would not unify with surge because it lacks the Agent participant which is required for compositeprocesses of type material-locative. The fact that the list complex �lls a nominal-internal syntactic role isnot fortuitous. One of the main usage of (cat list) in surge is to allow several describers, classi�ers orquali�ers that all directly modify the NP head instead of each other.
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B.3 SURGE-2.0: extensions to complex sentences and quantita-tive nominalsIn this section, I present the extensions I made to the initial version of surge that was presented in theprevious section. These extensions were originally motivated by the fact that most sentences observed in thecorpus of human-written sports reports contained syntactic constructs beyond the coverage of surge-1.0.These constructs fall essentially into two main classes: adverbial relations that link several clauses togetherinside complex sentences and special nominals that refer to quantities and their historical signi�cance. Thesegaps in surge-1.0's coverage were thus not speci�c to the particular sports domain used as a testbed forthe system implementation aspect of this research. They more generally concerned any application in whicheither a sizeable variety of complex sentences or comparative references to quantities need to be generated.In extending surge, I did not consider only the set of constructs strictly necessary for the particularapplication of streak. I instead considered the two sets of missing constructs, adverbial complementsand quantitative nominals, in a comprehensive manner. For adverbial complements I synthesized severaldescriptive non-computational linguistic works on these issues within the unifying computational frameworkof surge. For quantitative nominals, faced with the dearth of linguistic work mentioning them, I essentiallycame up with my own treatment after analyzing their usage in two di�erent domains (sports and the stockmarket)19.The systematic review of these two sets of constructs insured the robustness of the resulting extendedversion of surge. It represents a signi�cant contribution to the growth and maturing of the fuf/surgepackage as a portable syntactic processing front-end for generation, expanding its wide-coverage from thesimple clause rank both down to the nominal rank and up to the complex sentence rank. The extendedsurge-2.0 has since been used for the development of several others generation applications at ColumbiaUniversity including automated documentation [Kukich et al. 1994], verbal descriptions of visual scenes[Abella 1994] and business letters. The extensive coverage of adverbial complements provided by surge-2.0,proved extremely useful in these three other domains.In what follows, I start by illustrating the various gaps in the coverage of surge-1.0 that were the objectof an extension using an example sentence from the corpus of human-written sports summaries. I thenreview in turn the various extensions done to the clause and nominal sub-grammars of surge.B.3.1 Starting pointConsider the following lead sentence extracted from the corpus of human-written sports summaries20:(0) \East Rutherford (NJ) { Charles Barkley scored a season high 37 points and Dan Majerle made 6 of8 three point shots to add 24 Friday night helping the surging Suns pull out a 107-92 victory over the NewJersey Nets losing their third home game in a row against Phoenix."This sentence contains several syntactic constructs not covered by surge-1.0. First consider the adverbialin�nitive clause \helping ... in a row" forming the entire second half of the sentence. It cannot be generatedby surge-1.0 for two di�erent reasons:� The semantic relation that this attachment realizes. The only types of subordinate adverbial presentparticiple clauses covered by surge-1.0 are those whose function is to indicate the time of the actionsconveyed by the matrix. The \helping ... in a row" dependent clause does not match this type ofclause neither semantically, since this time is indicated by the NP \Friday night" just preceding thisdependent clause, nor syntactically, since it does not start by a temporal subordinating conjunction(e.g., \after", \before") as required of temporal background clauses.19Numerous discussions with M.Elhadad and B.Passoneau about these constructions have tremendously helped form theanalysis I propose here.20Strictly speaking, this sentence did not actually occur in the corpus. For the sake of presentation, it was rather reconstructedfrom pieces of di�erent sentences, each of them actually occurring in the corpus. This reconstruction conveniently allows everyclass of syntactic constructs that required an extension to surge-1.0 to be illustrated on this single example236



� The nature of the matrix constituent onto which it is attached. It is not solely Majerle's performancethat helped the Suns win but rather both Barkley's and Majerle's performances. The \helping ..."adverbial clause therefore modi�es the conjunction of clauses forming the entire �rst half of the sentence:\Charles Barkley ... and Dan Majerle ... adding 24". In surge-1.0 adverbial elements could onlyseparately modify individual clauses, not globally modify paratactic complexes.Therefore, both the paratactic complex sub-grammar and the part of the transitivity system handlingadverbial roles in the clause sub-grammar must be extended. The direct object of this \helping ... in arow" dependent clause is itself a clause: \pull out ... in a row". This bare variety of in�nitive clause whichlacks the frontal \to", was not covered by surge-1.0. The mood system of the clause sub-grammar musttherefore be extended as well.Now consider the referring expressions in sentence (0). The losing team is referred to as: \the New JerseyNets losing their ... ", where the proper noun \New Jersey Nets" is post-modi�ed by the qualifying presentparticiple clause \losing their ...". surge-1.0 did not cover nominals of this form since: (1) it allowed onlythe relative and in�nitive mood for qualifying clauses and more importantly (2) it did not allow modi�cationof proper nouns. Note also the premodi�er in the �rst reference to the winning team: \the surging Suns".This winning team is mentioned twice, but only half of its complete proper noun is used each time \the Suns"�rst, and \Phoenix" subsequently. The treatment of proper nouns must thus also extend to such compoundcases.Now consider the object of the losing team's post-modifying clause. Using the nominal-internal syntacticroles of surge-1.0 it could be analyzed as follows:(1) \their third home game in a row"Determiner Ordinal Classi�er Head Quali�erSemantically this analysis is erroneous because the PP \in a row" does not modify the head noun \game"like the PP \against Phoenix" does. This can be shown by the contrast between:the perfectly �ne (2) \a home game against Phoenix"and the non-sensical (3) * \a home game in a row". Instead, \in a row" really modi�es the ordinal \third" as in the synonymous:(4) \their [third straight] home game",a fact obscured in (1) due to the discontinuous nature of the modi�cation. Neither ordinal modi�cation norany type of nominal-rank discontinuous modi�cation was covered in surge-1.0.Another class of nominals not covered by surge-1.0 yet pervasive in quantitative domains is illustratedby Barkley's scoring statistic \a season high 37 points" in sentence (0).The bracketing: \[a] [season high] [37] [points]" where \season high" and \37" are simply analyzed as aclassi�er and cardinal of the head \points" is invalid since the cardinal must always precede the classi�er inan NP.Similarly, the bracketing: \[a] [[season high] 37] [points]" where \season high 37" is analyzed as a complexcardinal (similarly to the \third straight" complex ordinal above) is also invalid since a inde�nite determinerlike \`a" cannot co-occur with a cardinal in an NP.The only possible bracketing is thus: \[a] [season high] [37 points]", requiring the coverage of a new typeof quantitative NP head called a measure. Such a specialized quantitative category must also be allowed toappear as classi�er as shown by the game result NP\a 107-102 victory ...".The last syntactic construct of the sentence above not covered by surge-1.0 are partitives such asMajerle's shooting performance in sentence (0): \6 of 8 three point shots".In conclusion, generating sentences like sentence (0) requires extending:� The set of semantic relations, syntactic categories and matrix constituents of adverbial complements.� The set of clausal moods. 237



� The set of syntactic categories appearing as nominal head, ordinal, classi�er, and quali�er.� The set of compound syntactic categories.B.3.2 Extensions to the clause sub-grammarIn this section, I present the extensions I made to the clause sub-grammar of surge. The goal of theseextensions is to expand the wide-coverage of surge from the single clause rank to the complex sentencerank. It thus focuses on the subpart of the transitivity system de�ning the various adverbial constituentsof the clause. Among the various adverbial meanings it further focuses on those realizable by either a PP,a nominal or a subordinate clause. Adverbial meanings which are realizable only by way of an adverb werethus excluded from this study (since one of the recurrent theme of this thesis is cross-ranking paraphrasingto which semantic classes realizable by a single syntactic category have no import).There were several sources for candidate adverbial complement classes to cover in surge-2.0:� The sub-corpus of human-written summaries whose in-depth analysis was presented in section 2.� The comprehensive lists of adverbial classes independently presented from di�erent angles in Chapters8, 9, 14 and 15 of [Quirk et al. 1985].� The more limited lists of adverbial classes presented in [Halliday 1985], [Thompson and Longacre 1985]and [Talmy 1985].In general, I considered only forms that occurred independently in two of these sources, considering eachchapter of [Quirk et al. 1985] as an independent source. In what follows, I do not present the painstakingderivation and cross-examination process that this study involved. I instead presents the end result fromthe perspective of a surge user switching from the 1.0 to the 2.0 version. The linguistic issues and conceptsrelated either to the adverbial classes entirely new to the 2.0 version or to the new treatment of classespartially covered the 1.0 version are discussed in some detail.B.3.2.1 Syntactic types of adverbial constituentsThere is an asymmetry between the treatment of participants and the treatment of circumstantials in surge-1.0. Participants are thematic roles that are mapped onto syntactic roles such as subject, verb, direct-object.These syntactic roles in turn appear in the patternmeta-attributes indicating to the linearizer the syntacticconstituent structure of the sentence to generate. In contrast, circumstantials are thematic roles that arenot mapped on any syntactic roles. The linearizer knows which should appear in the sentence string andwhere, because the pattern features contains paths that points directly to the circumstantial thematic rolesthemselves. So for example, the top-level pattern for the sentence \Orlando defeated Toronto yesterday"where \yesterday" is a Time circumstantial is:(pattern(dots {synt-roles subject} dots {synt-roles verb} dots {synt-roles direct-object} dots{circum time}))This approach assumes that there is no syntactic distinction among the various circumstantials. However,[Quirk et al. 1985] distinguish between several classes of circumstantials (that they call adverbials), eachcharacterized by a distinct syntactic behavior. First, they distinguish among adjuncts, disjuncts, subjunctsand conjuncts. Then, they further distinguish between predicate adjuncts and sentence adjuncts.B.3.2.1.1 Adjuncts vs. Disjuncts Subjuncts and disjuncts primarily convey modality and discoursecues and can only be realized by adverbs (e.g., \really", \only", \then"), and never by NPs, PPs or clauses.They are thus beyond the scope of the present extensions and are were not implemented in surge-2.0. Incontrast, surge-2.0 incorporates the distinction between adjuncts and disjuncts. [Quirk et al. 1985] givefour tests to distinguish adjuncts from disjuncts21. Only adjuncts can:21And in fact from subjuncts and conjuncts as well. 238



� Be clefted.� Appear in an alternative question.� Appear within the scope of a focusing subjunct like \only".� Be elicited by a question.I illustrates these four test on the following pair of example sentences:(1) \Bo missed the game because he was injured."(2) \Since he was injured, Bo missed the game."It is interesting to note that these two sentences are synonymous and that both contain a Reason adverbial(in bold). However, the dependent clause \he was injured" functions as an adjunct when linked to the matrixclause by the subordinating conjunction \because", but it functions as a disjunct when linked to the matrixby the subordinating conjunction \since" as shown by the four following tests:� Clefting:{ \It was because he was injured that Bo missed the game."{ \? It was since he was injured that Bo missed the game."� Alternative question:{ \Did Bo miss the game because he was injured or because he was suspended?"{ \? Did Bo miss the game since he was injured or since he was suspended?"� Focusing subjunct:{ \Did Bo miss the game only because he was injured?"{ \? Did Bo miss the game only since he was injured?"� Elicited by question:{ \Why did Bo miss the game? Because he was injured."{ \? Why did Bo miss the game? Since he was injured."The example above underlines the importance of making systematic distinctions among adverbials: thedecision by surge to map a Reason circumstantial speci�ed in its input onto an adjunct or disjunct is bothlexically and syntactically constrained.B.3.2.1.2 Predicate vs. Sentence Adjuncts Predicate adjuncts are distinguished from sentenceadjuncts on both semantic and distributional grounds. Semantically, a predicate adjunct modi�es only theverb of the clause whereas a sentence adjunct modi�es the whole clause. This can be probed by using thequestion form \What X did to Y was to Z" as illustrated below. Predicate adjuncts are thus more nuclearto the clause than sentence adjuncts. In fact, as shown in Fig. B.20, the clause can be analyzed as a set ofsuccessive layers, from the verb, which is at the core, to disjuncts at the outer frontier, with the intermediatesyntactic functions in between.Distributionally, predicate adjuncts cannot appear in frontal position without the intention to producea striking rhetorical e�ect appropriate only in very restricted contexts. In contrast, sentence adjunct canbe freely fronted without a�ecting the rhetorical e�ect of the sentence. Moreover, when both a predicateadjunct and a sentence adjunct co-occur in trailing position in the same clause, the predicate adjunct mustappear �rst. The two sentences below illustrate the di�erence between predicate and sentence adjuncts:(3) She kissed Bo on the cheek (predicate adjunct)(4) She kissed Bo on the platform (sentence adjunct)The contrast between the predicate adjunct of (3) and the sentence adjunct of (4) is underlined by thefollowing test transformation sentences. 239
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. . .Figure B.20: Nuclearity of clause constituentsFirst, rhetorically,(3b) \On the cheek, she kissed Bo." 6= \She kissed Bo on the cheek"whereas(4b) \On the platform, she kissed Bo." , \She kissed Bo on the platform"Then,(3c) \What she did to Bo was to kiss him on the cheek"(3d) ? \What she did to Bo on the cheek was to kiss him"whereas(4c) ? \What she did to Bo was to kiss him on the platform"(4d) \What she did to Bo on the platform was to kiss him"Furthermore,(5a) \On the platform, she kissed Bo on the cheek"(5b) ? \On the cheek, she kissed Bo on the platform"and(5c) \She kissed Bo on the cheek on the platform"(5d) ? \She kissed Bo on the platform on the cheek"Sentences (3-4) above show that adverbials of the same semantic class, in the case at hand location, canbe realized by either a predicate or a sentence adjunct depending on their precise content. Sentences (5a-c)show the even more interesting fact that two adverbials with the same semantics can co-occur in the samesentence as long as one �lls a predicate adjunct function and the other �lls a sentence adjunct function.That is (5a) is analyzed as:On the platform, she kissed Bo on the cheekLocation Agent Process A�ected LocationSentence Adjunct Subject Verb Object Predicate AdjunctThe precise realization and co-occurrence constraints of each adverbial semantic class are discussed in thenext section which review in turn each class implemented in surge-2.0. I now explain the general schemefor the input representation and syntactic realization of adverbials in surge-2.0. The distinction between240



(;; Input specification of ``She kissed Bo on the cheek on the platform''.(cat clause)(process ((type material) (lex "kiss")))(partic ((agent ((cat personal-pronoun) (gender feminine)))(affected ((cat proper) (lex "Bo")))))(pred-modif ((location ((cat pp)(prep ((lex "on")))(np ((cat common) (lex "cheek")))))))(circum ((location ((cat pp)(prep ((lex "on")))(np ((cat common) (lex "platform")))))));; SURGE-2.0 enrichments encoding the mapping to syntactic roles.(oblique ((1 {partic agent})(2 {partic affected})))(synt-roles ((verb {process})(subject {oblique 1})(subject ((synt-funct subject)))(direct-object {oblique 2})(direct-object ((synt-funct object)))(end-adverbial-1 {pred-modif location})(end-adverbial-1 ((synt-funct pred-adjunct)))(end-adverbial-2 {circum location})(end-adverbial-2 ((synt-funct sent-adjunct)))))(pattern(dots {synt-roles subject} dots {synt-roles verb} dots {synt-roles direct-object}dots {synt-roles end-adverbial-1} {synt-roles end-adverbial-2} dots))) Figure B.21: Thematic to syntactic role mapping for adverbials in surge-2.0disjuncts and adjuncts is purely syntactic and is thus internal to surge. However, since the distinctionbetween predicate and sentence adjunct is also semantic and depends on the particular meaning of theopen-class words contained in the adverbial (e.g., \cheek" vs. \platform" in the example above), it must beencoded in the input to surge. Thus, in addition to the top-level features process, partic and circumof a surge-1.0 input, a surge-2.0 input also contains a pred-modif (abbreviation for predicate-modi�er)feature whose elements are mapped onto predicate adjuncts. The elements under circum are in contrastmapped onto either sentence adjuncts or disjuncts depending on a combination of semantic, lexical andsyntactic constraints.The surge-2.0 input for sentence (5a) above is shown at the top of Fig. B.21. Note that with surge-1.,0,since all adverbials were appearing under circum in the input, and since an FD cannot contain twice the sameattribute at a given level, a sentence with two location roles like (5a) could not have been generated. Theway surge-2.0 maps the four types of thematic roles it accepts in input - process, participants, predicate-modi�ers and circumstantials - onto syntactic roles is shown at the bottom of the same �gure. The mappingof the process and participants remains unchanged from surge-1.0. However, while surge-1.0 did not mapcircumstantials onto any syntactic role, surge-2.0 does map both predicate-modi�ers and circumstantialson a new class of adverbial syntactic roles.Each of the obligatory syntactic roles that realize participants has a distinct syntactic behavior. Insystemic linguistic terms, they ful�ll a di�erent syntactic function (abbreviated synt-funct): Subject, Verbetc. In contrast, there are only three syntactic functions for adverbial syntactic roles, Predicate-Adjunct,Sentence-Adjunct and Disjunct, but several adverbial constituent with the same function can co-occur in a241



given sentence. Therefore, instead of being distinguished by syntactic functions as for the obligatory syntacticroles, adverbial syntactic roles are distinguished in term of their position in the linear clause pattern.In the current implementation, there are seven di�erent positions available for an adverbial constituent:two frontal positions before the verb and any of its arguments and �ve trailing positions after the verb and allits arguments. In English, a variety of medial positions, located between two elements of the verb argumentstructure, are also available, albeit in much more restricted ways than the frontal and trailing positions.Deciding on the appropriateness of placing a particular adverbial in one of these medial position involvesa complex combination of semantic, syntactic and stylistic factors. Since in most sentences, all adverbialsappear in either frontal or trailing positions, I have left study of the complex constraints on medial positionplacing for future work.To map adverbial thematic roles onto syntactic roles, surge-2.0 operates in two stages:1. Taking into account the semantics, syntax and lexical content of the input thematic role, choose asyntactic function.2. Taking into account the chosen syntactic function and the other adverbial constituents already mappedonto syntactic roles, choose one of the adverbial positions.All predicate-modi�ers are mapped onto predicate-adjuncts. For most circumstantials, the choice betweena sentence-adjunct and a disjunct is entirely pre-determined on semantic grounds. For example, the Timethematic role can only be mapped onto a sentence adjunct and the Condition thematic role can only bemapped onto a disjunct. For others, it depends on syntactic constraints. For example, the Manner thematicrole must be mapped onto a sentence adjunct when �lled by an adverb and onto a disjunct when �lled by aPP. This choice can also depend on lexical constraints. For example, a subordinated clause �lling the Reasonthematic role must be mapped onto a sentence adjunct when linked to the matrix clause by the subordinationconjunction \because", but onto a disjunct when linked to the matrix clause by the subordination conjunction\since". Since surge works bi-directionally, either side of such constraints can be speci�ed in the input andthe opposing side will be enforced in the output by uni�cation.Once the syntactic function of each adverbial has been chosen, surge-2.0 then maps each of them ontospeci�c slots in the precedence pattern of the clause in the following order: predicate adjuncts �rst, then sen-tence adjuncts, then disjuncts. For a predicate adjunct only the trailing slots are available and the leftmostavailable one is taken. For a sentence adjunct or a disjunct, �ve trailing and two frontal slots are available.The innermost available one is chosen, where the innermost order is de�ned as follows:end-1 front-1 end-2 end-3 end-4 end-5 front-2.This default placement can be overrode by explicitly restricting a given circumstantial to either frontalor trailing position in the input. Each adverbial thematic role present in the input speci�cation is processedby the algorithm above in the following order:For predicate modi�ers: Score, Manner, Instrument, Comparison, Matter, Distance, Location, Path, Origin,Destination, Duration,and for circumstantials: Manner, Accompaniment, Opposition, Matter, Standard, Perspective, Behalf, Dis-tance, Location, Duration, Frequency, Time, Means, Reason, Purpose, Addition, Comparison, Concession,Contrast, Exception, Substitution, Condition, Concessive-Condition, Inclusion, Co-Event, Result.Each of these thematic roles is de�ned and exempli�ed in the next subsection.B.3.2.2 Extending the coverage of adverbial thematic rolesThe extended coverage of adverbial thematic roles and their syntactic realization provided by surge-2.0 isgiven in �gures B.22, B.23 and B.24. The �rst of these three �gures contains the thematic roles realizableby predicate adjuncts, the second contains those realizable by sentence adjuncts and the third contains thoserealizable by disjuncts. Each of these �gure is a table with one line for each syntactic realization availablefor each semantic type of adverbial covered. The semantic type is speci�ed �rst in terms of a general242



semantic syntactic Example #class role feature categoryLocative Location Adverb Bo kissed her there. 1PP Bo kissed her on the cheek. 2�nite S Bo kissed her where she wanted. 3verbless S Bo kept the keys where convenient. 4Direction Adverb Bo slid down. 5NP Bo drove this way. 6PP Bo ran up the hill. 7Destination Adverb Bo went home. 8PP Bo sent the letter to LA. 9 *�nite S She sent Bo back where he belongs. 10Path PP Bo traveled via Denver. 11Distance NP Bo came a long way. 12Temporal Duration Adverb Bo stayed there forever. 13NP Bo stayed there a long time. 14Process Manner PP Bo kiss her with love. 15Means Adverb Bo was treated surgically. 16PP Bo was treated by surgery. 17Instrument polar+ PP Bo pushed him with both hands. 18 *polar- PP Bo negotiated without an agent. 19Comparison �nite S Bo went there, as he did yesterday. 20in�nitive S Bo played hard, as if to send the fans a message. 21-ing S Bo played great, as if peeking on schedule. 22-ed S Bo played hard, as if not bothered by his knee. 23verbless S Bo played great, as if in great form. 24Respect Matter PP Bo talked about his contract. 25Domain Score Score New York beat Indiana 90-87. 26Figure B.22: Predicate Adjuncts in surge-2.0class of semantic relation, then a speci�c thematic role belonging to that class and �nally any �ner-graineddistinction encoded as a semantic feature appearing inside the role. An example sentence is given for eachpossible realization, with the sentence constituent corresponding to the input thematic role in bold.The < semantic-type , syntactic realization > pairs that were already covered by surge-1.0 are indicatedby a star in the last column of the table. Quantitatively, the extensions increased the number of such pairscovered by surge from 16 to 94. Qualitatively, the extensions acted in four di�erent ways. First, they coverentirely new semantic classes of adverbials. For example, there was no conditional thematic role availablein surge-1.0. Second, they added new members of partially covered classes. For example, the Addition,Opposition, Exception, Inclusion and Substitution thematic roles were added to the determinative class ofadverbials which initially consisted of only one role: Accompaniment. Third, they completed the set ofsyntactic realizations of thematic roles that were only realizable by one or two syntactic categories in surge-1.0. For example, whereas locations could be expressed only as PPs, they can now also be expressed asadverbs, �nite clauses and verbless clauses. Fourth, they created a comprehensive framework in the lightof which the few ad-hoc treatments that surge-1.0 contained were revealed and re-thought, namely thelocative and temporal adverbials as discussed in the paragraph dedicated to them in what follows.There are eight semantic classes of adverbials in surge-2.0: locative, temporal, causative, conditional,process, determinative, respect, and domain-speci�c. I review the thematic roles of each of these classes inturn in the following paragraph. 243



semantic syntactic Example #class role feature categoryLocative Location Adverb There, Bo kissed her. 1PP On the platform, Bo kissed her. 2 *Origin PP From Kansas City, Bo called Gwen. 3 *Distance PP For a few miles, the road is damaged. 4Temporal Time Adverb Yesterday, Bo triumphed. 5 *NP Last year, Bo triumphed. 6PP On Monday, Bo triumphed. 7 *�nite S As he received the ball, Bo smiled. 8 *-ing S After receiving the ball, Bo smiled. 9 *-ed S Once injured, Bo grimaced. 10 *verbless S Once on the oor, Bo grimaced. 11Duration PP For a long time, Bo stayed here. 12�nite S Until Bo recovered, they waited for him. 13-ing S Since joining the Raiders, Bo shines. 14-ed S Until forcibly removed, they will stay. 15verbless S As long as necessary, they will stay here. 16Frequency Adverb Often, Bo scored twice. 17NP Twice a week, Bo runs 10 miles. 18PP On Sundays, Bo run 10 miles. 19Causative Reason PP Because of injury, Bo did not play. 20 *�nite S Because he was injured, Bo did not play. 21 *Purpose PP For enough money, Bo would play anywhere. 22 *�nite S So he would get a raise, Bo held out. 23in�nitive S To gain free-agency, Bo held out. 24 *Behalf PP For the Raiders, Bo scored twice. 24 *Determinative Addition -ing S In addition to trading Bo, they waived Mike. 25Accomp- polar+ PP With her, Bo would go anywhere. 26 *-animent polar- Without her, Bo wouldn't go anywhere. 27Opposition PP Against the Knicks, the Nets are 3-1. 28Process Manner Adverb Tenderly, Bo kissed her. 29 *Means -ing S By acquiring Bo, they strengthen their defense. 30Comparison polar+ PP Like Mike, Bo soared above the rim. 31polar- PP Unlike Mike, Bo can bat. 32Figure B.23: Sentence Adjuncts in surge-2.0B.3.2.2.1 Locative adverbials There are six locative adverbial roles in surge-2.0: Location, Direction,Destination, Origin, Path and Distance. They respectively answer the questions, where?, in what direction?,to where?, from where?, through/across where? and how far?Syntactically, they can surface as predicate adjuncts, sentence adjuncts or both. They can all co-occurin the same clause as in:\In France, Bo biked south 200 miles along the Rhone from Lyon to the Camargue."Location Direction Distance Path Origin DestinationThe distinction among these surge-2.0 locative roles here is semantic as opposed to the lexically baseddistinction used in surge-1.0. Characterizing locative thematic roles by spatial prepositions is problematicfor two reasons:� Most locative meaning have alternative, non-prepositional realizations.� There are many spatial prepositions in English and their respective meanings overlap in a complex,context sensitive ways [Herskovits 1986]. 244



semantic syntactic Example #class role feature categoryTemporal Co-Event habit+ �nite S Whenever you hurt, call me. 1Causative habit- -ing S With his knees hampering him, Bo's defense is sloppy. 2Blend ed S Injured against the Giants, Bo didn't play. 3verbless S Unable to play due to injury, Bo stayed home. 4habit+ verbless S Whenever in doubt, call me. 5Causative Reason �nite S Since he was injured, Bo did not play. 6Result �nite S They wouldn't give him a raise, so Bo held out. 7in�nitive S They waived Bo, only to see him ourish elsewhere. 8Conditional Condition polar+ �nite S If he is fully �t, Bo will play. 9-ed S If well-conditioned, Bo will play. 10verbless S If in great shape, Bo will play. 11polar- �nite S Unless he is fully �t, Bo won't play. 12-ed S Unless well-conditioned, Bo won't play. 13verbless S Unless in great shape, Bo won't play. 14Concessive �nite S Even if he is fully �t, Bo won't play. 15Condition -ed S Even if well-conditioned, Bo won't play. 16verbless S Even if in great shape, Bo won't play. 17Concession PP In spite of his injury, Bo played. 18�nite S Although he was injured, Bo played. 19-ed S Although injured, Bo played. 20-ing S Although hurting, Bo played. 21verbless S Although out of shape, Bo played. 22Determinative Contrast PP As opposed to many others, Bo never held out. 23�nite S Whereas Mike keeps shooting, Bo prefers passing. 24Exception PP Except Laettner, all Olympian were pros. 25-ing S Except for blocking shots, Bo can do it all. 26Inclusion PP Bo scored 30 points, including 5 three-pointers. 27-ing S Bo can do it all, including blocking shots. 28verbless S Bo played everywhere, including in New York. 29Substitution PP Instead of Mike, they picked Bo. 30-ing S Rather than drafting Mike, they picked Bo. 31in�nitive S Rather than shoot, Bo made the perfect pass. 32(bare)Addition PP They picked Bo, as well as Mike. 33Respect Matter PP Concerning Bo, they were wrong. 34Standard PP For a center, Bo is very quick. 35Perspective PP As a scorer, Bo remains proli�c. 36Figure B.24: Disjuncts in surge-2.0245



It is thus far preferable to de�ne thematic roles by conceptual classes of meanings, independently of anyspeci�c realization or lexical item, using co-occurrence inside the same clause, as a di�erentiating criteria.The At-Loc, In-Loc and On-Loc roles of surge-1.0 all correspond to the PP realization of the single Locationrole of surge-2.0. The From-Loc and To-Loc roles of surge-1.0 respectively correspond the PP realizationof the Origin and Destination roles in surge-2.0. surge-1.0's interpretation of NPs as PPs in the inputspeci�cation of adverbials was possible only because it was not covering any NP realization of adverbials.surge-2.0 still chooses a default preposition for PP realizations of adverbials, but the category speci�ed inthe input for a PP must be PP and not an NP.B.3.2.2.2 Temporal adverbials There are three temporal adverbial roles in surge-2.0: Time, Dura-tion and Frequency. They respectively answer the questions, when?, how long? and how often? They canall co-occur in the same clause as in:\Bo works out four hours every day this month."Duration Frequency TimeThe Time role of surge-2.0 rei�es the Time and Temporal-Background roles of surge-1.0 whose soledistinction appeared to be that the former were realized by adverbs and PPs and the latter by clauses.B.3.2.2.3 Causative adverbials There are four causative adverbials in surge-2.0: Reason, Purpose,Result and Behalf who all answer the questions why? and individually answer the questions for what reason?for what purpose? with what result? on whose behalf?. These four thematic roles are mutually exclusive.Result can only be realized by a clause and only appear in trailing position. Behalf can only be realized bya PP whose NP complement is animate. Reason and Purpose can both be realized by either a clause or aPP. They can be easily distinguished by the di�erent subordination conjunctions or prepositions used to linktheir content to the matrix clause: \since" or \because" and \because of" for Reason, \in order to" or \sothat" and \for" for Purpose.B.3.2.2.4 Co-Event clauses The Co-Event adverbial forms a semantic class on its own, since it is usedto link two events related by an unspeci�ed relation that blends causative, temporal and sometimes evenlocative elements. It can only be only realized by clauses, though by a variety of clausal forms. It can only�ll the disjunct syntactic function. I distinguish between two types of Co-Events, habitual ones, as in:(1 ) \Whenever there is smoke, there is �re."and regular ones, as in:(2) \Injured against the Giants, Bo did not play."Habitual Co-Event clauses22 express a recurrent pattern of co-occurrence (whether e�ective or desired)between the event they convey and the event conveyed in the matrix clause. They can be either �nite orverbless.In contrast, regular Co-Event clauses23 express a isolated co-occurrence between the event they conveyand the event conveyed in the matrix clause. They can be either participial or verbless.The fact that Co-Event clauses are an unspeci�ed causative-temporal blend is well illustrated by thefollowing examples:(1a) \Before there is smoke, there is �re."(1b) \There is smoke because there is �re."(2a) \After he got injured against the Giants, Bo did not play."(2b) \Because he got injured against the Giants, Bo did not play."(1) above can be equally well interpreted as synonymous to the temporal (1a) and the causative (1b).Similarly, (2) above can be equally well interpreted as synonymous to the temporal (2a) and the causative22Called \contingency" clauses in [Quirk et al. 1985], pp:1086.23Called \absolutive" clauses by [Thompson and Longacre 1985] pp:200-201 and \suppletive" clauses by [Quirk et al. 1985],pp:1120-27. 246



(2b). Their versatility and conciseness make Co-Event clauses a construct of choice in the corpora of human-written summaries I analyzed.B.3.2.2.5 Conditional adverbials There are three conditional adverbials in surge-2.0: Condition,Concessive-Condition and Concession, and they can surface only as disjuncts. Condition and Concessive-Condition can only be realized by clauses. Concession can also be realized by a PP. The polarity featuredistinguishes between positive conditions, whose default subordinator is \if" and negative conditions, whosedefault subordinator is \unless". Further subdivisions of condition clauses, such as the predictive vs. hypo-thetical vs. counter-factual distinctions discussed in [Thompson and Longacre 1985] interacts tightly withthe modality system of the grammar and were thus left for a future round of extension.B.3.2.2.6 Process adverbials There are four \process" adverbials in surge-2.0: Manner, Means,Instrument and Comparison. They all answer the question how? and specify in some way the nature of theprocess by which the event described in the matrix clause occurred. They are all adjuncts. Depending onthe syntactic category that realizes them, the Manner, Means and Comparison thematic roles can be eitherpredicate or sentence adjuncts. Instrument can only be realized by a predicate adjunct PP. All four processadverbials co-occur in the same clause, as in:Shrewdly, Bo went home by train with his free-ticket like he did yesterday.Manner Means Instrument ComparisonB.3.2.2.7 Respect adverbials There are three respect adverbials in surge-2.0: Matter, Standardand Perspective, all realizable only by PPs. Matter speci�es the topic which the proposition conveyed bythe matrix clauses must be interpreted as referring to. Standard speci�es a comparative reference frame forevaluating the proposition conveyed by the matrix clause. Perspective speci�es the particular role or functionof the entity mentioned in the matrix clause that is relevant for the interpretation of the proposition conveyedby that clause. These three adverbials are mutually exclusive in a given clause.B.3.2.2.8 Determinative adverbials There are seven determinative adverbials in surge-2.0: Accom-paniment, Addition, Inclusion, Substitution, Exception, Opposition and Contrast. Although several of themare described by di�erent authors, there seem to be very little agreement with respect to which semanticclass of adverbial meanings each of these thematic roles belongs to. I decided to group all of them underthe \determinative" label because, although they form a semantically diverse set, they all function at theclause rank in a manner similar to a determiner at the nominal rank: they circumscribe the participants ofthe matrix clauses in the context of a larger set of domain entities. Determinative adverbials can be realizedby either PPs or clauses, �lling either a sentence adjunct or disjunct function.B.3.2.2.9 Domain-speci�c adverbials Finally, surge-2.0 incorporates the Score adverbial, which isspeci�c to the particular sports domain of streak. This example illustrates that even if comprehensive andthorough, a general, portable set of thematic roles may still require minor extensions when applied to a newapplication domain.B.3.2.3 Moods of subordinated adverbial clausesThe clausal realizations of the thematic roles of surge-2.0 includes three types of clauses not covered insurge-1.0:� Bound adverbial clauses� Verbless clauses� Bare in�nitive clauses 247



The mood system thus need to be extended as shown in Fig. B.25.The mood bound designates �nite subordinate clauses. Inside the matrix clause, these subordinate clausescan �ll either a nominal function (i.e., Subject, Object) or an adverbial one (i.e., Adjunct, Disjunct). Asshown in Fig. B.2, surge-1.0 covered only the nominal variety of bound clauses and the non-�nite variety ofadverbial clauses. In bound adverbial clauses, the subject is often controlled by either the subject or objectof the matrix clause. In this context, \controlled" means omitted but understood as co-referent. Controlledsubject in bound clauses are similar to scoped subject in relative clauses (cf. section B.2.4). In surge-2.0, they are handled by a path valued feature control indicating which thematic role in the subordinateclause is to be syntactically omitted. The description of this thematic role reduces to a path pointing tothe controlling thematic role in the matrix. When surge sees such paths while performing subject-verbagreement, it then knows that the subject must be gaped and, by following the path chain, which matrixsyntactic role contains the relevant features for the agreement. An example input of bound adverbial clausewith controlled subject is given in Fig. B.26. All the features relevant to agreement are centralized underthe index features.The reason for leaving the subject implicit in dependent clauses is to achieve conciseness. There is aneven more concise form of dependent clauses, called verbless clauses, in which the verb itself is omitted.Such clauses can in general be equally well interpreted as realizing di�erent process types. For example theverbless clause in italics in the table of Fig. B.25 can be equally well interpreted as an abbreviated form ofthe clause:(1) \Although playing without Ewing"or of the clause:(2) \Although they were without Ewing"In (1) the process type is material and \without Ewing" is an accompaniment adjunct. In (2) the processtype is locative and \without Ewing" is an accompaniment complement. Since each verbless clause has avalid relational interpretation, I treat them as such is surge-2.0.The third new mood of surge-2.0 is bare-in�nitive, the variety of in�nitive clauses that can be directlyattached to the matrix clauses without the need for the subordinating conjunction \to".
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�nite bound adverbial Ewing scored 28 points as the Knicks won the gamenon-�nite verbless Although without Ewing, the Knicks won the gamein�nitive bare Ewing helped the Knicks win the gameFigure B.25: Extensions to the mood system
;; ``Dan Majerle made 6 of 8 three point shots to add 24''((cat clause)(tense past)(process ((type material) (effect-type creative) (lex "make")))(partic ((agent ((cat person-name) (first-name ((lex "Dan"))) (last-name "Majerle")))(created ((cat partitive)(part ((cat cardinal) (value 6) (digit yes)))(part-of ((cat common)(cardinal ((cat cardinal) (value 8) (digit yes)))(classifier ((cat measure)(quantity ((cat cardinal) (value 3)))(unit ((cat noun) (lex "point")))))(head ((cat noun) (lex "shot")))))))))(circum ((result ((cat clause)(mood to-infinitive)(process ((type material) (effect-type creative) (lex "add")))(controlled {^ partic agent})(partic ((agent ((index {^5 partic agent index})))(created ((cat measure) (value 24) (unit ((gap yes))))))))))))Figure B.26: Example input description with controlled subject249



B.3.3 Extensions to the nominal sub-grammarThe extensions to the nominal sub-grammar from surge-1.0 to surge-2.0 were sizeable and are summed-upin the table of Fig. B.27. They were carried out in two distinct ways: de�nition of new nominal sub-categoriesand de�nition of new modi�cation relations among existing categories.The three new categories are: measure, noun-compound and partitive. Measure is a category speciallydesigned for statistics. It has two attributes: quantity, whose value must be a cardinal and unit whose valuecan be either a noun or a noun-compound. Measure can appear both as a head or as a classi�er. Noun-compound handles deep cases of noun-noun modi�cations. It can appear anywhere in place of a noun. It ishas two attributes: classi�er and head. Each can recursively be a noun-compound. Even though classi�erand head are two attributes of the full NP, this noun-compound category is needed, because these two featurecannot appear without a determiner in full a NP24. The partitive category handles fractional measures andproportions. It has two attributes part whose value can be a cardinal, an ordinal, a measure or a full NPand part-of whose value can be either a measure or a full NP. It can appear anywhere instead of a measure.The input speci�cation of a complex nominal example containing subconstituents of the three categories justde�ned in given in Fig. B.28. Figure B.26 contains another example input of partitive constituent.Two existing categories that were inherently atomic in surge-1.0 accept modi�ers in surge-2.0: ordinalsand proper nouns. Ordinals can be modi�ed either by adjectives (cf. �rst row in Fig. B.27), or, discontinually,by PPs (cf. second row in Fig. B.27). Proper nouns can be modi�ed by the same range of modi�ers thancommon nouns. In addition, they can also have their own internal compound structure, which in a wayparallels the new noun-compound category introduced for common nouns. These two new properties ofproper nouns are illustrated by the example below:\The surging New York Knicks who have won three straight"Determiner Describer Head Quali�erArticle Participle Compound Proper Relative ClauseHome FranchiseB.3.4 Extensions to the rest of the grammarIn surge-1.0, paratactic complexes could not be modi�ed in any way. surge-2.0 allows conjunctions (orappositions) of clauses to be modi�ed by adverbials. The adverbial is attached using a pred-modif or circumfeature exactly as in the case of a simple clause. A sub-grammar for dates and one for addresses were alsoincorporated to surge-2.0.B.3.5 Summarysurge-2.0 extends the wide coverage of surge-1.0 at the simple clause rank, both down to the nominal-rankand up to the complex sentence rank. The extensions have been based both on corpus data and descriptivelinguistic works. They are comprehensive and insure the robustness of surge-2.0 for any quantitativedomain, even those including the most complex and concise constructions of English. Beyond streak,surge-2.0 has been used for developing generation applications in three other domains, and I expect itto soon become the \o�cial" version of surge for distribution of the fuf/surge generation environmentpackage.24Even though plural count NPs may have an empty determiner, cf. Fig. B.13.250



grammatical syntactic examplefunction categoryOrdinal Numeral phrase their third straight victorydiscontinuous Numeral phrase their third victory in a rowClassi�er Noun compound a franchise record victoryMeasure a 33 point performanceHead proper Noun the hapless Denver Nuggets who lost againNoun compound his league season highMeasure a career high 33 pointsPartitive a season best 12 of 16 shotsQuali�er present-participle S a victory invigorating the Knickspast-participle S a victory hard-fought until the endFigure B.27: Extensions to the nominal grammar
;; ``a franchise record 60.5 percent of their three point field goal attempts''((cat common)(definite no)(classifier ((cat noun-compound)(classifier ((lex "franchise")))(head ((lex "record")))))(head ((cat partitive)(part ((cat measure)(quantity ((value 60.5)))(unit ((lex "percent")))))(part-of ((cat common)(number plural)(determiner ((cat personal-pronoun)))(classifier ((cat noun-compound)(classifier ((cat measure)(quantity ((value 3) (digit no)))(unit ((lex "point")))))(noun ((cat noun-compound)(classifier ((lex "field")))(head ((lex "goal")))))))(head ((lex "attempt"))))))))Figure B.28: Input description of a complex nominal in surge-2.0251



B.4 Limitations of SURGE 2.0The wide coverage of surge-2.0 at the four main linguistic ranks: determiner, nominal, simple clause andcomplex sentence makes it the most comprehensive portable syntactic front-end for generation application inEnglish available today. It remains, however, incomplete and requires further extension in a variety of ways.In the following paragraph, I overview the most needed extensions in each major system of the grammar.B.4.1 TransitivityAs explained in Section B.2.2.1 there are three main classes of clauses: those expressing an event, thoseexpressing a relation and those, called composite, expressing both, with the event as cause and the relationas consequent. There are also three main classes of events: material, mental and verbal. Although all threetypes can take part in a composite clause, only composite clauses with a material event component arecovered in the current implementation. The �rst needed extension of the transitivity system is to covercomposite clauses with mental and verbal event components as well.The hierarchy of general process types de�ning the deep argument structure of a clause (and the semanticclass of its main verb) in the current implementation is a synthesis from [Halliday 1985], [Fawcett 1987] and[Lyons 1977]. This hierarchy is compact and able to cover many clause structures. Yet the argument structureand/or semantics of many English verbs do not �t neatly in any element of this hierarchy. This is why thelexical processes have been added to surge as an alternative form of input speci�cation for clause structures.However, lexical processes are a shallower and less semantic form of input than the general process types.For example, the sub-categorization constraints and the mapping from the thematic roles to the oblique roleshave to be speci�ed in the input instead of being automatically computed by the grammar. Minimizing theuse of this lexicalist approach to infrequent and authentically idiosyncratic clause structures would be highlydesirable. It would require both re�ning and extending the current hierarchy of general process types. Anexcellent starting point for carrying out this task is the comprehensive taxonomy of English verbs proposedby [Levin 1993].B.4.2 AdverbialsThe coverage of the adverbial system in the current implementation is limited in two ways. First, amongthe four types of syntactic functions that adverbial constituents can �ll in a clause { adjuncts, disjuncts,conjuncts and subjuncts { only the �rst two are covered. Second, the only adverbial semantic roles coveredare those which can be realized by either a clausal, prepositional or nominal form. But for some adverbialsemantic roles, the sole possible realization is an adverb. Those semantic roles are not currently covered.These two limitations are correlated: most conjuncts (e.g., alternatively, correspondingly) or subjuncts (e.g.,politically, cordially) are adverbs and they convey semantics roles with no alternative syntactic realizations.The grammar provides a default ordering of clause constituents realizing adverbial semantic roles. Thisdefault speci�es for a given set of input roles, which will appear in frontal position (i.e., before the verb andany of its arguments) and which will appear in trailing positions (i.e, after the verb and all of its arguments).Another limitation of the current adverbial system is that, though it allows input speci�cations overriding thedefault choice of frontal vs. trailing position for a given role, it does not allow input speci�cations overridingthe default relative ordering among several frontal or trailing adverbials. Also, the current grammar considersonly the frontal or trailing position and not the many medial positions available in clauses with multipleargument verbs and/or multi-word verb groups. This last ordering limitation is related to the semantic andsyntactic limitationsmentioned above: medial positions are very rarely occupied by the clausal, prepositionalor nominal adjuncts and disjuncts. They are in contrast, the position of choice for adverbs functioning asconjuncts and subjuncts. 252



B.4.3 MoodSome forms of subordinate clauses are not yet covered by the current mood system. This is the case forexample of the forms below (where the subordinate clause is highlighted in bold):� \We must �nd out how to handle mood in this framework."� \We must discover whether we can handle mood in this framework."� \We must know what they did."Currently, the mood of a clause is encoded as a single feature whose values form a complex hierar-chy. The multi-dimensionality of the mood variations would be better captured by switching to a multi-feature representation based on the set of mostly orthogonal and binary features: finite, imperative,question, question-type, subordinate, subordinate-type, embedded, subjunctive. With such aset, the mood of a subordinate clause such as:\The customer persuaded the programmer that there is a bug"which is currently encoded as: (mood bound-nominal-declarative)would become encoded as:(mood ((finite yes)(subordinate yes)(subordinate-type bound-nominal)(subjunctive no)))Another necessary improvement to the mood system is to extend the currently quite limited set of factorsthat inuence both the choices of binder and the restrictive status in relative clauses.B.4.4 VoiceIn terms of structural alternations a�ecting the focus and ordering of information in the clause, the currentgrammar covers only the passive and dative transformations. The voice system thus needs to be extendedto include the following alternations as well:� Clefting, e.g., \Bo runs" vs. \It is Bo who runs"� Argument fronting25, e.g., \Bo broke his personal record yesterday" vs. \His personal record, Bo brokeyesterday"� It-extraposition, e.g., \Whether Bo scores or not won't matter" vs. \It won't matter whether Bo scoresor not".B.4.5 NominalsThe most urgent improvement of the nominal system is to extend it to cover reexive pronouns. Anotherimprovement would consist of re�ning the set of nominal functions currently available, namely determiner,describer, classifier, head and qualifier. In particular, [Fries 1970] proposes a more complete setof functions. It also includes detailed constraints on co-occurrence of several elements �lling the samefunction (with di�erent semantics) in a given NP. Finally, the work of [Vendler 1968] and [Levi 1978] onnominalizations and non-predicative adjectives could serve as a good { though quite limited in scope {starting point, towards the development of a set of thematic roles for a semantic input speci�cation ofnominals paralleling the set of thematic roles already used for the semantic input speci�cation of clauses.25Distinct from adverbial fronting which the current grammar already handles.253



B.5 Coverage of SURGE-2.0surge comes with a large set of test inputs that to be run after each change to the grammar. This inputtext set systematically probes each branch of the grammar and many combinations of features from di�erentbranches. The initial input set was incrementally created over seven years during the development of thegeneration systems comet [McKeown et al. 1990] [McKeown et al. 1993], cook [Smadja and McKeown1991] and advisor-II [Elhadad 1993b]. The test inputs of surge-1.0 are presented in [Elhadad 1993b]. Inthis section, I present the extension of the input set testing the extensions from from surge-1.0 to surge-2.0.This additional test input set provides a detailed account of the extended coverage of surge-2.0.B.5.1 Test inputs for the extensions at the nominal rankSimple and complex nominals with quantities(def-test t300"52 points."((cat measure)(quantity ((value 52)))(unit ((lex "point")))))(def-test t301"Five rebounds."((cat measure)(quantity ((value 5)))(unit ((lex "rebound")))))(def-test t302"5 blocked shots."((cat measure)(quantity ((value 5) (digit yes)))(unit ((lex "blocked shot")))))(def-test t303"Six 3 point shots."((cat common)(cardinal ((value 6)))(definite no)(classifier ((cat measure)(quantity ((value 3) (digit yes)))(unit ((lex "point")))))(head ((lex "shot")))))(def-test t304"Season high."((cat noun-compound)(classifier ((lex "season")))(head ((lex "high")))))(def-test t305"The pleasant house property tax office furniture."((cat common)(describer ((lex "pleasant")))(classifier ((cat noun-compound) 254



(classifier ((cat noun-compound)(classifier ((cat noun-compound)(classifier ((lex "house")))(head ((lex "property")))))(head ((lex "tax")))))(head ((lex "office")))))(head ((lex "furniture")))))(def-test t306"A season high 27 points."((cat common)(definite no)(classifier ((cat noun-compound)(classifier ((lex "season")))(head ((lex "high")))))(head ((cat measure)(number plural)(quantity ((value 27)))(unit ((lex "point")))))))(def-test t307"Stockton's season high 27 points."((cat common)(possessor ((cat basic-proper)(lex "Stockton")))(classifier ((cat noun-compound)(classifier ((lex "season")))(head ((lex "high")))))(head ((cat measure)(quantity ((value 27)))(unit ((lex "point")))))))(def-test t308"Fourth quarter."((cat measure)(quantity ((cat ordinal)(value 4)))(unit ((lex "quarter")))))(def-test t309"17 fourth quarter points."((cat measure)(quantity ((value 17)))(unit ((cat noun-compound)(classifier ((cat measure)(quantity ((cat ordinal)(value 4)))(unit ((lex "quarter")))))(head ((lex "point")))))))(def-test t310"A playoff record six fourth quarter three pointers."((cat common)(definite no) 255



(classifier ((cat noun-compound)(classifier ((lex "playoff")))(head ((lex "record")))))(head ((cat measure)(quantity ((value 6)))(unit ((cat noun-compound)(classifier ((cat measure)(quantity ((cat ordinal) (value 4)))(unit ((lex "quarter")))))(head ((lex "three pointer")))))))))(def-test t311"The Kings's NBA record 35th straight road loss."((cat common)(possessor ((cat basic-proper)(lex "the Kings")))(classifier ((cat noun-compound)(classifier ((lex "NBA")))(head ((lex "record")))))(head ((cat measure)(quantity ((cat ordinal) (value 35)))(unit ((cat noun-compound)(classifier ((cat list)(distinct ~(((cat adj)(lex "straight"))((cat noun)(lex "road"))))))(head ((lex "loss")))))))))(def-test t312"The Hawks, winners of six straight games and five in a row at the Omni."((cat np)(complex apposition)(distinct~(((cat basic-proper)(number plural)(lex "Hawk"))((cat common)(definite no)(number plural)(head ((lex "winner")))(qualifier((cat pp)(prep ((lex "of")))(np ((cat np)(complex conjunction)(distinct~(((cat common)(definite no)(cardinal ((value 6)))(classifier ((cat adj) (lex "straight")))(head ((lex "game"))))((cat common)(definite no) 256



(cardinal ((value 5)))(head ((gap yes)))(qualifier ((cat list)(distinct~(((cat pp)(prep ((lex "in")))(np ((cat common)(definite no)(head ((lex "row"))))))((cat pp)(prep ((lex "at")))(np ((cat common)(lex "Omni"))))))))))))))))))))(def-test t313"13 of 14 shots."((cat partitive)(part ((value 13)))(part-of ((cat common)(definite no)(cardinal ((value 14)))(head ((lex "shot")))))))(def-test t314"13 of 14 shots."((cat partitive)(part ((value 13)))(part-of ((cat measure)(quantity ((value 14)))(unit ((lex "shot")))))))(store-plurals '(("percent" "percent")))(def-test t315"60.5 percent of their field goal attempts."((cat partitive)(part ((cat measure)(quantity ((value 60.5)))(unit ((lex "percent")))))(part-of ((cat common)(possessor ((cat personal-pronoun)(person third)(number plural)))(classifier ((lex "field goal")))(number plural)(head ((lex "attempt")))))))(def-test t316"60.5 percent of their field goal attempts."((cat partitive)(part ((cat common)(definite no)(cardinal ((value 60.5)))(head ((lex "percent"))))) 257



(part-of ((cat common)(possessor ((cat personal-pronoun)(person third)(number plural)))(classifier ((lex "field goal")))(number plural)(head ((lex "attempt")))))))(def-test t317"His NBA season high."((cat common)(possessor ((cat personal-pronoun)(person third)(gender masculine)(number singular)))(classifier ((lex "NBA")))(head ((cat noun-compound)(classifier ((lex "season")))(head ((lex "high")))))))(def-test t318"His NBA season high performance of 52 points."((cat common)(possessor ((cat personal-pronoun)(person third)(gender masculine)(number singular)))(classifier ((cat noun-compound)(classifier ((lex "NBA")))(head ((cat noun-compound)(classifier ((lex "season")))(head ((lex "high")))))))(head ((lex "performance")))(qualifier ((cat pp)(prep ((lex "of")))(np ((cat common)(definite no)(cardinal ((value 52)))(head ((lex "point")))))))))(def-test t319"His NBA season high performance of 52 points."((cat partitive)(part ((cat common)(possessor ((cat personal-pronoun)(person third)(gender masculine)(number singular)))(classifier ((cat noun-compound)(classifier ((lex "NBA")))(head ((cat noun-compound)(classifier ((lex "season")))(head ((lex "high")))))))(head ((lex "performance"))))) 258



(part-of ((cat measure)(quantity ((value 52)))(unit ((lex "point")))))))(def-test t320"6 of an NBA team record 22 blocked shots."((cat partitive)(part ((value 6) (digit yes)))(part-of ((cat common)(definite no)(classifier ((cat noun-compound)(classifier ((lex "NBA") (a-an an)))(head ((cat noun-compound)(classifier ((lex "team")))(head ((lex "record")))))))(head ((cat measure)(quantity ((value 22)))(unit ((lex "blocked shot")))))))))(def-test t321"A team record 47 of 53 free throws."((cat common)(definite no)(classifier ((cat noun-compound)(classifier ((lex "team")))(head ((lex "record")))))(head ((cat partitive)(part ((value 47)))(part-of ((cat measure)(quantity ((value 53)))(unit ((lex "free throw")))))))))(def-test t322"1 percent lowfat."((cat ap)(classifier ((cat measure)(quantity ((value 1) (digit yes)))(unit ((lex "percent")))))(head ((lex "lowfat")))))(def-test t323"Two heaping soup spoons of grade A 1 percent lowfat pasteurized milk."((cat partitive)(part ((cat measure)(quantity ((value 2)))(unit ((cat noun-compound)(classifier ((cat verb)(ending present-participle)(lex "heap")))(head ((cat noun-compound)(classifier ((lex "soup")))(head ((lex "spoon")))))))))(part-of ((cat common)(countable no) 259



(definite no)(describer ((cat list)(distinct ~(((cat basic-proper)(lex "grade A"))((cat ap)(classifier ((cat measure)(quantity ((value 1)(digit yes)))(unit ((lex "percent")))))(head ((lex "lowfat"))))((cat verb)(ending past-participle)(lex "pasteurize"))))))(head ((lex "milk")))))))(def-test t324"All 28 of its free throws."((cat partitive)(total +)(part ((value 28)))(part-of ((cat common)(possessor ((cat personal-pronoun)(person third)(number singular)(gender neuter)))(head ((lex "free throw")))))))(def-test t325a"3 point range."((cat common)(determiner none)(classifier ((cat measure)(quantity ((value 3)(digit yes)))(unit ((lex "point")))))(head ((lex "range")))))(def-test t325"Five of five from 3 point range."((cat partitive)(part ((value 5)))(part-of ((cat common)(definite no)(cardinal ((value 5)))(head ((gap yes)))(qualifier ((cat pp)(prep ((lex "from")))(np ((cat common)(determiner none)(classifier ((cat measure)(quantity ((value 3)(digit yes)))(unit ((lex "point")))))(head ((lex "range")))))))))))260



(def-test t326"A perfect 12 for 12 from the line."((cat common)(definite no)(describer ((cat adj) (lex "perfect")))(head ((cat partitive)(prep ((lex "for")))(part ((value 12)))(part-of ((cat common)(definite no)(cardinal ((value 12)))(head ((gap yes)))(qualifier ((cat pp)(prep ((lex "from")))(np ((cat common)(head ((lex "line")))))))))))))(def-test t327"Stockton scored 27 points."((cat clause)(tense past)(process ((type material)(effect-type creative)(lex "score")))(partic ((agent ((cat basic-proper)(lex "Stockton")))(created ((cat measure)(quantity ((value 27)))(unit ((lex "point")))))))))(def-test t328"Stockton scored a season high 27 points."((cat clause)(tense past)(process ((type material)(effect-type creative)(lex "score")))(partic ((agent ((cat basic-proper)(lex "Stockton")))(created ((cat common)(definite no)(classifier ((cat noun-compound)(classifier ((lex "season")))(head ((lex "high")))))(head ((cat measure)(quantity ((value 27)))(unit ((lex "point")))))))))))(def-test t329"Ewing scored 25 of his 29 points in the first half."((cat clause) 261



(tense past)(process ((type material)(effect-type creative)(lex "score")))(partic ((agent ((cat basic-proper)(lex "Ewing")))(created ((cat partitive)(part ((value 25)))(part-of ((cat common)(possessor ((cat personal-pronoun)(person third)(gender masculine)(number singular)))(head ((cat measure)(quantity ((value 29)))(unit ((lex "point")))))))))))(circum ((in-loc ((cat common)(ordinal ((value 1)))(head ((lex "half")))))))))(def-test t357"John Stockton scored 27 points."((cat clause)(tense past)(process ((type material)(effect-type creative)(lex "score")))(partic ((agent ((cat compound-proper)(head ((cat person-name)(first-name ((lex "John")))(last-name ((lex "Stockton")))))))(created ((cat measure)(quantity ((value 27)))(unit ((lex "point")))))))))(def-test t358"John Stockton scored a season high 27 points."((cat clause)(tense past)(process ((type material)(effect-type creative)(lex "score")))(partic ((agent ((cat compound-proper)(head ((cat person-name)(first-name ((lex "John")))(last-name ((lex "Stockton")))))))(created ((cat common)(definite no)(classifier ((cat noun-compound)(classifier ((lex "season")))(head ((lex "high")))))(head ((cat measure)(quantity ((value 27)))262



(unit ((lex "point")))))))))))(def-test t359"John Stockton's 27 points."((cat common)(possessor ((cat compound-proper)(head ((cat person-name)(first-name ((lex "John")))(last-name ((lex "Stockton")))))))(head ((cat measure)(quantity ((value 27)))(unit ((lex "point")))))))(def-test t360"John Stockton's season high 27 points."((cat common)(possessor ((cat compound-proper)(head ((cat person-name)(first-name ((lex "John")))(last-name ((lex "Stockton")))))))(classifier ((cat noun-compound)(classifier ((lex "season")))(head ((lex "high")))))(head ((cat measure)(quantity ((value 27)))(unit ((lex "point")))))))(def-test t361"The Sacramento Kings' NBA record 35th straight road loss."((cat common)(possessor ((cat compound-proper)(number plural)(head ((cat team-name)(home ((lex "Sacramento")))(franchise ((lex "King")))))))(classifier ((cat noun-compound)(classifier ((lex "NBA")))(head ((lex "record")))))(head ((cat measure)(quantity ((cat ordinal) (value 35)))(unit ((cat noun-compound)(classifier ((cat list)(distinct ~(((cat adj)(lex "straight"))((cat noun)(lex "road"))))))(head ((lex "loss")))))))))263



Simple and complex nominals with proper names(def-test t331"Johnson."((cat person-name)(last-name ((lex "Johnson")))))(def-test t332"Earvin."((cat person-name)(first-name ((lex "Earvin")))))(def-test t333"Magic."((cat person-name)(nickname ((lex "Magic")))))(def-test t334"Earvin Johnson."((cat person-name)(first-name ((lex "Earvin")))(last-name ((lex "Johnson")))))(def-test t335"Magic Johnson."((cat person-name)(nickname ((lex "Magic")))(last-name ((lex "Johnson")))))(def-test t336"Earvin Magic Johnson."((cat person-name)(first-name ((lex "Earvin")))(nickname ((lex "Magic")))(last-name ((lex "Johnson")))))(def-test t337"Rufus T. Firefly."((cat person-name)(first-name ((lex "Rufus")))(middle-name ((lex "T.")))(last-name ((lex "Firefly")))))(def-test t338"Ramses II."((cat person-name)(first-name ((lex "Ramses")))(dynasty ((cat ordinal) (value 2)))))(def-test t339"Earvin Johnson Sr."((cat person-name)(dynasty ((father yes)))(first-name ((lex "Earvin"))) 264



(last-name ((lex "Johnson")))))(def-test t340"Earvin Johnson Jr."((cat person-name)(dynasty ((father no)))(first-name ((lex "Earvin")))(last-name ((lex "Johnson")))))(def-test t341"James Baker III."((cat person-name)(first-name ((lex "James")))(last-name ((lex "Baker")))(dynasty ((cat ordinal) (value 3)))))(def-test t342"Hugo Z. Hackenbush XXIII."((cat person-name)(first-name ((lex "Hugo")))(middle-name ((lex "Z.")))(dynasty ((cat ordinal) (value 23)))(last-name ((lex "Hackenbush")))))(def-test t343"Dr. Elhadad."((cat person-name)(title ((lex "Dr.")))(last-name ((lex "Elhadad")))))(def-test t344"Mr. Bulent Fishkin."((cat person-name)(title ((lex "Mr.")))(first-name ((lex "Bulent")))(last-name ((lex "Fishkin")))))(def-test t345"Dr. Rufus T. Firefly."((cat person-name)(title ((lex "Dr.")))(first-name ((lex "Rufus")))(middle-name ((lex "T.")))(last-name ((lex "Firefly")))))(def-test t346"Prof. Hugo Z. Hackenbush XXIII."((cat person-name)(title ((lex "Prof.")))(first-name ((lex "Hugo")))(middle-name ((lex "Z.")))(dynasty ((cat ordinal) (value 23)))(last-name ((lex "Hackenbush"))))) 265



(def-test t347a"Doctor Marshall President."((cat list)(distinct ~(((lex "Doctor") (cat noun))((lex "Marshall") (cat noun))((lex "President") (cat noun))))))(def-test t347"Doctor Marshall President Idi Amin Dada."((cat person-name)(title ((cat list)(distinct ~(((lex "Doctor") (cat noun))((lex "Marshall") (cat noun))((lex "President") (cat noun))))))(first-name ((lex "Idi")))(middle-name ((lex "Amin")))(last-name ((lex "Dada")))))(def-test t348"Dr. Rufus T. Firefly and Dr. Hugo Z. Hackenbush."((cat np)(complex conjunction)(distinct ~(((cat compound-proper)(head ((cat person-name)(title ((lex "Dr.")))(first-name ((lex "Rufus")))(middle-name ((lex "T.")))(last-name ((lex "Firefly"))))))((cat compound-proper)(head ((cat person-name)(title ((lex "Dr.")))(first-name ((lex "Hugo")))(middle-name ((lex "Z.")))(last-name ((lex "Hackenbush"))))))))))(def-test t349"Mr. and Ms. Fishkin."((cat np)(complex conjunction)(distinct ~(((cat compound-proper)(head ((cat person-name)(title ((lex "Mr.")))(last-name ((gap yes))))))((cat compound-proper)(head ((cat person-name)(title ((lex "Ms.")))(last-name ((lex "Fishkin"))))))))))(def-test t350"The great Serigne Suleyman Abdul Aziz Seck."((cat compound-proper)(describer ((lex "great")))(head ((cat person-name) 266



(title ((lex "Serigne")))(first-name ((lex "Suleyman")))(middle-name ((lex "Abdul Aziz")))(last-name ((lex "Seck")))))))(def-test t351"Denver."((cat team-name)(home ((lex "Denver")))))(def-test t351b"Denver."((cat compound-proper)(head ((cat team-name)(home ((lex "Denver")))))))(def-test t351c"Denver."((cat basic-proper)(lex "Denver")))(def-test t352"The Nuggets."((cat compound-proper)(number plural)(head ((cat team-name)(franchise ((lex "Nugget")))))))(def-test t352b"The Nuggets."((cat basic-proper)(number plural)(lex "Nugget")))(def-test t353"The Denver Nuggets."((cat compound-proper)(number plural)(head ((cat team-name)(home ((lex "Denver")))(franchise ((lex "Nugget")))))))(def-test t354"The hapless Denver Nuggets."((cat compound-proper)(number plural)(describer ((lex "hapless")))(head ((cat team-name)(home ((lex "Denver")))(franchise ((lex "Nugget")))))))(def-test t355"The Denver Nuggets who extended their losing streak to five games."((cat compound-proper) 267



(number plural)(qualifier ((cat clause)(process ((type composite)(relation-type locative)(lex "extend")))(mood relative)(tense past)(scope {^ partic agent})(partic ((affected ((cat common)(possessor ((cat personal-pronoun)(person third)(number plural)))(classifier ((cat verb)(ending present-participle)(lex "lose")))(head ((lex "streak")))))(located {^ affected})(location ((cat pp)(prep ((lex "to")))(np ((cat measure)(quantity ((value 5)))(unit ((lex "game")))))))))))(head ((cat team-name)(home ((lex "Denver")))(franchise ((lex "Nugget")))))))(def-test t356"The hapless Denver Nuggets who extended their losing streak to six games."((cat compound-proper)(number plural)(describer ((lex "hapless")))(qualifier ((cat clause)(process ((type composite)(relation-type locative)(lex "extend")))(mood relative)(tense past)(scope {^ partic agent})(partic ((affected ((cat common)(possessor ((cat personal-pronoun)(person third)(number plural)))(classifier ((cat verb)(ending present-participle)(lex "lose")))(head ((lex "streak")))))(located {^ affected})(location ((cat pp)(prep ((lex "to")))(np ((cat measure)(quantity ((value 6)))(unit ((lex "game")))))))))))(head ((cat team-name)(home ((lex "Denver"))) 268



(franchise ((lex "Nugget")))))))(def-test t362"The Atlanta Hawks, winners of six straight games and five in a row at the Omni."((cat np)(complex apposition)(distinct~(((cat compound-proper)(number plural)(head ((cat team-name)(home ((lex "Atlanta")))(franchise ((lex "Hawk"))))))((cat common)(definite no)(number plural)(head ((lex "winner")))(qualifier((cat pp)(prep ((lex "of")))(np ((cat np)(complex conjunction)(distinct~(((cat common)(definite no)(cardinal ((value 6)))(classifier ((cat adj) (lex "straight")))(head ((lex "game"))))((cat common)(definite no)(cardinal ((value 5)))(head ((gap yes)))(qualifier ((cat list)(distinct~(((cat pp)(prep ((lex "in")))(np ((cat common)(definite no)(head ((lex "row"))))))((cat pp)(prep ((lex "at")))(np ((cat common)(lex "Omni"))))))))))))))))))))(def-test t363"Dr. Rufus T. Firefly gave Prof. Hugo Z. Hackenbush his best regards."((cat clause)(tense past)(process ((type composite)(relation-type possessive)(lex "give")))(partic ((agent ((cat compound-proper)(head ((cat person-name)269



(title ((lex "Dr.")))(first-name ((lex "Rufus")))(middle-name ((lex "T.")))(last-name ((lex "Firefly")))))))(affected ((cat compound-proper)(head ((cat person-name)(title ((lex "Prof.")))(first-name ((lex "Hugo")))(middle-name ((lex "Z.")))(last-name ((lex "Hackenbush")))))))(possessor {^ affected})(possessed ((cat common)(number plural)(possessor ((cat personal-pronoun)(person third)(number singular)(gender masculine)))(describer ((lex "best")))(head ((lex "regard")))))))))(def-test t364"The highly respected Dr. Rufus T. Firefly gave Prof. Hugo Z. Hackenbush whoreceived the Turing award yesterday his best regards."((cat clause)(tense past)(process ((type composite)(relation-type possessive)(lex "give")))(partic((agent ((cat compound-proper)(describer ((cat ap)(modifier ((lex "highly")))(head ((lex "respected")))))(head ((cat person-name)(title ((lex "Dr.")))(first-name ((lex "Rufus")))(middle-name ((lex "T.")))(last-name ((lex "Firefly")))))))(affected ((cat compound-proper)(head ((cat person-name)(title ((lex "Prof.")))(first-name ((lex "Hugo")))(middle-name ((lex "Z.")))(last-name ((lex "Hackenbush")))))(qualifier ((cat clause)(tense past)(mood relative)(restrictive no)(voice passive)(process ((type composite)(agentive no)(relation-type possessive)(lex "receive")))(scope {^ partic affected})270



(partic((possessor {^ affected})(possessed ((cat common)(classifier ((cat basic-proper)(lex "Turing")))(head ((lex "award")))))))(circum ((time ((cat adv)(lex "yesterday")))))))))(possessor {^ affected})(possessed ((cat common)(number plural)(possessor((cat personal-pronoun)(semantics ((index {^4 agent semantics index})))))(describer ((lex "best")))(head ((lex "regard")))))))))(def-test t364bis"The seemingly unstoppable San Antonio Spurs extended their winning streak to 30games with a 111 85 victory over the hapless Denver Nuggets, losers of 11 in a row."((cat clause)(tense past)(process ((type composite)(relation-type locative)(lex "extend")))(partic((agent ((cat compound-proper)(number plural)(describer ((cat ap)(modifier ((lex "seemingly")))(head ((lex "unstoppable")))))(head ((cat team-name)(home ((lex "San Antonio")))(franchise ((lex "Spur")))))))(affected ((cat common)(possessor ((cat personal-pronoun)(number plural)(person third)))(classifier ((cat verb)(ending present-participle)(lex "win")))(head ((lex "streak")))))(located {^ affected})(location ((cat pp)(prep ((lex "to")))(np ((cat measure)(quantity ((value 30)))(unit ((lex "game")))))))))(pred-modif((instrument((cat pp)(np ((cat common)(definite no)(classifier ((cat list) 271



(distinct ~(((cat measure)(quantity ((value 111)))(unit ((gap yes))))((cat measure)(quantity ((value 85)))(unit ((gap yes))))))))(head ((lex "victory")))(qualifier((cat pp)(prep ((lex "over")))(np ((cat np)(complex apposition)(distinct~(((cat compound-proper)(number plural)(describer ((lex "hapless")))(head ((cat team-name)(home ((lex "Denver")))(franchise ((lex "Nugget"))))))((cat common)(definite no)(number plural)(head ((lex "loser")))(qualifier((cat pp)(prep ((lex "of")))(np ((cat common)(definite no)(cardinal ((value 11)))(head ((gap yes)))(qualifier((cat pp)(prep ((lex "in")))(np ((cat common)(definite no)(head ((lex "row"))))))))))))))))))))))))))(def-test t364ter"The hapless Denver Nuggets, losers of 11 in a row."((cat np)(complex apposition)(distinct~(((cat compound-proper)(number plural)(describer ((lex "hapless")))(head ((cat team-name)(home ((lex "Denver")))(franchise ((lex "Nugget"))))))((cat common)(definite no)(number plural)(head ((lex "loser")))(qualifier((cat pp) 272



(prep ((lex "of")))(np ((cat common)(definite no)(cardinal ((value 11)))(head ((gap yes)))(qualifier((cat pp)(prep ((lex "in")))(np ((cat common)(definite no)(head ((lex "row"))))))))))))))))(def-test t364quad"Losers of 11 in a row."((cat common)(definite no)(number plural)(head ((lex "loser")))(qualifier((cat pp)(prep ((lex "of")))(np ((cat common)(definite no)(cardinal ((value 11)))(head ((gap yes)))(qualifier((cat pp)(prep ((lex "in")))(np ((cat common)(definite no)(head ((lex "row")))))))))))))(def-test t365"San Antonio defeated Denver."((cat clause)(tense past)(process ((lex "defeat")))(partic ((agent ((cat basic-proper)(lex "San Antonio")))(affected ((cat basic-proper)(lex "Denver")))))))(def-test t365b"San Antonio defeated Denver."((cat clause)(tense past)(process ((lex "defeat")))(partic ((agent ((cat compound-proper)(head ((cat team-name)(home ((lex "San Antonio")))))))(affected ((cat compound-proper)(head ((cat team-name)273



(home ((lex "Denver")))))))))))(def-test t366"The Spurs defeated the Nuggets."((cat clause)(tense past)(process ((lex "defeat")))(partic ((agent ((cat compound-proper)(number plural)(head ((cat team-name)(franchise ((lex "Spur")))))))(affected ((cat compound-proper)(number plural)(head ((cat team-name)(franchise ((lex "Nugget")))))))))))(def-test t371"My advisor and friend, Steve."((cat np)(complex apposition)(restrictive no)(distinct~(((cat common)(head ((cat noun)(complex conjunction)(distinct ~(((lex "advisor"))((lex "friend"))))))(possessor ((cat personal-pronoun)(person first))))((cat basic-proper)(lex "Steve"))))))(def-test t372"Three times the butter."((cat common)(lex "butter")(countable no)(multiplier ((value 3)))(definite yes)))(def-test t373"The man whose hat is on the ground."((cat common)(lex "man")(animate yes)(qualifier ((cat clause)(mood relative)(process ((type locative)))(scope {^ partic located possessor})(partic ((located ((cat common) (lex "hat")))(location ((cat pp)(prep ((lex "on")))(np ((cat common) (lex "ground")))))))))))274



(def-test t374"Bowman, whose passing game is exceptional."((cat compound-proper)(head ((cat person-name)(last-name ((lex "Bowman")))))(animate yes)(qualifier ((cat clause)(mood relative)(restrictive no)(process ((type ascriptive)))(scope {^ partic carrier possessor})(partic ((carrier ((cat common)(classifier ((cat verb)(ending present-participle)(lex "pass")))(head ((lex "game")))))(attribute ((cat ap) (lex "exceptional")))))))))(def-test t375"A 127 - 111 win over Denver sending the Nuggets to their seventh straight loss."((cat common)(definite no)(classifier ((cat score)(win ((value 127)))(lose ((value 111)))))(head ((lex "win")))(qualifier((cat list)(distinct ~(((cat pp)(prep ((lex "over")))(np ((cat compound-proper)(head ((cat team-name)(home ((lex "Denver"))))))))((cat clause)(mood present-participle)(process ((type composite)(relation-type locative)(lex "send")))(controlled {^ partic agent})(partic ((agent ((index {^7 index})))(located ((cat compound-proper)(number plural)(head ((cat team-name)(franchise ((lex "Nugget")))))))(affected {^ located})(location ((cat pp)(prep ((lex "to")))(np ((cat common)(possessor ((cat personal-pronoun)(index {^4 located index})))(ordinal ((value 7)))275



(describer ((lex "straight")))(head ((lex "loss"))))))))))))))))(def-test t376"John gives Mary his book."((cat clause)(proc ((type composite) (relation-type possessive)))(partic ((agent ((cat basic-proper) (lex "John") (gender masculine)))(affected ((cat basic-proper) (lex "Mary") (gender feminine)))(possessor {^ affected})(possessed ((cat common)(possessor ((cat personal-pronoun)(index {^3 agent index})))(head ((lex "book")))))))))

276



Dates(def-test t387"Friday."((cat date) (day-name ((lex "Friday")))))(def-test t388"Friday night."((cat date) (day-name ((lex "Friday"))) (day-part ((lex "night")))))(def-test t389"June 1999."((cat date) (month ((lex "June"))) (year ((value "1999")))))(def-test t390"Friday the 13th, at night."((cat date)(day-name ((lex "Friday")))(day-num ((value 13)))(day-part ((lex night)))))(def-test t391"Friday 6 / 13 / 1999, in the evening."((cat date)(day-name ((lex "Friday")))(day-num ((value 13)))(month ((value 6)))(year ((value 1999)))(day-part ((lex "evening")))))(def-test t392("Friday the 13th of June 1999, in the morning.""The morning of Friday June 13th 1999.")((cat date)(day-name ((lex "Friday")))(day-num ((value 13)))(month ((lex "June")))(year ((value 1999)))(day-part ((lex "morning")))))(def-test t394("It happened the morning of Friday June 13th 1999.""It happened Friday the 13th of June 1999, in the morning.")((cat clause)(tense past)(process ((type temporal) (lex "happen")))(partic ((located ((cat personal-pronoun)))(time ((cat date)(day-name ((lex "Friday")))(day-num ((value 13)))(month ((lex "June")))(year ((value 1999))) 277



(day-part ((lex "morning")))))))))(def-test t395a"Saturday night -- Karl Malone scored 28 points with his hands."((cat clause)(tense past)(process ((type material) (effect-type creative) (lex "score")))(partic ((agent ((cat compound-proper)(gender masculine)(head ((cat person-name)(first-name ((lex "Karl")))(last-name ((lex "Malone")))))))(created ((cat measure)(quantity ((value 28)))(unit ((lex "point")))))))(pred-modif ((instrument ((cat pp)(np ((cat common)(number plural)(possessor ((cat personal-pronoun)(index {^5 partic agent index})))(head ((lex "hand")))))))))(circum ((time ((cat date)(day-name ((lex "Saturday")))(day-part ((lex "night")))(position header)))))))(def-test t395b"Karl Malone scored 28 points with his hands Saturday night."((cat clause)(tense past)(process ((type material) (effect-type creative) (lex "score")))(partic ((agent ((cat compound-proper)(gender masculine)(head ((cat person-name)(first-name ((lex "Karl")))(last-name ((lex "Malone")))))))(created ((cat measure)(quantity ((value 28)))(unit ((lex "point")))))))(pred-modif ((instrument ((cat pp)(np ((cat common)(number plural)(possessor ((cat personal-pronoun)(index {^5 partic agent index})))(head ((lex "hand")))))))))(circum ((time ((cat date)(position end)(day-name ((lex "Saturday")))(day-part ((lex "night")))))))))278



Addresses(def-test t378"666 Visconde de Piraja Street, # 910, Ipanema."((cat address)(num ((value 666)))(st-name ((lex "Visconde de Piraja")))(st-type ((lex "Street")))(apt-num ((lex "910")))(hood ((lex "Ipanema")))))(def-test t379"666 West 112th Street, # 3D, Manhattan."((cat address)(side ((lex "West")))(num ((value 666)))(st-name ((value 112)))(hood ((lex "Manhattan")))(apt-num ((lex "3D")))(st-type ((lex "Street")))))(def-test t380"309 Michael Elhadad Boulevard, # 1244, N.W. Bersheva."((cat address)(num ((value 309)))(st-name ((cat person-name)(first-name ((lex "Michael")))(last-name ((lex "Elhadad")))))(st-type ((lex "Boulevard")))(apt-num ((lex "1244")))(quadrant ((lex "N.W.")))(city ((lex "Bersheva")))))(def-test t381"Pelourinho, Bahia, Brazil."((cat address)(hood ((lex "Pelourinho")))(state ((lex "Bahia")))(country ((lex "Brazil")))))(def-test t382"Rio de Janeiro, RJ, Brazil."((cat address)(city ((lex "Rio de Janeiro")))(state ((lex "RJ")))(country ((lex "Brazil")))))(def-test t383"666 Visconde de Piraja Street, # 910, Ipanema, Rio de Janeiro, RJ, Brazil."((cat address)(num ((value 666)))(st-name ((lex "Visconde de Piraja")))(st-type ((lex "Street")))(apt-num ((lex "910"))) 279



(hood ((lex "Ipanema")))(city ((lex "Rio de Janeiro")))(state ((lex "RJ")))(country ((lex "Brazil")))))(def-test t384"309 Michael Elhadad Boulevard, # 1244, N.W. Bersheva, The Negev, 84120 Israel."((cat address)(num ((value 309)))(st-name ((cat person-name)(first-name ((lex "Michael")))(last-name ((lex "Elhadad")))))(st-type ((lex "Boulevard")))(apt-num ((lex "1244")))(quadrant ((lex "N.W.")))(city ((lex "Bersheva")))(state ((lex "The Negev")))(zip ((value 84120)))(country ((lex "Israel")))))(def-test t385"544 Faidherbe Prolongee Avenue, Medina, P.O. Box 3275, Dakar, Senegal."((cat address)(num ((value 544)))(st-name ((lex "Faidherbe Prolongee")))(st-type ((lex "Avenue")))(hood ((lex "Medina")))(po-box-num ((value 3275)))(city ((lex "Dakar")))(country ((lex "Senegal")))))(def-test t386"San Antonio, Texas."((cat address) (city ((lex "San Antonio"))) (state ((lex "Texas")))))(def-test t393"I live 666 Visconde de Piraja Street, # 910, Ipanema, Rio de Janeiro, RJ, Brazil."((cat clause)(process ((type locative) (lex "live")))(partic ((located ((cat personal-pronoun) (person first)))(location ((cat address)(num ((value 666)))(st-name ((lex "Visconde de Piraja")))(st-type ((lex "Street")))(apt-num ((lex "910")))(hood ((lex "Ipanema")))(city ((lex "Rio de Janeiro")))(state ((lex "RJ")))(country ((lex "Brazil")))))))))(def-test t396"In Brazil, near Bahia." 280



((cat pp)(complex apposition)(restrictive no)(distinct ~(((prep ((lex "in")))(np ((cat basic-proper) (lex "Brazil"))))((prep ((lex "near")))(np ((cat basic-proper) (lex "Bahia"))))))))(def-test t397"In Bahia and in Rio."((cat pp)(complex conjunction)(distinct ~(((prep ((lex "in")))(np ((cat basic-proper) (lex "Bahia"))))((prep ((lex "in")))(np ((cat basic-proper) (lex "Rio"))))))))

281



B.5.2 Test inputs for the extensions at the complex sentence rank;; Tests: location as pred-modif PP;; direction as adverb;; origin, destination and distance as PP;; path;; co-occurrence of all spatial roles(def-test c1"In France, Bo biked south 300 miles along the Rhone from Lyon to the Camargue."((cat clause)(tense past)(process ((type material) (effective no) (lex "bike")))(partic ((agent ((cat basic-proper) (lex "Bo")))))(pred-modif ((direction ((cat adv) (lex "south")))(distance ((cat measure)(quantity ((value 300)))(unit ((lex "mile")))))(path ((cat pp)(prep ((lex "along")))(np ((cat basic-proper) (lex "the Rhone")))))(origin ((cat pp)(np ((cat basic-proper) (lex "Lyon")))))(destination ((cat pp)(np ((cat basic-proper) (lex "the Camargue")))))))(circum ((location ((cat pp)(prep ((lex "in")))(np ((cat basic-proper)(lex "France")))))))));; Tests: co-occurrence of 2 locations, 1 pred-modif & 1 circum(def-test c2"On the platform, Bo kissed her on the cheek."((cat clause)(tense past)(process ((type material) (lex "kiss")))(partic ((agent ((cat basic-proper) (lex "Bo")))(affected ((cat personal-pronoun) (gender feminine)))))(pred-modif ((location ((cat pp)(prep ((lex "on")))(np ((cat common) (lex "cheek")))))))(circum ((location ((cat pp)(prep ((lex "on")))(np ((cat common) (lex "platform")))))))));; Tests: location as adverb and finite clause(def-test c3"There, Bo kissed her where she wanted."((cat clause)(tense past)(process ((type material) (lex "kiss")))(partic ((agent ((cat basic-proper) (lex "Bo")))282



(affected ((cat personal-pronoun) (gender feminine)))))(pred-modif((location ((cat clause)(mood bound-adverbial)(tense past)(process ((type mental) (lex "want") (transitive no)))(partic ((processor ((cat personal-pronoun)(index {^5 partic affected index})))))))))(circum ((location ((cat adv) (lex "there")))))));; Tests: duration as measure;; frequency as common;; time as common;; co-occurrence of 3 temporal roles;; inclusion as PP(def-test c4"This month, Bo works out four hours each day, including Sundays."((cat clause)(process ((type material) (effective no) (lex "work out")))(partic ((agent ((cat basic-proper) (lex "Bo")))))(pred-modif ((duration ((cat measure)(quantity ((value 4)))(unit ((lex "hour")))))))(circum ((frequency ((cat common)(total +)(number singular)(lex "day")(position end)))(time ((cat common) (distance near) (lex "month") (position front)))(inclusion ((cat pp)(np ((cat common)(number plural)(definite no)(lex "Sunday")))))))))(store-verbs '(("work out" "works out" "worked out" "working out" "worked out")));; Tests: direction as common;; destination as adverb;; time as adverb;; frequency as adverb(def-test c5"Often, Bo runs this way home now."((cat clause)(process ((type material) (effective no) (lex "run")))(partic ((agent ((cat basic-proper) (lex "Bo")))))(pred-modif ((destination ((cat adv) (lex "home")))(direction ((cat common) (distance near) (lex "way")))))(circum ((frequency ((cat adv) (lex "often")))(time ((cat adv) (lex "now")))))))(store-verbs '(("run" "runs" "ran" "running" "ran")))283



(def-test c5bis"Bo runs home this way often now."((cat clause)(process ((type material) (effective no) (lex "run")))(partic ((agent ((cat basic-proper) (lex "Bo")))))(end-adverbial-1 ((cat adv) (lex "home")))(end-adverbial-2 ((cat common) (distance near) (lex "way")))(end-adverbial-3 ((cat adv) (lex "often")))(end-adverbial-4 ((cat adv) (lex "now")))));; Tests: location as verbless clause;; time as finite clause(def-test c6"As soon as you find it, keep it where accessible to all authorized users."((cat clause)(mood imperative)(process ((type material) (lex "keep")))(partic ((agent ((index {^3 circum time partic processor index})))(affected ((cat personal-pronoun)))))(pred-modif((location((cat clause)(mood verbless)(controlled {^ partic carrier})(process ((type ascriptive)))(partic ((carrier ((index {^5 partic affected index})))(attribute ((cat ap)(head ((lex "accessible")))(qualifier ((cat pp)(prep ((lex "to")))(np ((cat common)(number plural)(definite no)(total +)(describer ((lex "authorized")))(head ((lex "user")))))))))))))))(circum ((time ((cat clause)(mood bound-adverbial)(binder ((lex "as soon as")))(process ((type mental) (lex "find")))(partic ((processor ((cat personal-pronoun) (person second)))(phenomenon ((cat personal-pronoun)(index {^5 partic affected index})))))))))));; Tests: direction as PP;; distance as common;; time as present-participle clause(def-test c7"After lifting weights, Tony biked up the mountain a few miles."((cat clause)(tense past) 284



(process ((type material) (effective no) (lex "bike")))(partic ((agent ((cat basic-proper) (lex "Tony")))))(pred-modif ((direction ((cat pp)(prep ((lex "up")))(np ((cat common) (lex "mountain")))))(distance ((cat common)(lex "mile")(definite no)(orientation +)(exact no)(number plural)(degree -)))))(circum ((time ((cat clause)(mood present-participle)(controlled {^ partic agent})(binder ((lex "after")))(process ((type material) (effective no) (lex "lift")))(partic ((agent ((index {^5 partic agent index})))(range ((cat common)(definite no)(number plural)(lex "weight")))))))))));; Tests: time as past-participle clause;; duration as adverb(def-test c9"Once refused a new contract, Bo held out indefinitely."((cat clause)(tense past)(process ((type composite) (relation-type locative) (lex "hold")))(partic ((agent ((cat basic-proper) (lex "Bo")))(located {^ agent})(location ((cat adv) (lex "out")))))(pred-modif ((duration ((cat adv) (lex "indefinitely")))))(circum ((time ((cat clause)(mood past-participle)(controlled {^ partic possessor})(binder ((lex "once")))(process ((type composite)(relation-type possessive)(lex "refuse")))(partic ((possessor ((index {^5 partic processor index})))(possessed ((cat common)(definite no)(describer ((lex "new")))(head ((lex "contract")))))(affected {^ possessor})))))))))(store-verbs '(("hold" "holds" "held" "holding" "held")));; Tests: duration as PP;; frequency as PP 285



(def-test c10"For two years, Bo worked out on Sundays."((cat clause)(tense past)(process ((type material) (effective no) (lex "work out")))(partic ((agent ((cat basic-proper) (lex "Bo")))))(circum ((frequency ((cat pp)(position end)(prep ((lex "on")))(np ((cat common)(definite no)(number plural)(lex "Sunday")))))(duration ((cat pp)(position front)(np ((cat measure)(quantity ((value 2)))(unit ((lex "year")))))))))));; Tests: duration as finite clause;; reason as PP(def-test c11"Because of his injury, Bo did not play until the playoffs started."((cat clause)(tense past)(polarity negative)(process ((type material) (effective no) (lex "play")))(partic ((agent ((cat basic-proper) (lex "Bo") (gender masculine)))))(circum ((reason ((cat pp)(np ((cat common)(possessor ((cat personal-pronoun)(index {^5 partic agent index})))(lex "injury")))))(duration ((cat clause)(tense past)(mood bound-adverbial)(binder ((lex "until")))(process ((type material)(agentive no)(effect-type creative)(lex "start")))(partic ((created ((cat common)(number plural)(lex "playoff")))))))))));; Tests: duration as present-participle clause;; co-event as present-participle clause;; present-participle clause with subject(def-test c12"With his knees hampering him, Blackman has not played since becoming a Knick."((cat clause)(tense present-perfect)(polarity negative) 286



(process ((type material) (effective no) (lex "play")))(partic ((agent ((cat basic-proper) (lex "Blackman") (gender masculine)))))(circum((duration ((cat clause)(mood present-participle)(controlled {^ partic agent})(binder ((lex "since")))(process ((type composite) (relation-type ascriptive) (lex "become")))(partic ((agent ((index {^5 partic agent index})))(carrier {^ agent})(attribute ((cat common)(definite no)(head ((lex "Knick")))))))))(co-event ((cat clause)(mood present-participle)(binder ((lex "with")))(process ((type material) (lex "hamper")))(partic ((agent ((cat common)(possessor ((cat personal-pronoun)(index {^6 partic agent index})))(number plural)(lex "knee")))(affected ((cat personal-pronoun)(index {^5 partic agent index})))))))))));; Tests: duration as verbless clause;; habitual co-event as finite clause with subject(def-test c13"Whenever pain resurfaces, rest as long as necessary."((cat clause)(mood imperative)(process ((type material) (effective no) (lex "rest")))(circum ((duration ((cat clause)(mood verbless)(binder ((lex "as long as")))(process ((type ascriptive)))(controlled {^ partic carrier})(partic ((attribute ((cat ap) (lex "necessary")))))))(co-event ((cat clause)(mood bound-adverbial)(habitual yes)(process ((type material) (effective no) (lex "resurface")))(partic ((agent ((cat common)(countable no)(lex "pain")))))))))));; Tests: co-event as subjectless present-participle clause;; cat date;; cat address;; header adverbial;; inclusion as present-participle clause(def-test c14 287



"Salt Lake City, Utah -- Karl Malone scored 28 points Saturday,including making 10 of 12 field goals, leading the Utah Jazz to a 105 - 95 winover the Los Angeles Clippers."((cat clause)(tense past)(process ((type material) (effect-type creative) (lex "score")))(partic ((agent ((cat compound-proper)(head ((cat person-name)(first-name ((lex "Karl")))(last-name ((lex "Malone")))))))(created ((cat measure)(quantity ((value 28)))(unit ((lex "point")))))))(circum((time ((cat date) (day-name ((lex "Saturday")))))(location ((cat address)(position header)(punctuation ((after "--")))(city ((lex "Salt Lake City")))(state ((lex "Utah")))))(inclusion ((cat clause)(mood present-participle)(position end)(controlled {^ partic agent})(process ((type material) (effect-type creative) (lex "make")))(partic((agent ((index {^5 partic agent index})))(created ((cat partitive)(part ((value 10) (digit yes)))(part-of ((cat measure)(quantity ((value 12)))(unit ((lex "field goal")))))))))))(co-event((cat clause)(mood present-participle)(position end)(controlled {^ partic agent})(process ((type composite)(relation-type locative)(lex "lead")))(partic((agent ((index {^5 partic agent index})))(located ((cat compound-proper)(number plural)(head ((cat team-name)(home ((lex "Utah")))(franchise ((lex "Jazz")))))))(affected {^ located})(location((cat pp)(prep ((lex "to")))(np ((cat common)(definite no)(classifier ((cat score) 288



(win ((value 105)))(lose ((value 95)))))(head ((lex "win")))(qualifier((cat pp)(prep ((lex "over")))(np ((cat compound-proper)(number plural)(head ((cat team-name)(home ((lex "Los Angeles")))(franchise ((lex "Clipper")))))))))))))))))))))(store-plurals '(("Jazz" "Jazz")));; Tests: co-event as subjectless past-participle clause;; opposition role(def-test c15"Injured against the Giants, Bo missed 11 games."((cat clause)(tense past)(process ((type material) (effective no) (lex "miss")))(partic ((agent ((cat basic-proper) (lex "Bo")))(range ((cat measure) (quantity ((value 11))) (unit ((lex "game")))))))(circum((co-event((cat clause)(mood past-participle)(controlled {^ partic affected})(binder none)(process ((type material) (lex "injure") (agentive no)))(partic ((affected ((index {^5 partic agent index})))))(circum ((opposition ((cat pp)(np ((cat compound-proper)(number plural)(head ((cat team-name)(franchise ((lex "Giant")))))))))))))))));; Tests: co-event as verbless clause;; to-infinitive clause as adjective qualifier;; reason as adjunct finite clause(def-test c16"Unable to play because he was injured, Bo stayed home."((cat clause)(tense past)(process ((type composite) (relation-type locative) (lex "stay")))(partic ((agent ((cat basic-proper) (lex "Bo") (gender masculine)))(located {^ agent})(location ((cat adv) (lex "home")))))(circum((co-event((cat clause)(position front) 289



(mood verbless)(binder none)(controlled {^ partic carrier})(process ((type ascriptive)))(partic((carrier ((index {^5 partic agent index})))(attribute((cat ap)(head ((lex "unable")))(qualifier ((cat clause)(mood to-infinitive)(controlled {^ partic agent})(process ((type material) (effective no) (lex "play")))(partic ((agent ((index {^5 carrier index})))))))))))(circum ((reason ((cat clause)(mood bound-adverbial)(tense past)(process ((type ascriptive)))(partic ((carrier ((cat personal-pronoun)(index {^7 partic located index})))(attribute ((cat verb)(ending past-participle)(lex "injure")))))))))))))));; Tests: reason as disjunct finite clause;; embedded reason(def-test c17"Since he was unable to play because of injury, Bo stayed home."((cat clause)(tense past)(process ((type composite) (relation-type locative) (lex "stay")))(partic ((agent ((cat basic-proper) (lex "Bo") (gender masculine)))(located {^ agent})(location ((cat adv) (lex "home")))))(circum((reason((cat clause)(position front)(mood bound-adverbial)(tense past)(binder ((lex "since")))(process ((type ascriptive)))(partic((carrier ((cat personal-pronoun)(index {^5 partic agent index})))(attribute((cat ap)(head ((lex "unable")))(qualifier ((cat clause)(mood to-infinitive)(controlled {^ partic agent})(process ((type material) (effective no) (lex "play")))(partic ((agent ((index {^5 carrier index})))))290



(circum ((reason ((cat pp)(np ((cat common)(denotation illness)(lex "injury")))))))))))))))))));; Tests: result as finite clause(def-test c18"Bo was unable to play because of injury, so he stayed home."((cat clause)(tense past)(process ((type ascriptive)))(partic((carrier ((cat basic-proper) (lex "Bo") (gender masculine)))(attribute ((cat ap)(head ((lex "unable")))(qualifier ((cat clause)(mood to-infinitive)(process ((type material) (effective no) (lex "play")))(partic ((agent ((index {^5 carrier index})))))(circum ((reason ((cat pp)(np ((cat common)(denotation illness)(lex "injury")))))))))))))(circum((result ((cat clause)(mood bound-adverbial)(binder ((lex "so")))(tense past)(process ((type composite) (relation-type locative) (lex "stay")))(partic ((agent ((cat personal-pronoun)(index {^5 partic carrier index})))(located {^ agent})(location ((cat adv) (lex "home")))))))))));; Tests: result as to-infinitive clause;; score as circumstance(def-test c19"The Utah Jazz defeated the Los Angeles Clippers 105 - 95, to extend their winningstreak to 11 games."((cat clause)(tense past)(process ((type material) (lex "defeat")))(partic ((agent ((cat compound-proper)(number plural)(head ((cat team-name)(home ((lex "Utah")))(franchise ((lex "Jazz")))))))(affected ((cat compound-proper)(number plural)(head ((cat team-name)(home ((lex "Los Angeles")))(franchise ((lex "Clipper")))))))))291



(pred-modif ((score ((cat score) (win ((value 105))) (lose ((value 95)))))))(circum ((result ((cat clause)(mood to-infinitive)(controlled {^ partic agent})(process ((type composite)(relation-type locative)(lex "extend")))(partic ((agent ((index {^5 partic agent index})))(affected {^ located})(located ((cat common)(possessor ((cat personal-pronoun)(index {^3 agent index})))(describer ((cat verb)(ending present-participle)(lex "win")))(head ((lex "streak")))))(location ((cat pp)(prep ((lex "to")))(np ((cat measure)(quantity ((value 11)))(unit ((lex "game")))))))))))))));; Tests: purpose as PP(def-test c20"The Utah Jazz defeated the Los Angeles Clippers 105 - 95 for its 11th straightvictory."((cat clause)(tense past)(process ((type material) (lex "defeat")))(partic ((agent ((cat compound-proper)(number plural)(head ((cat team-name)(home ((lex "Utah")))(franchise ((lex "Jazz")))))))(affected ((cat compound-proper)(number plural)(head ((cat team-name)(home ((lex "Los Angeles")))(franchise ((lex "Clipper")))))))))(pred-modif ((score ((cat score) (win ((value 105))) (lose ((value 95)))))))(circum ((purpose ((cat pp)(position end)(np ((cat common)(possessor ((cat personal-pronoun)(index {^4 partic agent index})))(ordinal ((value 11)))(classifier ((cat adj) (lex "straight")))(head ((lex "victory")))))))))));; Tests: purpose as finite clause;; exception role(def-test c21 292



"Except Bo, all players do commercials so they can make extra money."((cat clause)(process ((type material) (effective no) (lex "do")))(partic ((agent ((cat common)(number plural)(definite no)(total +)(lex "player")))(range ((cat common)(number plural)(definite no)(lex "commercial")))))(circum ((exception ((cat pp) (np ((cat basic-proper) (lex "Bo")))))(purpose ((cat clause)(mood bound-adverbial)(binder ((lex "so")))(epistemic-modality possible)(process ((type material) (effect-type creative) (lex "make")))(partic ((agent ((cat personal-pronoun)(index {^5 partic agent index})))(created ((cat common)(countable no)(definite no)(classifier ((cat adj) (lex "extra")))(head ((lex "money")))))))))))));; Tests: behalf;; condition as finite clause(def-test c23"If he is 100 percent fit, Bo will play for the Raiders on Sunday."((cat clause)(tense future)(process ((type material) (effective no) (lex "play")))(partic ((agent ((cat basic-proper) (lex "Bo") (gender masculine)))))(circum ((behalf ((cat pp)(np ((cat compound-proper)(number plural)(head ((cat team-name)(franchise ((lex "Raider")))))))))(time ((cat pp)(position end)(prep ((lex "on")))(np ((cat basic-proper) (lex "Sunday")))))(condition ((cat clause)(position front)(mood bound-adverbial)(process ((type ascriptive)))(partic ((carrier ((cat personal-pronoun)(index {^5 partic agent index})))(attribute ((cat ap)(classifier ((cat measure)(quantity ((value 100)))(unit ((lex "percent")))))293



(head ((lex "fit")))))))))))));; Tests: condition as verbless clause;; substitution as PP;; concession as finite clause(def-test c24"Even though he was not a starter at the beginning of the season, if fully fit,Bo will start tomorrow, instead of Smith."((cat clause)(tense future)(process ((type material) (agentive no) (lex "start")))(partic ((affected ((cat basic-proper) (lex "Bo") (gender masculine)))))(circum((concession ((cat clause)(tense past)(binder ((lex "even though")))(polarity negative)(process ((type ascriptive)))(partic ((carrier ((cat personal-pronoun)(index {^5 partic affected index})))(attribute ((cat common)(definite no)(lex "starter")))))(circum ((time ((cat pp)(prep ((lex "at")))(np ((cat common)(head ((lex "beginning")))(qualifier ((cat pp)(prep ((lex "of")))(np ((cat common)(lex "season")))))))))))))(condition ((cat clause)(position front)(mood verbless)(process ((type ascriptive)))(controlled {^ partic carrier})(partic ((carrier ((index {^5 partic affected index})))(attribute ((cat ap)(modifier ((cat adv) (lex "fully")))(head ((lex "fit")))))))))(substitution ((cat pp) (np ((cat basic-proper) (lex "Smith")))))(time ((cat adv) (lex "tomorrow")))))));; Tests: condition as past-participle clause;; concession as PP(def-test c25"If defeated tonight, the Raiders will not make the playoffs, despite their betterdivision record."((cat clause)(tense future)(polarity negative) 294



(process ((type material) (effective no) (lex "make")))(partic ((agent ((cat compound-proper)(number plural)(head ((cat team-name)(franchise ((lex "Raider")))))))(range ((cat common) (number plural) (lex "playoff")))))(circum ((condition ((cat clause)(mood past-participle)(controlled {^ partic affected})(process ((type material) (lex "defeat")))(partic ((affected ((index {^5 partic agent index})))))(circum ((time ((cat adv) (lex "tonight")))))))(concession ((cat pp)(prep ((lex "despite")))(np ((cat common)(possessor ((cat personal-pronoun)(index {^5 partic agent index})))(describer ((lex "better")))(classifier ((lex "division")))(head ((lex "record")))))))))));; Tests: time as verbless clause;; matter role;; manner as adverb;; distance as measure;; destination as finite clause;; substitution as present-participle clause(def-test c26"Instead of panicking, when in doubt concerning his position, Bo cautiouslyretreated five miles towards where he came from."((cat clause)(tense past)(process ((type material) (effective no) (lex "retreat")))(partic ((agent ((cat basic-proper) (lex "Bo") (gender masculine)))))(pred-modif ((distance ((cat measure)(quantity ((value 5)))(unit ((lex "mile")))))(destination ((cat clause)(mood bound-adverbial)(tense past)(binder ((lex "towards where")))(process ((type material)(effective no)(lex "come from")))(partic ((agent ((cat personal-pronoun)(index {^5 partic agent index})))))))))(circum((time ((cat clause)(mood verbless)(controlled {^ partic carrier})(process ((type ascriptive)))(partic ((carrier ((index {^5 partic agent index})))(attribute ((cat pp) 295



(prep ((lex "in")))(np ((cat common)(denotation zero-article-thing)(lex "doubt")))))))(circum ((matter ((cat pp)(prep ((lex "concerning")))(np ((cat common)(possessor ((cat personal-pronoun)(index {^5 partic carrier index})))(head ((lex "position")))))))))))(manner ((cat adv) (lex "carefully")))(substitution ((cat clause)(mood present-participle)(controlled {^ partic processor})(process ((type mental) (transitive no) (lex "panic")))(partic ((processor ((index {^5 partic agent index})))))))))))(store-verbs '(("come from" "comes from" "came from" "coming from" "came from")))(store-verbs '(("panic" "panics" "panicked" "panicking" "panicked")));; Tests: duration as past-participle clause;; habitual co-event as verbless clause;; manner as PP;; means as PP(def-test c27"Whenever in doubt, resist with obstination until coerced by force."((cat clause)(mood imperative)(process ((type material) (effective no) (lex "resist")))(partic ((agent ((cat personal-pronoun) (person second)))))(pred-modif ((manner ((cat pp)(np ((cat common) (lex "obstination") (countable no)))))))(circum((duration ((cat clause)(position end)(mood past-participle)(binder ((lex "until")))(process ((type material) (lex "coerce")))(controlled {^ partic affected})(partic ((affected ((index {^5 partic agent index})))))(pred-modif ((means ((cat pp)(np ((cat common) (lex "force")))))))))(co-event ((cat clause)(position front)(mood verbless)(habitual yes)(process ((type ascriptive)))(controlled {^ partic carrier})(partic ((carrier ((index {^5 partic agent index})))(attribute ((cat pp)(prep ((lex "in")))(np ((cat common)(denotation zero-article-thing)296



(lex "doubt")))))))))))));; Tests: negative comparison as PP;; concessive-condition as finite clause(def-test c28"Unlike Barkley, Jordan can dominate, even if he is not 100 percent fit."((cat clause)(epistemic-modality possible)(process ((type material) (effective no) (lex "dominate")))(partic ((agent ((cat basic-proper) (lex "Jordan") (gender masculine)))))(circum ((comparison ((cat pp)(position front)(comp-polarity -)(np ((cat basic-proper)(lex "Barkley")))))(concessive-condition((cat clause)(mood bound-adverbial)(polarity negative)(process ((type ascriptive)))(partic ((carrier ((cat personal-pronoun)(index {^5 partic agent index})))(attribute ((cat ap)(classifier ((cat measure)(quantity ((value 100)))(unit ((lex "percent")))))(head ((lex "fit")))))))))))));; Tests: concessive-condition as present-participle clause;; positive instrument;; contrast as PP(def-test c29"As opposed to pure penetrators, Jordan can kill you with his three point shot,even if suffering from tendinitis."((cat clause)(epistemic-modality possible)(process ((type material) (lex "kill")))(partic ((agent ((cat basic-proper) (lex "Jordan") (gender masculine)))(affected ((cat personal-pronoun) (person second)))))(pred-modif ((instrument ((cat pp)(np ((cat common)(possessor ((cat personal-pronoun)(index {^5 partic agent index})))(classifier ((cat measure)(quantity ((value 3)))(unit ((lex "point")))))(head ((lex "shot")))))))))(circum ((contrast ((cat pp)(prep ((lex "as opposed to")))(np ((cat common)(number plural)(definite no) 297



(describer ((lex "pure")))(head ((lex "penetrator")))))))(concessive-condition((cat clause)(mood present-participle)(controlled {^ partic processor})(process ((type mental) (lex "suffer from")))(partic ((processor ((index {^5 partic agent index})))(phenomenon ((cat common)(denotation illness)(lex "tendinitis")))))))))))(store-verbs '(("suffer from" "suffers from" "suffered from""suffering from" "suffered from")));; Tests: concessive-condition as verbless clause;; contrast as finite clause;; present-participle clause as adjective qualifier(def-test c30"Even if capable of playing forward, Magic was a guard, whereas Bird was a trueforward."((cat clause)(tense past)(process ((type ascriptive)))(partic ((carrier ((cat basic-proper) (lex "Magic")))(attribute ((cat common) (definite no) (lex "guard")))))(circum ((contrast ((cat clause)(tense past)(mood bound-adverbial)(process ((type ascriptive)))(partic ((carrier ((cat basic-proper) (lex "Bird")))(attribute ((cat common)(definite no)(classifier ((lex "true")))(head ((lex "forward")))))))))(concessive-condition((cat clause)(mood verbless)(process ((type ascriptive)))(controlled {^ partic carrier})(partic((carrier ((index {^5 partic carrier index})))(attribute((cat ap)(head ((lex "capable")))(qualifier((cat clause)(mood present-participle)(binder ((lex "of")))(controlled {^ partic agent})(process ((type material) (effective no) (lex "play")))(partic ((agent ((index {^5 partic carrier index})))298



(range ((cat common)(denotation zero-article-thing)(lex "forward")))))))))))))))));; Tests: concessive-condition as past-participle clause;; positive comparison as PP;; past-participle clause with agent(def-test c31"Like Jordan, Drexler can kill you from outside, even if slowed down by injury."((cat clause)(epistemic-modality possible)(process ((type material) (lex "kill")))(partic ((agent ((cat basic-proper) (lex "Drexler")))(affected ((cat personal-pronoun) (person second)))))(circum ((comparison ((cat pp) (np ((cat basic-proper) (lex "Jordan")))))(concessive-condition((cat clause)(mood past-participle)(controlled {^ partic affected})(process ((type material)(lex "slow down")(agentless no)))(partic ((agent ((cat common) (denotation illness) (lex "injury")))(affected ((index {^5 partic agent index})))))))(location ((cat pp)(prep ((lex "from")))(np ((cat common)(denotation zero-article-thing)(lex "outside")))))))))(store-verbs '(("slow down" "slows down" "slowed down" "slowing down" "slowed down")));; Tests: concession as past-participle clause;; positive accompaniment(def-test c32"Although not wanted by the Knicks, Kimble was traded with Smith for Jackson."((cat clause)(tense past)(process ((type material) (lex "trade") (voice passive)))(partic ((agent ((cat compound-proper)(number plural)(head ((cat team-name) (franchise ((lex "Knick")))))))(affected ((cat basic-proper) (lex "Kimble")))))(circum ((accompaniment ((cat pp)(np ((cat basic-proper) (lex "Smith")))))(concession((cat clause)(position front)(mood past-participle)(polarity negative)(process ((type mental) (lex "want") (agentless no)))(controlled {^ partic phenomenon})299



(partic ((processor {^4 partic agent})(phenomenon ((index {^5 partic affected index})))))))(purpose ((cat pp)(position end)(np ((cat basic-proper) (lex "Jackson")))))))));; Tests: concession as present-participle clause;; negative accompaniment;; comparison as finite clause(def-test c33"Although playing without Bo, the Raiders won as they did with him."((cat clause)(tense past)(process ((type material) (effective no) (lex "win")))(partic ((agent ((cat compound-proper)(number plural)(head ((cat team-name)(franchise ((lex "Raider")))))))))(pred-modif((comparison((cat clause)(tense past)(mood bound-adverbial)(binder ((lex "as")))(process ((type material) (effective no) (lex "do")))(partic ((agent ((cat personal-pronoun)(index {^5 partic agent index})))))(circum((accompaniment((cat pp)(np ((cat personal-pronoun)(index {^6 circum concession circum accompaniment np index})))))))))))(circum ((concession ((cat clause)(mood present-participle)(controlled {^ partic agent})(process ((type material) (effective no) (lex "play")))(partic ((agent ((index {^5 partic agent index})))))(circum ((accompaniment ((cat pp)(accomp-polarity -)(np ((cat basic-proper)(gender masculine)(lex "Bo")))))))))))))(store-verbs '(("win" "wins" "won" "winning" "won")));; Tests: concession as verbless clause;; addition as PP(def-test c34"Although in need of a center, they drafted a guard in addition to Flint."((cat clause)(tense past)(process ((type composite) (relation-type possessive) (lex "draft")))(partic ((agent ((cat personal-pronoun) (number plural)))300



(possessor {^ agent})(possessed ((cat common) (definite no) (lex "guard")))))(circum ((addition ((cat pp)(prep ((lex "in addition to")))(np ((cat basic-proper) (lex "Flint")))))(concession ((cat clause)(mood verbless)(process ((type ascriptive)))(controlled {^ partic carrier})(partic ((carrier ((index {^5 partic agent index})))(attribute ((cat pp)(prep ((lex "in need of")))(np ((cat common)(definite no)(lex "center")))))))))))));; Tests: negative instrument;; means as present-participle clause and PP;; standard and perspective roles;; addition as present-participle clause(def-test c35"They filled all their holes without a draft pick, by acquiring Bowman, whose passinggame is exceptional for a seven footer, through free-agency in addition to tradingfor Ashbliss, who remains incomparable as a defensive stopper."((cat clause)(tense past)(process ((type material) (lex "fill")))(partic ((agent ((cat personal-pronoun) (number plural)))(affected ((cat common)(number plural)(possessor ((cat personal-pronoun)(index {^3 agent index})))(head ((lex "hole")))))))(pred-modif ((instrument ((cat pp)(instr-polarity -)(np ((cat common)(definite no)(classifier ((lex "draft")))(head ((lex "pick")))))))))(circum((means((cat clause)(position end)(mood present-participle)(process ((type composite) (relation-type possessive) (lex "acquire")))(controlled {^ partic agent})(partic((agent ((index {^5 partic agent index})))(possessor {^ agent})(possessed ((cat compound-proper)(head ((cat person-name)(last-name ((lex "Bowman")))))(qualifier 301



((cat clause)(mood relative)(restrictive no)(process ((type ascriptive)))(scope {^ partic carrier possessor})(partic ((carrier ((cat common)(classifier ((cat verb)(ending present-participle)(lex "pass")))(head ((lex "game")))))(attribute ((cat ap) (lex "exceptional")))))(circum ((standard ((cat pp)(np ((cat common)(definite no)(lex "seven footer")))))))))))))(pred-modif ((means ((cat pp)(prep ((lex "through")))(np ((cat common) (lex "free agency")))))))(circum((addition((cat clause)(position end)(mood present-participle)(controlled {^ partic agent})(process ((type composite) (relation-type possessive) (lex "trade for")))(partic((agent ((index {^5 partic agent index})))(possessor {^ agent})(possessed((cat compound-proper)(head ((cat person-name)(last-name ((lex "Ashbliss")))))(qualifier((cat clause)(mood relative)(process ((type ascriptive) (lex "remain")))(scope {^ partic carrier})(partic ((attribute ((cat ap) (lex "incomparable")))))(circum((perspective((cat pp)(np ((cat common)(definite no)(classifier ((lex "defensive")))(head ((lex "stopper")))))))))))))))))))))))))(store-verbs '(("trade for" "trades for" "traded for" "trading for" "traded for")));; Tests: comparison as verbless clause;; means as adverb(def-test c36"They treated him homeopathically as if afraid of conventional treatments."((cat clause)(tense past) 302



(process ((type material) (lex "treat")))(partic ((agent ((cat personal-pronoun) (number plural)))(affected ((cat personal-pronoun) (gender masculine)))))(pred-modif((means ((cat adv) (lex "homeopathically")))(comparison((cat clause)(mood verbless)(process ((type ascriptive)))(controlled {^ partic carrier})(partic ((carrier ((index {^5 partic agent index})))(attribute ((cat ap)(head ((lex "afraid")))(qualifier ((cat pp)(prep ((lex "of")))(np ((cat common)(number plural)(definite no)(describer ((lex "conventional")))(head ((lex "treatment")))))))))))))))));; Tests: comparison as past-participle clause(def-test c37"They treated him homeopathically as if frightened by conventional treatments."((cat clause)(tense past)(process ((type material) (lex "treat")))(partic ((agent ((cat personal-pronoun) (number plural)))(affected ((cat personal-pronoun) (gender masculine)))))(pred-modif((means ((cat adv) (lex "homeopathically")))(comparison((cat clause)(mood past-participle)(process ((type mental) (lex "frighten") (agentless no)))(controlled {^ partic phenomenon})(partic ((phenomenon ((index {^5 partic agent index})))(processor ((cat common)(number plural)(definite no)(describer ((lex "conventional")))(head ((lex "treatment")))))))))))))(store-verbs '(("frighten" "frightens" "frightened" "frightening" "frightened")));; Tests: comparison as present-participle clause(def-test c38"They treated him homeopatically as if distrusting conventional treatments."((cat clause)(tense past)(process ((type material) (lex "treat")))(partic ((agent ((cat personal-pronoun) (number plural)))303



(affected ((cat personal-pronoun) (gender masculine)))))(pred-modif((means ((cat adv) (lex "homeopatically")))(comparison((cat clause)(mood present-participle)(process ((type mental) (lex "distrust")))(controlled {^ partic processor})(partic ((processor ((index {^5 partic agent index})))(phenomenon ((cat common)(number plural)(definite no)(describer ((lex "conventional")))(head ((lex "treatment")))))))))))));; Tests: comparison as to-infinitive clause;; past-participle clause with subject(def-test c39"The analysis completed, they treated him homeopatically as if to avoid conventionaltreatments."((cat clause)(tense past)(process ((type material) (lex "treat")))(partic ((agent ((cat personal-pronoun) (number plural)))(affected ((cat personal-pronoun) (gender masculine)))))(pred-modif((means ((cat adv) (lex "homeopatically")))(comparison((cat clause)(mood to-infinitive)(process ((type material) (effective no) (lex "avoid")))(controlled {^ partic agent})(partic ((agent ((index {^5 partic agent index})))(range ((cat common)(number plural)(definite no)(describer ((lex "conventional")))(head ((lex "treatment")))))))))))(circum ((co-event ((cat clause)(mood past-participle)(process ((type material) (lex "complete")))(partic ((affected ((cat common) (lex "analysis")))))))))));; Alternative analysis, tests: verbless clause with subject(def-test c39bis"The analysis completed, they treated him homeopatically as if to avoid conventionaltreatments."((cat clause)(tense past)(process ((type material) (lex "treat")))(partic ((agent ((cat personal-pronoun) (number plural)))(affected ((cat personal-pronoun) (gender masculine)))))304



(pred-modif((means ((cat adv) (lex "homeopatically")))(comparison((cat clause)(mood to-infinitive)(process ((type material) (effective no) (lex "avoid")))(partic ((agent ((index {^5 partic agent index})))(range ((cat common)(number plural)(definite no)(describer ((lex "conventional")))(head ((lex "treatment")))))))))))(circum ((co-event ((cat clause)(mood verbless)(process ((type ascriptive)))(partic ((carrier ((cat common) (lex "analysis")))(attribute ((cat verb)(ending past-participle)(lex "complete")))))))))));; Tests: present-participle clause as noun qualifier;; past-participle clause as noun qualifier;; to-infinitive clause as noun qualifier(def-test c40"The first team winning two games will be the team to take the title recognized bythe WSL."((cat clause)(tense future)(process ((type ascriptive) (relation-mode equative)))(partic((identified ((cat common)(ordinal ((value 1)))(head ((lex "team")))(qualifier ((cat clause)(mood present-participle)(process ((type material) (effective no) (lex "win")))(controlled {^ partic agent})(partic ((agent ((index {^5 identified index})))(range ((cat measure)(quantity ((value 2)))(unit ((lex "game")))))))))))(identifier((cat common)(head ((lex "team")))(qualifier((cat clause)(mood to-infinitive)(process ((type material) (effective no) (lex "take")))(controlled {^ partic agent})(partic((agent ((index {^5 identifier index})))(range ((cat common)(head ((lex "title"))) 305



(qualifier((cat clause)(mood past-participle)(process ((type mental) (lex "recognize") (agentless no)))(controlled {^ partic phenomenon})(partic ((processor ((cat basic-proper) (lex "the WSL")))(phenomenon ((index {^5 range index})))))))))))))))))));; Tests: for-to-infinitive clause with subject as adverbial(def-test c41"I did it for you to graduate."((cat clause)(tense past)(process ((type material) (effect-type creative) (lex "do")))(partic ((agent ((cat personal-pronoun) (person first)))(created ((cat personal-pronoun)))))(circum((purpose ((cat clause)(mood for-to-infinitive)(binder none)(process ((type mental) (transitive no) (lex "graduate")))(partic ((processor ((cat personal-pronoun) (person second)))))))))));; Tests: backward compatibility of condition w/ cond-relater(def-test c42"If the compartment is dirty, then clean it."((cat clause)(mood imperative)(proc ((type material) (lex "clean")))(partic ((affected ((cat personal-pronoun)))))(relaters ((cond ((lex "then")))))(circum ((condition ((cat clause)(position front)(then yes)(proc ((type ascriptive)))(partic ((carrier ((cat common) (lex "compartment")))(attribute ((cat ap) (lex "dirty")))))))))));; Tests: backward compatibility of from-loc(def-test c43"It comes from the KY57."((cat clause)(proc ((type material) (lex "come")))(partic ((agent ((cat personal-pronoun)))))(circum ((from-loc ((cat common) (lex "KY57")))))))(def-test c44"It comes from the KY57."((cat clause)(proc ((type material) (lex "come")))(partic ((agent ((cat personal-pronoun)))))(pred-modif ((origin ((cat pp) 306



(np ((cat common) (lex "KY57")))))))))
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Appendix CExample runs of STREAKIn this appendix I present example runs of the generation system streak. Two example runs were alreadypresented in Section 4.4. I start by presenting again these two runs more in depth. I provide the FDsencoding the draft presentation and/or the semantic input for those runs and I discuss how they inuencethe application of revision rules. I then present three additional runs illustrating other interesting aspectsof the system, namely its paraphrasing power (both at draft-time and revision-time) and the application ofthe same revision rules in di�erent contexts.C.1 Original example runs with input and draft representationC.1.1 Example run 1:Chaining di�erent revision rules to generate a complex sentenceRun 1 shown in Fig. C.1 illustrates three aspects of streak:� How it generates a complex lead sentence, by �rst producing a simple sentence containing only theobligatory �xed facts and then incrementally incorporating the complementary oating facts througha series of revisions.� How it controls the revision process and decides when to halt it.� The variety of revision rules it implements, since a di�erent one is used at each generation increment.This run was already commented in Section 4.4.1. In this section, I present this run at further depth byproviding:� The input DSS to the drafting pass.� The input additional DSS to each revision increment.� The internal three-layer representation of the �nal draft (after the revision process completed).C.1.1.1 Building an initial draftIn Fig. C.1, the �rst line contains calls to the top-level functions for the draft and revision stages. Asinput, the function draft takes three arguments:� The DSS FD containing the input �xed facts to convey in the draft. In the example of Fig. C.1 thisinput DSS is built by calling the function dssF0. The code of this function is given in Fig. C.3.308



> (revise (draft (dssF0) :sss (form-flag1)) (float-stack-F) :verbose T)Draft 0:Dallas, TX -- Charles Barkley registered 42 points Friday night as the Phoenix Sunsrouted the Dallas Mavericks 123 - 97.Draft 1 (lex-num = 27 depth = 7):Dallas, TX -- Charles Barkley registered 42 points Friday night as the Phoenix Sunshanded the Dallas Mavericks their 27th defeat in a row at home 123 - 97.Draft 2 (lex-num = 29 depth = 8):Dallas, TX -- Charles Barkley registered 42 points Friday night as the Phoenix Sunshanded the Dallas Mavericks their franchise worst 27th defeat in a row at home123 - 97.Draft 3 (lex-num = 34 depth = 8):Dallas, TX -- Charles Barkley registered 42 points and Danny Ainge added 21 Fridaynight as the Phoenix Suns handed the Dallas Mavericks their franchise worst 27th defeatin a row at home 123 - 97.Draft 4 (lex-num = 39 depth = 8):Dallas, TX -- Charles Barkley registered 42 points and Danny Ainge came off the benchto add 21 Friday night as the Phoenix Suns handed the Dallas Mavericks their franchiseworst 27th defeat in a row at home 123 - 97.Draft 5 (lex-num = 43 depth = 8):Dallas, TX -- Charles Barkley matched his season record with 42 points and Danny Aingecame off the bench to add 21 Friday night as the Phoenix Suns handed the DallasMavericks their franchise worst 27th defeat in a row at home 123 - 97.Draft 6 (lex-num = 46 depth = 8):((SSS ((DSS .... ))))> Figure C.1: Applying a di�erent rule at each revision increment
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� A partial SSS constraining the form of the output draft by specifying some desired features in theinitial draft plan. The phrase planner can only choose options that are compatible with this partialspeci�cation of its output. This argument is optional and introduced by the keyword :sss. Thesesurface form constraints are generated by calls to functions such as form-flag1 shown in Fig. C.2.� A partial DGS constraining the form of the output draft by specifying some desired features in theinitial draft skeletal lexico-syntactic tree. The lexicalizer can only choose options that are compatiblewith this partial speci�cation of its output. This argument is optional and introduced by the keyword:dgs1.draft returns a three-layer FD encoding the initial draft and as a side e�ect prints the natural languagesentence resulting from the uni�cation of this FD with surge.The function revise takes three arguments:� A three-layer FD encoding the initial draft.� A list of lists of oating facts to attempt to incorporate to the draft. Each sublist contains a set ofrelated oating facts. These sublists are ordered by decreasing importance of the facts they contain.Floating fact lists of lists are generated by calls to functions such as float-stack-F shown at the topof Fig. C.4. The facts contained in this list of list are shown in �gures C.4 to C.8.� The :verbose ag, which, when set to T, prints after each revision increment the lexical length (lex-num) and syntactic depth (depth) of the revised draft.As explained in Section 2.4 an initial draft contains four �xed facts: the main statistic of a player fromthe winning team, the result of the game (including its �nal score), its location and its date. Followingthe corpus observations, streak always conveys the location as a header. The sentence itself thus containsthree main constituents, one for each of the three remaining �xed facts. The form ag speci�es the type ofrhetorical relations that the phrase planner can use to group these three constituents. form-flag1 speci�esthat:� The draft must be hypotactically structured (indicated by the presence of a rels feature at the top-level).� Two dependent constituents must be grouped in an paratactic structure itself linked to the mainconstituent by a temporal relation (indicated by the presence of a feature (time ((elt ...))) underthe rels feature).� The second element in this paratactic structure must be itself hypotactically structured (indicated bythe embedded (struct hypotax) feature).When uni�ed with the possible top-level draft structures observed in the corpus and encoded in thephrase planner of streak, this speci�cation results in sentences like Draft 0 at the top of Fig. C.1. In suchsentences, the main clause conveys the main statistic with a list of two dependent constituents as a temporaladjunct. The �rst element of this list is the nominal conveying the date of the game and the second is theclause conveying the game result.form-flag2 speci�es that:� The draft must be hypotactically structured (indicated by the presence of a rels feature at the top-level).� Two dependent constituents must be grouped in an paratactic structure itself linked to the mainconstituent by a temporal relation (indicated by the presence of a feature (time ((elt ...))) underthe rels feature).� The second element in this paratactically structure must be structured as an event (indicated by theembedded ((struct event)) feature).1The two optional arguments :sss and :dgs provide a basic facility for systematically testing the paraphrasing power ofstreak. The development of more powerful facilities has been left for future work and is discussed in Section 7.2.2.2310



;; Surface form constraint forcing the drafter to:;; - attach the game result to the main game statistic as a time adverbial;; - realize the game result by a full verb clause;; e.g., ``as WINNER defeated LOSER SCORE''(defun form-flag1 () (setf form-flag1 '((rels ((co-occur none)(time ((elts ((cdr ((car ((struct hypotax))))))))))))));; Surface form constraint forcing the drafter to:;; - attach the game result to the main game statistic as a time adverbial;; - realize the game result by a support verb clause;; e.g., ``while WINNER claimed a SCORE win over LOSER''(defun form-flag2 () (setf form-flag2 '((rels ((co-occur none)(time ((elts ((cdr ((car ((struct event))))))))))))));; Surface form constraint forcing the drafter to:;; - attach the game result as a co-event subordinate clause;; e.g., ``leading WINNER to a SCORE win over LOSER''(defun form-flag3 () (setf form-flag3 '((rels ((time ((elts none))))))))Figure C.2: Form ags used in the example runsIt thus shares the two �rst constraints with form-flag2 and di�ers in the third. In contrast, form-flag3speci�es the converse of the �rst two constraints of form-flag1 and form-flag2, i.e., that the draft mustbe either paratactically structured or, if hypotactically structured, then the dependent constituent mustnot be linked to the head by a temporal relation (as indicated by the none meta-value under the path{rels time elts}).C.1.1.2 Revising the initial draftThe �rst sub-element in float-stack-F is an historical background fact of type streak extension. It notesthat the reported game marks the 27th time that Dallas is defeated on its home turf. To add this fact toDraft 0, streak uses the non-monotonic Nominalization revision rule whose code was given and explainedin detail in Section 4.3.3.1. This rule is applied to the initial draft game result clause \the Phoenix Sunsrouted the Dallas Mavericks". It replaces the full verb clause pattern \WINNER rout LOSER" conveying thegame result in Draft 0, by the semantically equivalent support verb clause pattern \WINNER hand LOSERa defeat" in Draft 1. Since the game result is now realized by an NP, the expression of its consequence, theupdated length of Dallas' losing streak, can be concisely conveyed by adjoining the discontinuous ordinal\27th ... in a row" to the NP head \defeat". The restriction of this streak to home games is conveyedby adjoining another modi�er, the PP quali�er \at home". The type of nominalization rule used for thisrevision is thus: Nominalization with Ordinal and Qualifier Adjoin.The second sub-element in float-stack-F is another historical background fact, of type record breaking.It brings additional information about the preceding streak extension fact, by noting that as a result of thislatest extension this streak is now of record length. To add this fact to Draft 1, streak uses the monotonicrevision rule Adjoin of Classifier to Nominal. This rule is applied on the very nominal that was createdduring the preceding nominalization revision (\their 27th defeat in a row at home") modifying it with theclassi�er \franchise worst" that expresses its record breaking nature. This illustrates how the choice of arevision rule for a given increment constrains in some cases the range of choices for subsequent increments.This type of Adjoin revision rule allows for a very concise expression of the added oating fact. It does notchange the syntactic depth of the draft and lengthens it by only two words. After this addition, the draft isonly 29 words long, still comfortably below the 45 word limit observed in the corpus.The third sub-element in float-stack-F is a non-historical fact of type additional statistic. To add this311



(defun dssF0 ();; Dallas, TX -- Charles Barkley scored 42 points Friday night as the Phoenix;; Suns defeated the Dallas Mavericks 123 - 97.(setf dssF0`((deepsemcat entity)(concept game) (token pho-at-dal)(attrs ((setting ((ents ((addr ((deepsemcat entity)(concept address) (token dallas-tx)(attrs ((city "Dallas") (state "TX")))))(date ((deepsemcat entity)(concept date) (token fri-nite)(attrs ((day-name "Friday") (day-part night)))))))))(stats ((ents ((stat0-ca ((deepsemcat entity)(concept player) (token barkley)(attrs ((first-name "Charles")(last-name "Barkley")))))(stat0 ((deepsemcat entity)(concept game-stat) (token barkley-pt-at-dal)(attrs ((value 42) (unit pt)))))))(rels ((stat0 ((deepsemcat relation)(role game-stat-rel) (token barkley-scoring-at-dal)(args ((carrier {^4 ents stat0-ca})(stat {^4 ents stat0})))))))))(results ((ents ((host ((deepsemcat entity)(concept team) (token mavs)(attrs ((home "Dallas") (franchise "Maverick")))))(visitor ((deepsemcat entity)(concept team) (token suns)(attrs ((home "Phoenix") (franchise "Sun")))))(score ((deepsemcat entity)(concept score) (token pho-at-dal-score)(attrs ((win 123) (lose 97)))))))(rels ((winner ((deepsemcat relation)(role winner) (token pho-at-dal-winner)(args ((game top-level)(winner {^4 ents visitor})))))(loser ((deepsemcat relation)(role loser) (token pho-at-dal-loser)(args ((game top-level)(loser {^4 ents host})))))(result ((deepsemcat relation)(role beat) (token pho-at-dal-result)(args ((winner {^4 ents visitor})(loser {^4 ents host}))))))))))))))Figure C.3: Input containing the four �xed facts for Draft 0 in Run 1312



(defun float-stack-F () (setf float-stack-F `((,adssF1 ,adssF2)(,adssF3 ,adssF4)(,adssF5)(,adssF6)(,adssF7)(,adssF8))))(defun adssF1 ();; Dallas' defeat at the hand of Phoenix was its 27th straight at home.(setf adssF1`((deepsemcat entity)(concept game) (token pho-at-dal)(attrs ((results ((ents ((streak1 ((deepsemcat entity)(concept streak) (token dal-streak-vs-pho)(attrs ((card 27)))))(streak1-gen-elt ((deepsemcat entity) (concept game)))))(rels ((streak1-gen-elt ((deepsemcat relation)(role gen-elt) (token dal-streak-vs-pho-gen-elt)(args ((set {^4 ents streak1})(gen-elt {^4 ents streak1-gen-elt})))))(streak1-gen-elt-loser((deepsemcat relation)(role loser) (token dal-streak-vs-pho-loser)(args ((game {^4 ents streak1-gen-elt})(loser ((deepsemcat entity)(concept team) (token mavs)(attrs ((home "Dallas") (franchise "Maverick")))))))))(streak1-gen-elt-host((deepsemcat relation)(role host) (token dal-streak-vs-pho-host)(args ((game {^4 ents streak1-gen-elt})(host ((deepsemcat entity)(concept team) (token mavs)(attrs ((home "Dallas") (franchise "Maverick")))))))))(streak1-ext ((deepsemcat relation)(role streak-extension) (token dal-streak-vs-pho-ext)(args ((extension top-level)(streak {^4 ents streak1}))))))))))))))Figure C.4: List of oating fact lists in Run 1, with �rst sub-element
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(defun adssF2 ();; This 27th straight home defeat by Dallas is a franchise record.(setf adssF2`((deepsemcat entity)(concept game) (token pho-at-dal)(attrs ((results((ents ((histo-streak1 ((deepsemcat entity)(concept histo-streak) (token dal-streak-vs-pho-ref-set)))(host-lifetime ((deepsemcat entity) (concept duration) (token dal-lifetime)))(histo-streak1-gen-elt ((deepsemcat entity) (concept streak)))(histo-streak1-gen-elt-gen-elt ((deepsemcat entity) (concept game)))(histo-streak1-extr-card((deepsemcat entity)(concept integer) (token dal-streak-vs-pho-ref-set-extr-card)))))(rels ((host-lifetime ((deepsemcat relation)(role lifetime) (token dal-lifetime-rel)(args ((entity ((deepsemcat entity)(concept team) (token mavs)))(lifetime {^4 ents host-lifetime})))))(histo-streak1-duration((deepsemcat relation)(role duration) (token dal-streak-vs-pho-ref-set-duration-rel)(args ((entity {^4 ents histo-streak1})(duration {^4 ents host-lifetime})))))(histo-streak1-gen-elt ((deepsemcat relation)(role gen-elt) (token dal-vs-pho-ref-set-gen-elt)(args ((set {^4 ents histo-streak1})(gen-elt {^4 ents histo-streak1-gen-elt})))))(histo-streak1-gen-elt-gen-elt((deepsemcat relation)(role gen-elt)(args ((set {^4 ents histo-streak1-gen-elt})(gen-elt {^4 ents histo-streak1-gen-elt-gen-elt})))))(histo-streak1-gen-elt-gen-elt-loser((deepsemcat relation)(role loser) (token dal-vs-pho-ref-set-gen-elt-gen-elt-loser)(args ((game {^4 ents histo-streak1-gen-elt-gen-elt})(team ((deepsemcat entity) (concept team) (token mavs)))))))(histo-streak1-gen-elt-gen-elt-host((deepsemcat relation)(role host) (token dal-vs-pho-ref-set-gen-elt-gen-elt-host)(args ((game {^4 ents histo-streak1-gen-elt-gen-elt})(team ((deepsemcat entity) (concept team) (token mavs)))))))(histo-streak1-extr-card ((deepsemcat relation)(role max-card)(token dal-streak-vs-pho-ref-set-extr-card-rel)(args ((card {^4 ents histo-streak1-extr-card})(set {^4 ents histo-streak1})))))(histo-streak1-update((deepsemcat relation)(role >) (token dal-beat-franchise-record-streak-vs-pho)(args ((streak-len 27)(histo-streak-len-extr {^4 ents histo-streak1-extr-card}))))))))))))))Figure C.5: Second oating fact in Run 1314



(defun adssF3 ();; Danny Ainge scored 21 points(setf adssF3`((deepsemcat entity)(concept game) (token pho-at-dal)(attrs ((stats ((ents ((stat1-ca ((deepsemcat entity)(concept player) (token ainge)(attrs ((first-name "Danny") (last-name "Ainge")))))(stat1 ((deepsemcat entity)(concept game-stat)(token ainge-pt-at-dal)(attrs ((value 21) (unit pt)))))))(rels ((stat1 ((deepsemcat relation)(role game-stat-rel) (token ainge-scoring-at-dal)(args ((carrier {^4 ents stat1-ca})(stat {^4 ents stat1}))))))))))))))(defun adssF4 ();; Danny Ainge is a reserve player(setf adssF4`((deepsemcat entity)(concept game) (token pho-at-dal)(attrs ((stats ((ents ((stat1-ca-status ((deepsemcat entity)(concept reserve) (token ainge-reserve)))(stat1-ca ((deepsemcat entity)(concept player) (token ainge)(attrs ((first-name "Danny") (last-name "Ainge")))))))(rels ((stat1-ca-status ((deepsemcat relation)(role player-status) (token ainge-status)(args ((player {^4 ents stat1-ca})(status {^4 ents stat1-ca-status}))))))))))))))Figure C.6: Third and fourth oating facts in Run 1
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(defun adssF5 ();; The 42 points performance by Charles Barkley tied his season high.(setf adssF5`((deepsemcat entity)(concept game) (token pho-at-dal)(attrs ((stats ((ents ((histo-stat0 ((deepsemcat entity)(concept histo-stat) (token barkley-pt-at-dal-ref-set)))(histo-stat0-duration ((deepsemcat entity)(concept season)(token barkley-pt-at-dal-ref-set-duration)))(histo-stat0-gen-elt ((deepsemcat entity)(concept game-stat)(attrs ((unit pt)))))(histo-stat0-gen-elt-ca ((deepsemcat entity)(concept player) (token barkley)(attrs ((first-name "Charles")(last-name "Barkley")))))(histo-stat0-extr ((deepsemcat entity)(concept integer)(token barkley-pt-at-dal-ref-set-extr)))))(rels ((histo-stat0-duration ((deepsemcat relation)(role duration)(token barkley-pt-at-dal-ref-set-duration-rel)(args ((set {^4 ents histo-stat0})(duration {^4 histo-stat0-duration})))))(histo-stat0-gen-elt ((deepsemcat relation)(role gen-elt)(token barkley-pt-at-dal-ref-set-gen-elt)(args ((set {^4 ents histo-stat0})(gen-elt {^4 ents histo-stat0-gen-elt})))))(histo-stat0-gen-elt-ca((deepsemcat relation)(role game-stat-rel) (token barkley-pt-at-dal-ref-set-gen-elt-ca)(args ((carrier {^4 ents histo-stat0-gen-elt-ca})(stat {^4 ents histo-stat0-gen-elt})))))(histo-stat0-extr ((deepsemcat relation)(role max-val)(token barkley-pt-at-dal-ref-set-extr-rel)(args ((extr-val {^4 ents histo-stat0-extr})(set {^4 ents histo-stat0})))))(histo-stat0-update((deepsemcat relation)(role =) (token barkley-tie-pt-season-high-at-dal)(args ((stat-val 42)(histo-stat-extr {^4 ents histo-stat0-extr}))))))))))))))Figure C.7: Fifth oating fact in Run 1316



(defun adssF6 ();; Ainge had 7 assists(setf adssF6`((deepsemcat entity)(concept game) (token pho-at-dal)(attrs ((stats ((ents ((stat2-ca ((deepsemcat entity)(concept player) (token ainge)(attrs ((first-name "Danny") (last-name "Ainge")))))(stat2 ((deepsemcat entity)(concept game-stat) (token ainge-ast-at-dal)(attrs ((value 7) (unit ast)))))))(rels ((stat2 ((deepsemcat relation)(role game-stat-rel) (token ainge-passing-at-dal)(args ((carrier {^4 ents stat2-ca})(stat {^4 ents stat2}))))))))))))))(defun adssF7 ();; Barkley grabbed 10 rebounds(setf adssF7`((deepsemcat entity)(concept game) (token pho-at-dal)(attrs ((stats ((ents ((stat3-ca ((deepsemcat entity)(concept player) (token barkley)(attrs ((first-name "Charles") (last-name "Barkley")))))(stat3 ((deepsemcat entity)(concept game-stat) (token barkley-reb-at-dal)(attrs ((value 10) (unit reb)))))))(rels ((stat3 ((deepsemcat relation)(role game-stat-rel) (token barkley-rebounding-at-dal)(args ((carrier {^4 ents stat3-ca})(stat {^4 ents stat3}))))))))))))))(defun adssF8 ();; Majerle scored 18 points(setf adssF8`((deepsemcat entity)(concept game) (token pho-at-dal)(attrs ((stats ((ents ((stat4-ca ((deepsemcat entity)(concept player) (token majerle)(attrs ((first-name "Dan") (last-name "Majerle")))))(stat4 ((deepsemcat entity)(concept game-stat) (token majerle-pt-at-dal)(attrs ((value 18) (unit pt)))))))(rels ((stat4 ((deepsemcat relation)(role game-stat-rel) (token majerle-scoring-at-dal)(args ((carrier {^4 ents stat4-ca})(stat {^4 ents stat4}))))))))))))))Figure C.8: Sixth, seventh and eigth oating facts in Run 1317



((deepsemcat entity)(concept game) (token pho-at-dal)(attrs ((setting ((ents ((addr ((deepsemcat entity)(concept address) (token dallas-tx)(attrs ((city "dallas") (state "tx")))))(date ((deepsemcat entity)(concept date) (token fri-nite)(attrs ((day-name "friday") (day-part night)))))))))(stats ((ents ((stat0-ca ((deepsemcat entity)(concept player) (token barkley)(attrs ((first-name "charles") (last-name "barkley")))))(stat0 ((deepsemcat entity) (concept game-stat) (token barkley-pt-at-dal)(attrs ((value 42) (unit pt)))))(stat1-ca ((deepsemcat entity)(concept player) (token ainge)(attrs ((first-name "danny") (last-name "ainge")))))(stat1 ((deepsemcat entity)(concept game-stat) (token ainge-pt-at-dal)(attrs ((value 21) (unit pt)))))(stat1-ca-status ((deepsemcat entity)(concept reserve) (token ainge-reserve)))(histo-stat0 ((deepsemcat entity)(concept histo-stat) (token barkley-pt-at-dal-ref-set)))(histo-stat0-duration ((deepsemcat entity)(concept season)(token barkley-pt-at-dal-ref-set-duration)))(histo-stat0-gen-elt ((deepsemcat entity)(concept game-stat) (attrs ((unit pt)))))(histo-stat0-gen-elt-ca ((deepsemcat entity)(concept player) (token barkley)(attrs ((first-name "charles")(last-name "barkley")))))(histo-stat0-extr ((deepsemcat entity)(concept integer)(token barkley-pt-at-dal-ref-set-extr)))))Figure C.9: DSS layer of �nal draft in Run 1. Continued next page
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(rels ((stat0 ((deepsemcat relation)(role game-stat-rel)(token barkley-scoring-at-dal)(args ((carrier {attrs stats ents stat0-ca})(stat {attrs stats ents stat0})))))(stat1 ((deepsemcat relation)(role game-stat-rel) (token ainge-scoring-at-dal)(args ((carrier {attrs stats ents stat1-ca})(stat {attrs stats ents stat1})))))(stat1-ca-status ((deepsemcat relation)(role player-status) (token ainge-status)(args ((player {attrs stats ents stat1-ca})(status {attrs stats ents stat1-ca-status})))))(histo-stat0-duration((deepsemcat relation)(role duration) (token barkley-pt-at-dal-ref-set-duration-rel)(args ((set {attrs stats ents histo-stat0})(duration {attrs stats histo-stat0-duration})))))(histo-stat0-gen-elt((deepsemcat relation)(role gen-elt) (token barkley-pt-at-dal-ref-set-gen-elt)(args ((set {attrs stats ents histo-stat0})(gen-elt {attrs stats ents histo-stat0-gen-elt})))))(histo-stat0-gen-elt-ca((deepsemcat relation)(role game-stat-rel) (token barkley-pt-at-dal-ref-set-gen-elt-ca)(args ((carrier {attrs stats ents histo-stat0-gen-elt-ca})(stat {attrs stats ents histo-stat0-gen-elt})))))(histo-stat0-extr ((deepsemcat relation)(role max-val) (token barkley-pt-at-dal-ref-set-extr-rel)(args ((extr-val {attrs stats ents histo-stat0-extr})(set {attrs stats ents histo-stat0})))))(histo-stat0-update((deepsemcat relation)(role =) (token barkley-tie-pt-season-high-at-dal)(args ((stat-val 42)(histo-stat-extr {attrs stats ents histo-stat0-extr})))))))))Figure C.9: DSS layer of �nal draft in Run 1. Continued from previous page and continued next page
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(results ((ents ((host ((deepsemcat entity) (concept team) (token mavs)(attrs ((home "dallas") (franchise "maverick")))))(visitor ((deepsemcat entity) (concept team) (token suns)(attrs ((home "phoenix") (franchise "sun")))))(score ((deepsemcat entity) (concept score) (token pho-at-dal-score)(attrs ((win 123) (lose 97)))))(streak1 ((deepsemcat entity) (concept streak)(token dal-streak-vs-pho) (attrs ((card 27)))))(streak1-gen-elt ((deepsemcat entity) (concept game)))(histo-streak1 ((deepsemcat entity) (concept histo-streak)(token dal-streak-vs-pho-ref-set)))(host-lifetime ((deepsemcat entity) (concept duration)(token dal-lifetime)))(histo-streak1-gen-elt ((deepsemcat entity) (concept streak)))(histo-streak1-gen-elt-gen-elt ((deepsemcat entity) (concept game)))(histo-streak1-extr-card((deepsemcat entity) (concept integer)(token dal-streak-vs-pho-ref-set-extr-card)))))(rels ((winner ((deepsemcat relation)(role winner) (token pho-at-dal-winner)(args ((game top-level)(winner {attrs results ents visitor})))))(loser ((deepsemcat relation)(role loser) (token pho-at-dal-loser)(args ((game top-level)(loser {attrs results ents host})))))(result ((deepsemcat relation)(role beat) (token pho-at-dal-result)(args ((winner {attrs results ents visitor})(loser {attrs results ents host})))))(streak1-gen-elt((deepsemcat relation) (role gen-elt) (token dal-streak-vs-pho-gen-elt)(args ((set {attrs results ents streak1})(gen-elt {attrs results ents streak1-gen-elt})))))(streak1-gen-elt-loser((deepsemcat relation) (role loser) (token dal-streak-vs-pho-loser)(args ((game {attrs results ents streak1-gen-elt})(loser ((deepsemcat entity) (concept team) (token mavs)(attrs ((home "dallas") (franchise "maverick")))))))))(streak1-gen-elt-host((deepsemcat relation)(role host) (token dal-streak-vs-pho-host)(args ((game {attrs results ents streak1-gen-elt})(host ((deepsemcat entity) (concept team) (token mavs)(attrs ((home "dallas") (franchise "maverick")))))))))(streak1-ext ((deepsemcat relation)(role streak-extension) (token dal-streak-vs-pho-ext)(args ((extension top-level)(streak {attrs results ents streak1})))))Figure C.9: DSS layer of �nal draft in Run 1. Continued from previous page and continued next page320



(host-lifetime ((deepsemcat relation)(role lifetime) (token dal-lifetime-rel)(args ((entity ((deepsemcat entity)(concept team) (token mavs)))(lifetime {attrs results ents host-lifetime})))))(histo-streak1-duration((deepsemcat relation)(role duration) (token dal-streak-vs-pho-ref-set-duration-rel)(args ((entity {attrs results ents histo-streak1})(duration {attrs results ents host-lifetime})))))(histo-streak1-gen-elt((deepsemcat relation)(role gen-elt) (token dal-vs-pho-ref-set-gen-elt)(args ((set {attrs results ents histo-streak1})(gen-elt {attrs results ents histo-streak1-gen-elt})))))(histo-streak1-gen-elt-gen-elt((deepsemcat relation)(role gen-elt)(args ((set {attrs results ents histo-streak1-gen-elt})(gen-elt {attrs results ents histo-streak1-gen-elt-gen-elt})))))(histo-streak1-gen-elt-gen-elt-loser((deepsemcat relation)(role loser) (token dal-vs-pho-ref-set-gen-elt-gen-elt-loser)(args ((game {attrs results ents histo-streak1-gen-elt-gen-elt})(team ((deepsemcat entity) (concept team) (token mavs)))))))(histo-streak1-gen-elt-gen-elt-host((deepsemcat relation)(role host) (token dal-vs-pho-ref-set-gen-elt-gen-elt-host)(args ((game {attrs results ents histo-streak1-gen-elt-gen-elt})(team ((deepsemcat entity) (concept team) (token mavs)))))))(histo-streak1-extr-card((deepsemcat relation) (role max-card)(token dal-streak-vs-pho-ref-set-extr-card-rel)(args ((card {attrs results ents histo-streak1-extr-card})(set {attrs results ents histo-streak1})))))(histo-streak1-update((deepsemcat relation)(role >) (token dal-beat-franchise-record-streak-vs-pho)(args ((streak-len 27)(histo-streak-len-extr{attrs results ents histo-streak1-extr-card}))))))))))))Figure C.9: DSS layer of �nal draft in Run 1. Continued from previous page321



((surfsemcat rhetor) (struct hypotax)(root ((surfsemcat rhetor) (struct paratax) (rel teammate)(elts ((car ((surfsemcat rhetor) (struct hypotax)(root ((surfsemcat encyclo) (onto event) (concept =)(args ((agent ((surfsemcat encyclo) (onto indiv) (concept player)(names ((first-name "charles") (last-name "barkley")))))(affected ((surfsemcat rhetor) (struct hypotax)(root ((surfsemcat encyclo)(concept max-val) (onto indiv)))(rels ((duration ((surfsemcat encyclo)(onto indiv)(concept season)))))))))))(rels ((instrument ((surfsemcat encyclo) (onto quantity) (concept game-stat)(restrictors ((value 42) (unit pt)))))))))(cdr ((car ((surfsemcat rhetor) (struct hypotax)(root ((surfsemcat rhetor) (struct event) (root transf-loc)(args ((agent ((surfsemcat encyclo) (onto indiv) (concept player)(names ((first-name "danny")(last-name "ainge")))))(located {root args agent})(location ((surfsemcat encyclo)(onto place) (concept reserve)))))))(rels ((result ((surfsemcat encyclo) (onto event) (concept game-stat-rel)(args ((agent ((surfsemcat encyclo) (onto indiv)(concept {root args agent concept})(names {root args agent names})))(created ((surfsemcat encyclo)(onto quantity) (concept game-stat)(restrictors ((value 21)(unit pt)))))))))))))(cdr none)))))))(rels ((location ((surfsemcat encyclo) (onto place) (concept address)(restrictors ((city "dallas") (state "tx")))))Figure C.10: SSS layer of �nal draft in Run 1. Continued next page
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(time ((surfsemcat rhetor) (struct paratax) (rel temporal-inclusion)(elts ((car ((surfsemcat encyclo) (concept date) (onto time)(restrictors ((day-name "friday") (day-part night)))))(cdr ((car ((surfsemcat rhetor) (struct hypotax)(root((surfsemcat rhetor)(struct event) (root transf-poss)(args ((agent ((surfsemcat encyclo)(onto indiv) (concept team) (ref full)(names ((home "phoenix")(franchise "sun")))))(affected ((surfsemcat encyclo)(onto indiv) (concept team) (ref full)(names ((home "dallas")(franchise "maverick")))))(possessed((surfsemcat rhetor) (struct hypotax)(root((surfsemcat rhetor)(struct hypotax)(root ((surfsemcat encyclo)(onto indiv) (concept loser)))(rels ((possessor full-ref)(ordinal((surfsemcat rhetor) (struct hypotax)(root ((surfsemcat encyclo)(onto quantity)(concept integer)(restrictors ((value 27)))))(rels ((card-of ((surfsemcat encyclo)(onto place)(concept streak)))))))(location ((surfsemcat encyclo)(onto place) (concept host)))(compar((surfsemcat rhetor)(struct hypotax)(root ((surfsemcat encyclo)(onto indiv) (concept max-card)))(rels ((duration((surfsemcat encyclo)(onto indiv)(concept lifetime)(restrictors((scope((surfsemcat encyclo)(onto indiv)(concept team)(ref empty)))))))))))))))))))))(rels ((score ((surfsemcat encyclo)(onto quantity) (concept score)(restrictors ((win 123) (lose 97)))))))))(cdr none))))))))))Figure C.10: SSS layer of �nal draft in Run 1. Continued from previous page323



((cat clause) (complex conjunction)(distinct ((car ((cat clause) (tense past)(proc ((type material) (lex "tie")))(partic ((agent ((cat compound-proper)(head ((cat person-name)(first-name ((lex "charles")))(last-name ((lex "barkley")))))))(affected ((cat common)(classifier ((cat noun)(synt-funct classifier) (lex "season")))(possessor ((cat personal-pronoun) (gender masculine)))(head ((lex "record")))))))(pred-modif ((instrument ((cat pp)(np ((cat measure)(quantity ((value 42)))(unit ((lex "point")))))))))))(cdr ((car ((cat clause) (tense past)(proc ((type composite) (relation-type locative)(effective no) (lex "come")))(partic ((agent ((cat compound-proper)(head ((cat person-name)(first-name ((lex "danny")))(last-name ((lex "ainge")))))))(located {distinct cdr car partic agent})(location ((cat pp) (prep ((lex "off")))(np ((cat common) (lex "bench")))))))(circum((result ((cat clause) (tense past) (mood to-infinitive)(proc ((type material) (effect-type creative) (lex "add")))(partic ((agent {distinct cdr car circum result controlled})(created ((cat measure)(quantity ((value 21)))(unit ((gap yes) (lex "point")))))))(punctuation ((before none)))))))))))))Figure C.11: DGS layer of �nal draft in Run 1. Continued next page
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(circum ((location ((cat address) (city ((lex "dallas"))) (state ((lex "tx"))) (position header)))(time ((cat list)(distinct((car ((cat date) (day-name ((lex "friday"))) (day-part ((lex night)))))(cdr ((car ((cat clause) (tense past)(mood bound-adverbial) (position end) (binder ((lex "as")))(proc ((type composite) (relation-type possessive) (lex "give")))(partic ((agent ((cat compound-proper)(head ((cat team-name)(home ((lex "phoenix")))(franchise ((lex "sun")))))(number plural)))(affected ((cat compound-proper)(head ((cat team-name)(home ((lex "dallas")))(franchise ((lex "maverick")))))(number plural)))(possessor {circum time distinct cdr car partic affected})(possessed ((cat common)(possessor ((cat personal-pronoun)(number plural)))(head ((cat measure)(quantity ((cat compound-ordinal)(numeral ((cat ordinal)(value 27)))(complement((cat pp)(prep ((lex "in")))(np ((cat common)(definite no)(lex "row")))))))(unit ((lex "defeat")))))(qualifier((cat pp)(prep ((lex "at")))(np ((cat common)(determiner none) (lex "home")))))(classifier((cat noun-compound)(synt-funct classifier)(classifier ((cat noun)(synt-funct classifier)(lex "franchise")))(head ((lex "worst")))))))))(pred-modif ((score ((cat score)(win ((value 123))) (lose ((value 97))))))))))(cdr none)))))))))Figure C.11: DGS layer of �nal draft in Run 1. Continued from previous page325



fact to Draft 2, streak uses the monotonic revision rule Coordinative Conjoin of Clause. This rule wasapplied to the main statistic clause, \Charles Barkley registered 42 points", because this additional statisticalso concerns a player of the winning team. Furthermore, since they are both scoring performances, streakexploits this fact and chooses to elide the head of the object in the added conjoined clause (resulting in thephrase \Danny Ainge added 24 ;" instead of \Danny Ainge added 24 points"). This illustrates how streakopportunistically takes advantage of the particular draft context into which a oating fact is woven, to choosea more concise expression for that fact. streak also uses this context to make the most appropriate lexicalchoice, as illustrated by the choice of the verb \to add" for this second statistic. Such a verb can be chosenonly in this particular context. It would be inappropriate for example, to realize the main statistic, for whichstreak chose the more general verb \to register" in this particular run. The code for the choice of suchverbs was given in Section 4.3.2. How the reviser passes such contextual information to the lexicalizer wasalso explained in that section.The fourth sub-element in float-stack-F is non-historical fact of type player status. Just as the secondoating fact underlined the signi�cance of the �rst by conveying its record breaking nature, this fourth factunderlines the signi�cance of the third. It notes that the player whose scoring statistic was just added tothe draft (\Danny Ainge added 24"), is a reserve player (making the fact that he scored that many pointsall the more remarkable). To add this fact to Draft 3, streak uses the monotonic revision rule Absorbof Clause into Clause as Result. Moreover, it uses the specialization of this revision rule that involvesthe side transformation Agent Control. This specialization is chosen when streak notices that both theabsorbed and absorbing clauses share the same agent. It allows the agent of the absorbed one, which waspart of the original draft, to be deleted, resulting in \Danny Ainge came o� the bench ; to add 24" insteadof \Danny Ainge came o� the bench for Danny Ainge to add 24", thus opportunistically gaining space anduency. This example illustrates the capability of streak to use idioms such as the expression \to come o�the bench" which conveys that a player is a reserve.The �fth sub-element in float-stack-F is a historical fact of type record equalling. It concerns themain statistic. To add this fact to Draft 4, streak uses the revision rule Adjunctization of Createdinto Instrument. It moves the object of the main statistic clause that was �lling the Created role in thatclause2, to an Instrument role in order to accommodate the added record as object. The equalling aspectof this record is expressed as the new main verb \to match" replacing the original verb \to register". Theaction explicitly conveyed by this original verb is now implicitly conveyed by \to match", since matchinga record can only come as a consequence of a performance. This example thus illustrates the ability ofstreak to opportunistically take advantage of the addition of a new fact to gain space by making implicitpart of the realization of another fact already in the draft. It also demonstrates how streak takes intoaccount stylistic conventions observed in the corpus. Compare the addition of this �fth oating fact withthe addition of the second one. They both concern a record, the di�erence between them being that thesecond fact expresses that a record was broken and the �fth one that it was merely equalled. This di�erence,which could seem minor at �rst, triggers the use of entirely di�erent revision rules: the monotonic Adjoinfor the second fact and the non-monotonic Adjunctization for the �fth one. This di�erence in strategiesimplements the stylistic convention observed among sports or stock market writers that mentioning of arecord update event without explicitly specifying whether it is of the breaking or equalling type implies thatit is of the breaking type. This convention allows streak to use the simple and concise revision rule Adjoinfor record breaking events: note how nothing in Draft 2 speci�es whether the 27th defeat of Dallas actuallybreaks or merely equals their longest losing streak. Using such an implicit form for record equalling eventsas well would be misguiding however. The need to keep reports concise must be balanced with the need tokeep these two type of events unambiguously distinguishable. It is in order to be explicit about the equallingtype of the record update event added in the �fth increment, that streak uses the less concise and morecomplex Adjunctization revision.After the addition of this �fth oating fact, the draft is only two words away from the maximum lengthof 45 observed in the corpus. Thus, unless the next sub-element in float-stack-F can be added withonly two more words, it will not �t in this lead sentence summary. This next sub-element is an additionalstatistic, the passing performance of Danny Ainge. The most concise way it can be accommodated in the2cf. sections B.2.2.1 and B.3.2 of Appendix B for the de�nition of the thematic roles used in streak.326



draft is by revising the nominal realizing the scoring statistic of this player that was added during thethird revision increment and which is already reduced to the cardinal number \21". streak applies therevision rule Coordinative Conjoin of Nominal to this nominal, yielding \to add 21 and 7 assists".This revision thus adds three new words (in bold) while not deleting any and thus pushes the reviseddraft over the length limit. streak thus halts the revision process without printing the draft resultingfrom this �nal revision. As �nal value, the revise function returns the three-layer FD representing theprevious draft, which was under the complexity limits. Since this FD is very large, its body is not shownin Fig. C.1, but its presence is signaled by the abbreviation ((SSS ((DSS ... )))). The full detailedbody for this �nal draft representation is given in three �gures, each extending over several pages. TheDSS layer of the draft in shown in Fig. C.9, its SSS layer in Fig. C.10 and its DGS layer in Fig. C.11.For the sake of legibility, the values in an outer layer that are inherited from an inner layer are shown ascopies in this series of �gures. However, in the actual draft representation generated and then revised bythe system these values are really pointers (from the outer layer to the inner layer). For example, the valueof under the path {circum time distinct cdr car pred-modif score win value} is the atom 123 inthe DGS of Fig. C.11. In fact the actual representation generated by streak, value is really the path{attr results ents score attrs win} which points to the winning team score in the DSS of Fig. C.9.C.1.2 Example run 2:Choice of revision rule constrained by the surface form of the draftRun 2 shown in Fig. C.12 illustrates how in streak, the choice of a revision rule to add a given oatingfact onto the draft is sensitive not only to the content of the draft, but to its surface form as well. It startswith two calls to the function draft to build two alternative draft forms, from the same input but a withdi�erent realization constraint. Run 2 was already presented in Section C.1.1. In this section, I show theoutput again, but this time I also give:� The three-layer internal representation of the two synonymous drafts which trigger the di�erent revisionrules.� The pre-condition of the Nominalization revision rule, showing why it gets triggered for one of thetwo drafts and not the other.The common input to these two revision stages is a DSS FD encoding the four �xed facts to convey inboth draft. It is built by calling the function dssC0 and shown in Fig. C.14. For the �rst call to draft, therealization constraint is (form-flag1) whose value was given in Fig. C.2. It constrains the output draftC1to express the game result as a full verb clause that follows the pattern \WINNER full-verb LOSER" andis subordinated to the main statistic clause as a time adjunct. In this particular run, the full verb chosen(randomly) by the lexicalizer is \to beat".For the second call, the realization constraint is (form-flag2) whose value, also given in Fig. C.2,constrains the output draftC2 to express the game result as a support verb clause following the pattern\WINNER support-verb LOSER nominal"3. In this particular run the support-verb/nominal-head colloca-tion chosen (randomly) by the lexicalizer is \to nail down a win".Once these two alternative synonymous draft sentences have been built, the function revise1 is thencalled on each of them with the same additional oating fact adssC4 as second parameter. revise1 isthe function to call for a single revision increment. It implements the revision rule interpreter describedin Section 4.3.3.2. In contrast, the function revise called for Run 1 is used for chaining revisions andimplements the revision monitor described in Section 4.3.3.2.3. revise works by traversing the list of lists ofoating facts and repeatedly calling revise1 on each fact. adssC4 encodes a losing streak extension for theBoston Celtics. To incorporate this oating fact to draftC0, streak uses the revision rule Nominalization.In contrast, to incorporate this same oating fact on the synonymous but linguistically distinct draftC1,streak uses the revision rule Adjunctization. In each case, the choice of one revision rule over the other3Like (form-flag1), (form-flag2) also constrains the game result clause to be subordinated to the main statistic clause asa time adjunct. 327



> (setf draftC1 (draft (dssC0) :sss (form-flag1))) ;; Draft form 1Hartford, CT -- Karl Malone hit for 39 points Friday night as the Utah Jazz beat theBoston Celtics 98 - 94.((SSS ((DSS .... ))))> (setf draftC2 (draft (dssC0) :sss (form-flag2))) ;; Draft form 2Hartford, CT -- Karl Malone had 39 points Friday night as the Utah Jazz nailed down a98 - 94 win over the Boston Celtics.((SSS ((DSS .... ))))> (revise1 draftC1 (adssC4)) ;; Revising Draft 1 using NominalizationHartford, CT -- Karl Malone hit for 39 points Friday night as the Utah Jazz brought theBoston Celtics their sixth consecutive setback at home 98 - 94.((SSS ((DSS .... ))))> (revise1 draftC2 (adssC4)) ;; Revising Draft 2 using AdjunctizationHartford, CT -- Karl Malone had 39 points Friday night as the Utah Jazz extended theCeltics' homecourt losing streak to six with a 98 - 94 win over Boston.((SSS ((DSS .... ))))> Figure C.12: streak using di�erent revision rules depending on the surface form of the draft
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1 (def-conj nominalization2 (lhs ((bls ((:& material-basic-res-cluster)))3 (adss ((attrs ((results ((:& los-streak-ext)))))))4 (tool nominalization)))5 (rhs ( ...6 (def-conj material-basic-res-cluster7 (cat #(under clause))8 (partic ((agent ((sss {^3 sss root args agent})))9 (affected ((sss {^3 sss root args affected})))))10 (pred-modif ((score ((sss {^3 sss rels score})))))11 (sss ((surfsemcat #(under rhetor))12 (struct #(under hypotax))13 (root ((surfsemcat #(under encyclo))14 (args ((agent ((surfsemcat #(under encyclo))15 (dss {^3 dss args winner})))16 (affected ((surfsemcat #(under encyclo))17 (dss {^3 dss args loser})))))18 (dss ((deepsemcat #(under relation))19 (role #(under beat))20 (args ((winner ((deepsemcat #(under entity))21 (concept #(under team))))22 (loser ((deepsemcat #(under entity))23 (concept #(under team))))))))))24 (rels ((score ((surfsemcat #(under encyclo))25 (dss ((deepsemcat #(under entity))26 (concept #(under score)))))))))))27 (def-conj los-streak-ext28 (:& streak-ext)29 (rels ((streak1-gen-elt-loser ((deepsemcat #(under relation))30 (role #(under loser)))))))31 (def-conj streak-ext32 (ents ((streak1 ((:& streak)))33 (streak1-gen-elt ((deepsemcat #(under entity))34 (concept #(under game))))))35 (rels ((streak1-gen-elt ((deepsemcat #(under relation))36 (role #(under gen-elt))37 (args ((set {^4 ents streak1})38 (gen-elt {^4 ents streak1-gen-elt})))))39 (streak1-ext ((deepsemcat #(under relation))40 (role #(under streak-extension))41 (args ((extension #(under top-level))42 (streak {^4 ents streak1}))))))))43 (def-conj streak (deepsemcat #(under entity))44 (concept #(under streak))45 (attrs ((card GIVEN))))Figure C.13: Pre-conditions to using nominalization for losing streak extensions329



((deepsemcat entity)(concept game) (token uta-at-bos)(attrs ((setting ((ents ((addr ((deepsemcat entity)(concept address) (token hartford-ct)(attrs ((city "hartford") (state "ct")))))(date ((deepsemcat entity)(concept date) (token fri-nite)(attrs ((day-name "friday") (day-part night)))))))))(stats ((ents ((stat0-ca ((deepsemcat entity)(concept player) (token kmalone)(attrs ((first-name "karl") (last-name "malone")))))(stat0 ((deepsemcat entity)(concept game-stat) (token kmalone-pt-at-bos)(attrs ((value 39) (unit pt)))))))(rels ((stat0 ((deepsemcat relation)(role game-stat-rel) (token kmalone-scoring-at-bos)(args ((carrier {sss dss attrs stats ents stat0-ca})(stat {sss dss attrs stats ents stat0})))))))))(results ((ents ((host ((DEEPSEMCAT entity)(CONCEPT team) (token celts)(attrs ((home "boston") (franchise "celtic")))))(visitor ((DEEPSEMCAT entity)(CONCEPT team) (token jazz)(attrs ((home "utah") (franchise "jazz")))))(score ((DEEPSEMCAT entity)(CONCEPT score) (token uta-at-bos-score)(attrs ((win 98) (lose 94)))))))(rels ((winner ((deepsemcat relation)(role winner) (token uta-at-bos-winner)(args ((game top-level)(winner {sss dss attrs results ents visitor})))))(loser ((deepsemcat relation)(role loser) (token uta-at-bos-loser)(args ((game top-level)(loser {sss dss attrs results ents host})))))(result ((DEEPSEMCAT relation)(ROLE beat) (token uta-at-bos-result)(ARGS ((WINNER {SSS DSS ATTRS RESULTS ENTS VISITOR})(LOSER {SSS DSS ATTRS RESULTS ENTS HOST})))))))))))))Figure C.14: DSS layer of both drafts in Run 2
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((surfsemcat rhetor)(struct hypotax)(root ((surfsemcat encyclo)(onto event) (concept game-stat-rel)(args ((agent ((surfsemcat encyclo)(onto indiv) (concept player)(names ((first-name "karl") (last-name "malone")))))(created ((surfsemcat encyclo)(concept game-stat) (onto quantity)(restrictors ((value 39) (unit pt)))))))))(rels ((time ((surfsemcat rhetor)(struct paratax) (rel temporal-inclusion)(elts ((car ((surfsemcat encyclo)(concept date) (onto time)(restrictors ((day-name "friday") (day-part night)))))(cdr ((car ((SURFSEMCAT rhetor)(STRUCT hypotax)(ROOT ((SURFSEMCAT encyclo)(onto event) (concept beat)(ARGS ((AGENT ((SURFSEMCAT encyclo)(onto indiv) (concept team) (ref full)(names ((home "utah") (franchise "jazz")))))(AFFECTED ((SURFSEMCAT encyclo)(onto indiv) (concept team)(ref full)(names ((home "boston")(franchise "celtic")))))))))(RELS ((SCORE ((SURFSEMCAT encyclo)(ONTO quantity) (concept score)(restrictors ((win 98) (lose 94)))))))))(cdr none)))))))(location ((surfsemcat encyclo)(concept address) (onto place)(restrictors ((city "hartford") (state "ct"))))))))Figure C.15: SSS layer of the �rst initial draft in Run 2
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((cat clause)(tense past)(proc ((type material) (effect-type creative) (lex "hit for")))(partic ((agent ((cat compound-proper)(head ((cat person-name)(first-name ((lex "karl"))) (last-name ((lex "malone")))))))(created ((cat measure)(quantity ((value 39))) (unit ((lex "point")))))))(circum ((location ((position header) (cat address) (city ((lex "hartford")))(state ((lex "ct")))))(time ((cat list)(fills time-rel)(distinct ((car ((cat date)(day-name ((lex "friday"))) (day-part ((lex night)))))(cdr ((car ((CAT clause)(tense past) (mood bound-adverbial)(position end) (binder ((lex "as")))(proc ((type material) (lex "beat")))(PARTIC ((AGENT ((cat compound-proper)(head ((cat team-name)(home ((lex "utah")))(franchise ((lex "jazz")))))(number plural)))(AFFECTED ((cat compound-proper)(head ((cat team-name)(home ((lex "boston")))(franchise ((lex "celtic")))))(number plural)))))(PRED-MODIF ((SCORE ((cat score)(win ((value 98)))(lose ((value 94)))))))))(cdr none))))))))))Figure C.16: DGS layer of the �rst initial draft in Run 2
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((surfsemcat rhetor)(struct hypotax)(root ((surfsemcat encyclo)(onto event) (concept game-stat-rel)(args ((agent ((surfsemcat encyclo)(onto indiv) (concept player)(names ((first-name "karl") (last-name "malone")))))(created ((surfsemcat encyclo)(onto quantity) (concept game-stat)(restrictors ((value 39) (unit pt)))))))))(rels ((location ((surfsemcat encyclo)(concept address) (onto place)(restrictors ((city "hartford") (state "ct")))))(time ((surfsemcat rhetor)(struct paratax) (rel temporal-inclusion)(elts ((car ((surfsemcat encyclo)(concept date) (onto time)(restrictors ((day-name "friday") (day-part night)))))(cdr ((car ((SURFSEMCAT rhetor)(STRUCT event) (ROOT activity)(args ((agent ((surfsemcat encyclo)(onto indiv) (concept team) (ref full)(names ((home "utah") (franchise "jazz")))))(range ((surfsemcat rhetor)(struct hypotax) (already-mapped winner)(root ((surfsemcat encyclo)(concept winner) (onto indiv)))(rels ((score ((surfsemcat encyclo)(concept score) (onto quantity)(restrictors ((win 98)(lose 94)))))(opposition((surfsemcat encyclo)(onto indiv)(concept team)(ref full)(names ((home "boston")(franchise "celtic")))))))))))))(cdr none))))))))))Figure C.17: SSS layer of the second initial draft in Run 2333



((cat clause)(tense past)(proc ((type material) (effect-type creative) (lex "have")))(partic ((agent ((cat compound-proper)(head ((cat person-name)(first-name ((lex "karl"))) (last-name ((lex "malone")))))))(created ((cat measure)(quantity ((value 39))) (unit ((lex "point")))))))(circum ((location ((cat address)(position header) (city ((lex "hartford"))) (state ((lex "ct")))))(time ((cat list)(distinct ((car ((cat date)(day-name ((lex "friday"))) (day-part ((lex night)))))(cdr ((car ((CAT clause)(tense past) (mood bound-adverbial)(position end) (binder ((lex "as")))(proc ((type material) (effective no) (lex "nail down")))(PARTIC ((AGENT ((cat compound-proper)(head ((cat team-name)(home ((lex "utah")))(franchise ((lex "jazz")))))(number plural)))(range ((cat common)(definite no)(classifier ((cat score)(win ((value 98)))(lose ((value 94)))))(qualifier((cat pp)(prep ((lex "over")))(np ((cat compound-proper)(head ((cat team-name)(home ((lex "boston")))(franchise ((lex "celtic")))))(number plural)))))(head ((lex "win")))))))))(cdr none))))))))))Figure C.18: DGS layer of the second initial draft in Run 2
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is motivated by the surface form of the respective drafts involved. Nominalization realizes a new fact bymodi�ers attached to a nominal resulting from the transformation of a full-verb clause into a support-verbclause. Adjunctization conversely replaces a support-verb clause by a full-verb clause incorporating thenew fact by a full-verb with a new object while displacing the original object to an adjunct position. SincedraftC1 follows a full-verb pattern, only Nominalization and not Adjunctization is applicable to it. FordraftC2 following a support verb pattern, it is just the opposite. There is no game result NP in draftC1to be adjunctized and no game result full verb in draftC2 to be nominalized. It is precisely because theapplicability of revision rules such as the two above is dependent on surface form that the presence of theDGS layer in the draft representation of streak is required.The surface form constraints in the pre-condition of Nominalization are given in Fig. C.13. The commonDSS for both draftC1 and draftC2 is given in Fig. C.14. The SSS of each draft form are respectively givenin �gures C.15 and C.17. and the corresponding DGS in �gures C.16 and C.18. In each of these FDs, theattributes that are tested by the pre-condition of the nominalization revision rules are uppercased. Anexample attribute of draftC1 whose value matches a pre-condition to the application of Nominalizationis the attribute struct under the path {rels time elts cdr car} in Fig. C.15 containing the SSS layerof draftC1. Its value, hypotax matches that of the corresponding attribute of the Nominalization pre-condition (shown on line 13 in Fig. C.13). Now consider the same attribute in Fig. C.17 containing theSSS layer of draftC2 . Its value is event, thus causing the uni�cation of draftC2 with the pre-conditionof Nominalization to fail. This example also illustrates the structure traversal of the draft's DGS and SSSlayers that the revision rule interpreter performs while trying to apply a given revision rule. Note how thematch for draftC1 and mismatch for draftC2 just discussed occur when the SSS part of pre-condition forthe Nominalization revision rule is uni�ed with the sub-FD under the path {rels time elts cdr car} inthe SSS layer of the draft. This uni�cation is attempted only after failure to unify the pre-condition of therevision rule4 with any embedding sub-FD.C.2 Additional example runsIn the following sections I present three additional example runs describing other interesting aspects ofstreak. The �rst of these additional runs, Run 3, consists of draft building stages that illustrate theparaphrasing power encoded in the phrase planner and the lexicalizer. It shows a variety of draft formsgenerated from the same set of input �xed facts. The next additional run, Run 4 consists of parallel revisionincrements that illustrates the paraphrasing power encoded in the reviser. It shows how the same oating factcan be incorporated into the same initial draft form by using di�erent revision rules resulting in a variety ofrevised draft forms. The last additional run, Run 5 provides another example incremental complex sentencegeneration. Whereas Run 1 illustrated the variety of revision rules by applying a di�erent rule at eachincrement, Run 5 illustrates the applicability of the same rules in di�erent textual contexts by repeatedlyapplying the same rules at a di�erent levels inside the draft structure.C.2.1 Example run 3: Generating draft paraphrasesAs explained in Section 7.2.2.2, there are multiple sources of paraphrasing power in streak. There aretwo such sources at play at draft time: alternative phrase planning rules and alternative lexicalization rules.Run 3, shown in Fig. C.19 illustrates the e�ects of these two sources. It contains 13 draft building stagesfrom the same semantic input. This input, generated by a call to the function dssE0 is similar to the draftstage input dssF0 of Run 1 that was shown in Fig. C.3. It contains exactly the same concepts only di�erentinstances of each.Each draft inRun 3 is built by calling the function draft. Paraphrases 1 to 8 are produced by constrainingthe syntagmatic structure of the draft using the keyword parameter :sss with one of the three form agsgiven in Fig. C.2. form-flag1, used in paraphrases 1, 4 and 7, forces streak to choose an hypotactictop-level structure where the main statistic is the matrix clause and the game result is a dependent clause.4Or any revision rule depending whether a speci�c revision rule is indicated in the input to the reviser.335



> (progn (draft (dssE0) :sss (form-flag1)) (values)) ;; Paraphrase 1Orlando, FL -- Shaquille O'Neal rattled off 37 points Friday night asthe Orlando Magic beat the Toronto Raptors 101 - 89.> (progn (draft (dssE0) :sss (form-flag2)) (values)) ;; Paraphrase 2Orlando, FL -- Shaquille O'Neal tossed in 37 points Friday night as theOrlando Magic posted a 101 - 89 triumph against the Toronto Raptors.> (progn (draft (dssE0) :sss (form-flag3)) (values)) ;; Paraphrase 3Orlando, FL -- Shaquille O'Neal chipped in 37 points Friday night,rallying the Orlando Magic to a 101 - 89 win over the Toronto Raptors.> (progn (draft (dssE0) :sss (form-flag1)) (values)) ;; Paraphrase 4Orlando, FL -- Shaquille O'Neal hit for 37 points Friday night while theOrlando Magic routed the Toronto Raptors 101 - 89.> (progn (draft (dssE0) :sss (form-flag2)) (values)) ;; Paraphrase 5Orlando, FL -- Shaquille O'Neal tallied 37 points Friday night while theOrlando Magic clinched a 101 - 89 victory over the Toronto Raptors.> (progn (draft (dssE0) :sss (form-flag3)) (values)) ;; Paraphrase 6Orlando, FL -- Shaquille O'Neal finished with 37 points Friday night,pacing the Orlando Magic to a 101 - 89 win over the Toronto Raptors.> (progn (draft (dssE0) :sss (form-flag1)) (values)) ;; Paraphrase 7Orlando, FL -- Shaquille O'Neal stroke for 37 points Friday night as theOrlando Magic triumphed over the Toronto Raptors 101 - 89.> (progn (draft (dssE0) :sss (form-flag2)) (values)) ;; Paraphrase 8Orlando, FL -- Shaquille O'Neal fired in 37 points Friday night as theOrlando Magic recorded a 101 - 89 victory over the Toronto Raptors.> (progn (draft (dssE0) :sss (form-flag3)) (values)) ;; Paraphrase 9Orlando, FL -- Shaquille O'Neal stroke for 37 points Friday night,fueling the Orlando Magic to a 101 - 89 triumph over the Toronto Raptors.> (progn (draft (dssE0)) (values)) ;; Paraphrase 10Orlando, FL -- Shaquille O'Neal fired in 37 points Friday night, pushingthe Orlando Magic to a 101 - 89 triumph over the Toronto Raptors.> (progn (draft (dssE0)) (values)) ;; Paraphrase 11Orlando, FL -- Shaquille O'Neal pumped in 37 points Friday night,lifting the Orlando Magic to a 101 - 89 triumph over the Toronto Raptors.> (progn (draft (dssE0)) (values)) ;; Paraphrase 12Orlando, FL -- Shaquille O'Neal totaled 37 points Friday night while theOrlando Magic coasted past the Toronto Raptors 101 - 89.> (progn (draft (dssE0)) (values)) ;; Paraphrase 13Orlando, FL -- Shaquille O'Neal logged 37 points Friday night while theOrlando Magic beat the Toronto Raptors 101 - 89.> Figure C.19: streak generating draft paraphrases336



It also forces to link these two clauses by a temporal conjunction and the game result to be expressed using afull verb clause patterns. The di�erences between these three paraphrases is thus limited to the paradigmaticchoices of open-class words �tting in this structure. For example, the verb expressing the main statistic (\torattle o�" in 1, \to hit for" in 4 and \to strike for" in 7), the conjunction linking the matrix and dependentclauses (\as" in 1 and 7 vs. \while" in 4) and the verb expressing the game result (\to beat" in 1, \to rout"in 4 and \to triumph over" in 7).form-flag2 used in paraphrase 2, 5 and 8 speci�es the same top-level structure than form-flag1 butforces the game result to be expressed using a support verb clause pattern. The paradigmatic variationswithin this pattern concern the choice of support verb (\to post" in 2, \to clinch" in 5 and \to record" in 8),the choice of head noun in the object NP of this support verb (\triumph" in 2 vs. \victory" in 5 and 8) andthe choice of preposition introducing the losing team (\against" in 2 vs. \over" in 5 and 8).form-flag3 used in paraphrases 3, 6 and 9 forces streak to link the main statistic clause to theexpression of the game result by a co-event clause. The paradigmatic variety in this case is the same thanfor form-flag2 with additional choice of the head verb for the linking co-event clause (\to rally" in 3, \topace" in 6 and \to fuel" in 9).The paradigmatic variations in all paraphrases of Fig. C.2 result from random choices of lexicalizationrules. In paraphrases 10 to 13, the syntagmatic variations, that were constrained by a form-ag in paraphrase1 to 9, also result from random choices as well (of phrase planning rules) since the function draft is calledwithout an :sss keyword parameter. In the �rst two of these randomly structured drafts a co-event clauseis chosen to link the game result to the main statistic whereas in the last two a temporal conjunction ischosen.C.2.2 Example run 4: Using revision to generate paraphrasesHaving illustrated the two sources of paraphrasing power onto which streak can rely to vary its outputduring the drafting stage, I now turn to the four such sources onto which streak can rely during a revisionincrement: alternative revision rules, alternative draft constituents on which to perform the revision, andagain alternative phrase planning rules and lexicalization rules for realizing the oating fact in the contextof the revision.Run 4, shown in Fig. C.20, illustrates the e�ects of these four sources. It contains a call to the functionrevise1-para which allows for parallel revision increments all incorporating the same additional fact tothe same draft but each with a di�erent revision rule. It thus take as input three parameters: a draft, anadditional content unit and a list of revision rule names. revise1-para �rst prints its draft parameter. Itthen traverses its revision rule name list and repeatedly calls the function revise15cf. sections C.1.2 for adescription of this function.) to produce a di�erent revision of the draft incorporating the additional contentunit6. In Run 4, the draft is a basic sentence containing only the four �xed concepts. An example of semanticinput for this concept combination was given in Fig. C.3. The main clause realizes the main statistic and aco-event dependent clause links this main statistic to the nominal realizing the game result. The additionalcontent unit is of type losing streak extension. An example semantic input for this concept was given inFig. C.4.The �rst two elements in the revision rule name list rules-E are Appositive Conjoin of Nominal. Thedi�erence between Draft1a and Draft1b illustrates how streak can generate paraphrases by applying thesame revision rule at di�erent levels inside the draft structure. Draft1a results from the application of thisapposition revision rule to the bottom level proper nominal \the Toronto Raptors" of Draft0. This nominalrefers to the losing team whose streak was extended by the result of the reported game. It is embedded,as a qualifying PP complement, in another nominal conveying this game result \a 101-89 triumph over theToronto Raptors". Draft1b results from the application of the same apposition revision rule but this time ontothis embedding game result nominal as a whole. In these two examples, the phrase planner and lexicalizerbuilding the linguistic form of the added constituent respectively produce \losers of seven straight" in Draft1a5(6revise1-para works by side-e�ects and always returns nil.337



> (revise1-para (draft (dssE0) :sss (form-flag3)) (adssE1) (rules-E))Draft 0:Orlando, FL -- Shaquille O'Neal hit for 37 points Friday night, powering the OrlandoMagic to a 101 - 89 triumph over the Toronto Raptors.Draft 1a:Orlando, FL -- Shaquille O'Neal hit for 37 points Friday night, powering the OrlandoMagic to a 101 - 89 triumph over the Toronto Raptors, losers of seven straight.Draft 1b:Orlando, FL -- Shaquille O'Neal hit for 37 points Friday night, powering the OrlandoMagic to a 101 - 89 triumph over the Raptors, Toronto's seventh setback in a row.Draft 1c:Orlando, FL -- Shaquille O'Neal hit for 37 points Friday night, powering the OrlandoMagic to a 101 - 89 triumph over the Toronto Raptors who lost their seventh straight.Draft 1d:Orlando, FL -- Shaquille O'Neal hit for 37 points Friday night, powering the OrlandoMagic to a 101 - 89 triumph over Toronto which sent the Raptors to their seventh lossin a row.Draft 1e:Orlando, FL -- Shaquille O'Neal hit for 37 points Friday night, powering the OrlandoMagic to a 101 - 89 triumph over Toronto, handing the Raptors their seventh defeat in arow.Draft 1f:Orlando, FL -- Shaquille O'Neal hit for 37 points Friday night, powering the OrlandoMagic to a 101 - 89 triumph over Toronto and riding the Raptors' losing streak toseven.NIL> Figure C.20: streak generating paraphrases by using a variety of revision rulesand \Toronto's seventh setback in a row". These two forms correspond to the application of di�erent phraseplanning rules. For example whereas in the �rst the streak semantic element is mapped onto a pre-modifyingadjective (\straight"), in the second it is mapped onto a synonymous post-modifying PP (\in a row").The subsequent two elements in the revision rule name list are Adjoin of Relative Clause to Nominal.This rule is applied to the same two constituents onto which Appositive Conjoin of Nominal where pre-viously applied, respectively resulting in Draft1c and Draft1d. Again the di�erence in draft constituents ontowhich the rule is applied results in di�erent linguistic forms for the new constituent attached by the revision.For example, in the relative clause \who lost their seventh straight" adjoined to the embedded proper nominal\the Toronto Raptors", the losing nature of the streak is expressed by a verb (underlined) whereas in therelative clause \which sent the Raptors to their seventh loss" adjoined to the embedding common nominal\a 101-89 triumph over the Toronto Raptors" it is expressed by a noun (underlined).The next element in the revision rule name list rules-E is Adjoin of Non-finite Clause to Nominal.338



It di�ers from the previous rule only in terms of the type of clause adjoined by the revision. Draft1e resultsfrom the application of this rule to the same common nominal constituent onto which both AppositiveConjoin of Nominal and Adjoin of Relative Clause to Nominal were applied to respectively generateDraft1b and Draft1c. The contrast between Draft1b, Draft1d and Draft1e highlights the paraphrasing powerprovided by having a variety of revision rules applicable for the same purpose in the same context. Thecontrast between \loss" in the supplemental relative clause \which sent the Raptors to their seventh loss in arow" of Draft1d and \defeat" in the supplemental non-�nite clause \handing the Raptors their seventh defeatin a row" in Draft1e illustrates how random choices of lexicalization rules also add to streak paraphrasingpower during revision.The next element in the revision rule name list rules-E is Coordinative Conjoin of Clauses. Thisrule is applied to a higher level draft constituent than in any of the previous revision increments of thisexample run: the whole co-event clause linking the game result to the main statistic. This constituent isfour level higher in the draft syntactic three than the constituent onto which the revision rule was appliedthan to generate Draft1a and Draft1c.C.2.3 Example run 5:Applying the same revision rules in di�erent contextsThe last example run, shown in Fig. C.19, provides another case of incremental complex sentence gen-eration. As opposed to the �rst case (Run 1 presented in Section C.1.1) where a di�erent revision rulewas applied at each increment, two revision rules are applied twice each during the run in di�erent textualcontexts provided by the evolving draft. During the revision from Draft 0 to Draft 1 the rule CoordinativeConjoin of Clause is applied to the top-level clause of the draft expressing the main statistic. This revisionadds a new player statistic. After the revision, the dependent clauses that were subordinated to this mainstatistic clause become subordinate to the whole new conjunction \[Karl Malone provided 28 points] and[John Stockton added 27]". During the revision from Draft 2 to Draft3 the same revision rule is appliedagain to add another statistic by the same player. This time the application is local to the second elementof the conjunction built by the �rst application of that rule. It yields the embedded conjunction \[[JohnStockton added 27] and [; had 23 assists]]". Similarly, the revision rule Adjoin of Classifier to Nominalis applied twice to add an historical fact of type record. It is �rst applied during the revision from Draft 1to Draft 2 to the NP \27" summarizing Stockton's scoring performance and then during Draft 3 to Draft4 to the NP \23 assist" summarizing Stockton's passing performance. The last revision in this run adds ahistorical fact of type winning streak extension. It uses the revision rule Appositive Conjoin of Nominal.
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> (revise (draft (dssA0) :sss (form-flag3)) (float-stack-A) :verbose T)Draft 0:Los Angeles -- Karl Malone provided 28 points Saturday, fueling the Utah Jazz to a 127- 111 win against the Los Angeles Clippers.Draft 1 (lex-num = 29 depth = 7):Los Angeles -- Karl Malone provided 28 points and John Stockton added 27 Saturday,fueling the Utah Jazz to a 127 - 111 win against the Los Angeles Clippers.Draft 2 (lex-num = 32 depth = 7):Los Angeles -- Karl Malone provided 28 points and John Stockton added a season record27 Saturday, fueling the Utah Jazz to a 127 - 111 win against the Los Angeles Clippers.Draft 3 (lex-num = 36 depth = 7):Los Angeles -- Karl Malone provided 28 points and John Stockton added a season record27 and had 23 assists Saturday, fueling the Utah Jazz to a 127 - 111 win against theLos Angeles Clippers.Draft 4 (lex-num = 39 depth = 7):Los Angeles -- Karl Malone provided 28 points and John Stockton added a season record27 and had a league high 23 assists Saturday, fueling the Utah Jazz to a 127 - 111 winagainst the Los Angeles Clippers.Draft 5 (lex-num = 43 depth = 8):Los Angeles -- Karl Malone provided 28 points and John Stockton added a season record27 and had a league high 23 assists Saturday, fueling the Utah Jazz to their fourthstraight win, a 127 - 111 win against the Los Angeles Clippers.((SSS ((DSS .... ))))> Figure C.21: Complex sentence generation where the same revision rule is used at di�erent draft levels
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Appendix DPartially automating corpus analysis:the CREP software toolA pervasive subtask of corpus analysis for generation knowledge acquisition is to search the corpus foroccurrences of speci�c lexical items and/or syntactic forms. These items and forms can be searched for theirown sake or as marks of a semantic message class. Such a search can be done by hand or by writing a scanningprogram speci�c to the search. After experimenting with both methods, I felt the need for a software toolautomatically producing (and running) a scanning program from a exible and high-level speci�cation of theitems to search for.To address this need, I initiated and supervised the development of crep a system that retrieves ina corpus all the sentences containing a lexico-syntactic pattern speci�ed as a regular expression of wordsand/or part-of-speech tags. crep was implemented by Duford. It is written on top of flex and currentlyuses Church's statistical tagger as the default part-of-speech tagger.In this appendix, I give an overview of crep and its use in assisting corpora analysis. I �rst briey surveythe syntax of crep. I then discuss in detail three examples of corpus data analysis using crep. The �rstexample illustrates usage of crep during the knowledge acquisition phase of the development of a generationsystem. It shows how to use crep for the acquisition of lexical entries for a generator. The two otherexamples usage of crep during the evaluation phase of the development of a generation system. The secondexample shows how to use crep to search a test corpus for occurrences of a given realization pattern (i.e.,a given linguistic expression of a given domain concept combination). The process of encoding a realizationpattern as a crep expression is detailed on this second example. The third example shows how to use crepto assess the portability of the knowledge structures used by a generator, in the case at hand the revisionrules of streak. The process of encoding the signature of a revision rule1 as a pair of crep expression isdetailed in this third example.D.1 A brief overview of CREP syntaxIn a crep expression, the following operators can be used over words, over tags and recursively over crepexpressions:� exp1 ; exp2 specifying simple co-occurrence of exp1 and exp2� exp1 . exp2 constraining exp1 to appear before exp2� exp1 N- exp2 constraining exp1 to appear at a minimum distance of N words before exp2� exp1 N+ exp2 constraining exp1 to appear at a maximum distance of N words before exp21See Section 5.3.2.2 for the de�nition of the signature of a revision rule.341



� exp1 N= exp2 constraining exp1 to appear at the exact distance of N words before exp2� exp1 j exp2 specifying the occurrence of either exp1 or exp2� exp0 ? specifying the optional presence of exp0A crep expression can also contain:� The @BEG@ keyword specifying the beginning of sentence position.� The @END@ keyword specifying the end of sentence position.� The @@@ escape operator indicating that the expression surrounded by this operator should beinterpreted in flex syntax instead of crep syntax (this escaping operator makes all the flex operatorsusable in crep expressions).In order to modularly develop crep expressions and re-use them in many searches, they can be put in ade�nition �le that crep accepts as input in addition to the main expression and the corpus to search. Theother facilities of crep include:� An option to output the speci�c substring that matched the input expression in addition to the wholesentence containing it.� An option to �lter sentences matching di�erent expressions in di�erent �les all at once. This optionalso allows simulation of 'at most one', 'exactly one' and 'zero' (i.e.,, negation) semantics with respectto the number of input expression matches inside a sentence (the default semantics being 'at leastone').� An option to overwrite the built in sentence delimiter using declarative rules.See [Duford 1993] for a detailed presentation of these operators and options with many examples.D.2 Using CREP for lexical knowledge acquisitionIts exibility and user-friendliness make crep a very useful tool at any point during the development of acorpus-based language generation application. In the present work, crep proved useful beyond the systematictype of searches involved in the evaluation phase and exempli�ed in the next section. I also used it for theopportunistic type of searches needed during the system implementation phase.For example, the following situation arose during the implementation of streak's surface mapping rules.One of these rules speci�es what verbs can be used to express the rebounding statistic of a player. At themoment of writing this rule I remembered three such verbs:� \to grab", speci�c to rebounding statistics,� \to have", general for all types of statistics,� \to add", general for all types of statistics, but invalid as the opening statistic of the reportIn order to widen the lexical coverage of streak, I searched for alternative verbs lexicalizing a reboundingstatistics in the corpus. The crep command to perform this search was:cat ../base/* | crep -w -e 'PLAYER 4- REB' -d ../defexpr/def1which instructs crep to retrieve all the corpus sentences where an expression referring to a player is followedat a distance of at least four words by the expression of a word used to refer to rebounds. The detailedmeaning of the options and parameters inside this command is the following:� ../base is the path of the directory containing the corpus �les� -w is the crep option to output the matching expression together sentence containing it342



BOSTON ( UPI ) { Kevin Gamble scored 28 points Monday night and Joe Kleine added a career-high 20 rebounds, sending the Boston Celtics to a 110-89 victory over the Sacramento Kings for their eighth straight triumph.Joe@NPNP Kleine@NPNP added@VBD a@AT career-high@JJ 20@CD rebounds@MIAMI ( UPI ) { Steve Smith scored 30 points and Rony Seikaly grabbed a franchise-record 34 rebounds Wednesdaynight to lead the Miami Heat to their season-high fourth straight win , 125-106 over the Washington Bullets.Rony@NPNP Seikaly@NPNP grabbed@VBD a@AT franchise-record@JJ 34@CD rebounds@AUBURN HILLS , Mich. ( UPI ) { Joe Dumars scored 28 points and Dennis Rodman hauled in 21 rebounds Fridaynight to lead the Detroit Pistons to their �fth straight victory , a 107-103 win over the Cleveland Cavaliers.Dennis@NPNP Rodman@NPNP hauled@VBN in@IN 21@CD rebounds@ATLANTA ( UPI ) { Dominique Wilkins scored 30 points and Kevin Willis pulled down 16 rebounds to send theAtlanta Hawks to a 97-95 victory over the Los Angeles Clippers Saturday night.Kevin@NPNP Willis@NPNP pulled@VBD down@IN 16@CD rebounds@DENVER ( UPI ) { Rookies Mark Macon scored 18 points and Dikembe Mutombo ripped down 18 rebounds Thurs-day night , leading the Denver Nuggets to an 88-77 victory over the Minnesota Timberwolves.Dikembe@NPNP Mutombo@NPNP ripped@VBD down@IN 18@CD rebounds@Figure D.1: CREP search result for rebounding statistic verbs� -e is the crep option introducing the main expression parameter� -d is the crep option introducing the de�nition �le parameter� ../defexpr/def1 is the path of the de�nition �le (which must contain de�nitions for both PLAYER andREB)The entries for PLAYER and REB in the de�nition �les were:PLAYER $@@@([A-Z][a-zA-Z]+(@NNS|@NP)|[^ @]+@NPNP[ ][^ @]+@NPNP)@@@$REB $(rebounds|boards)@$The entry for player is surrounded by the `@@@' escape operator to indicate that it is written in flexsyntax. It roughly means: \a reference to a player is de�ned as either a word starting with a capital letter andtagged as a proper noun2 or as two consecutive such words. The de�nition for REB lists the two synonymunits used for rebounding performances.Part of the output of this search is given in �g. D.1. The �rst lines of each match contains the wholecorpus sentence retrieved and the last line the particular phrase that caused the match. This output showsthat three additional verbs to express rebounding statistics were uncovered: \to pull down", \to haul in"and \to rip down". These verbs could then be included in the surface mapping rule of streak for thelexicalization of rebounding statistics.D.3 Encoding realization patterns as CREP expressionsThe �rst step towards computing the proportion of clusters in the �rst test corpus corresponding to usageof realization patterns abstracted from the acquisition corpus was to encode each realization pattern as a2Or a noun phrase to match mistagged proper nouns. 343



crep expression.Recall from Section 2.4.2, that a realization pattern captures the mapping from a semantic unit combi-nation onto a particular syntactic structure. It speci�es the syntactic category used to express each semanticunit and the structural dependencies between these categories. For example, the realization pattern R1 in�g. D.2 speci�es that a game result is expressed by a clause and a streak by a PP. It also speci�es thatthe game result clause is the head constituent and the streak PP is attached to it as an adjunct. This is incontrast with pattern R2 where it is the streak that is expressed by the head clause and the game result byan adjunct PP.Realization patterns abstract away from domain references, speci�c lexical items and low-level syntacticvariations. Contrast for example the two corpus phrases given for each pattern in �g. D.2. Encoding arealization pattern as a crep expression therefore involves two steps:1. Write a syntagmatic pattern with most slots �lled with a crep sub-expression.2. List the paradigmatic synonyms for each sub-expression in the de�nition �le.Step (1) is straightforward. It involves following the realization pattern from left to right and adjustingthe distance operator parameters to account for low-level syntactic variations. For example, the main crepexpression E2 for the realization pattern R2 is given in �gure D.3 with two matching corpus sentences alignedbelow it. To follow this example, note that crep syntax relies on the following conventions:� Uppercase distinguish sub-expressions from literals� The '@' sign separates a word from its part-of-speech tag� A blank space separates a word's part-of-speech tag from the next wordStep (2) requires more work. The de�nitions for the sub-expressions appearing E2 are given in �g D.4.Writing such sub-expression de�nitions involves identifying words and/or phrases satisfying a combinationof semantic and syntactic constraints. For example the sub-expression V EXTEND stands for verb (syntacticconstraint) expressing a temporal extension (semantic constraint). It covers �ve verbs, \to extend", \toprolong", \to stretch", \to ride" and \to increase", which are synonyms for this particular sense.To avoid missing clusters corresponding to a realization pattern requires exhaustive coverage of thevocabulary in the de�nition �le. Such exhaustiveness can only be attained incrementally, starting froma manually de�ned bootstrapping vocabulary subset and then repeating corpus searches with crep sub-expressions containing wild-cards. For example, the only nouns initially known for a win were \win" and\victory". A corpus search with the expression:E3 = a(n)?@ 0= SCORE 1= OVER 0= TEAMa sub-expression of E2 where no constraint is speci�ed for the word appearing between SCORE and OVER,returned sentences like the two below (where the phrases matching the expression are in italics): \Indianapolis(UPI) { Rik Smits and Detlef Schrempf scored 23 points apiece Sunday , allowing the Indiana Pacers toextend their franchise - record home winning streak to 10 with a 108-100 triumph over the Philadelphia76ers."or\Los Angeles (UPI) { Michael Jordan scored 23 points and grabbed 10 rebounds and Scottie Pippen added20 points Tuesday night to help the Chicago Bulls extend their winning streak to 10 games with a 116-79rout of the Los Angeles Clippers.".Such sentences, allowed completing the de�nition of N WIN with the words \triumph", \rout", \drubbing",\blowing out", \decision", \romp", \upset", \humiliation", \trouncing", and \defeat". These nouns are notall complete synonyms since some of them are appropriate for di�erently restricted score ranges. However,they all �ll the same slot in E23.3Note that \defeat" which a priori expresses a loss, expresses a win in the particular context of this realization pattern where\a SCORE defeat of TEAM" can substitute for \a SCORE win over TEAM".344



Realization pattern R1 for the content unit combination:<game-result(winner,loser,score),streak(winner,aspect,result-type,length)>winner game-result loser score length streak+aspect typeagent process a�ected score resultarg head arg adjunct adjunctproper verb proper number PPprep [det ordinal adj noun]Chicago beat Phoenix 99-91 for its 3rd straight winNew York defeated Seattle 101-91 for its 4th consecutive victoryRealization pattern R2 for the same combination:winner aspect type streak length score game-result loseragent process a�ected/located location meansarg head arg adjunct adjunctproper verb NP PP PPdet participle noun prep [det number noun PP]Utah extended its win streak to 6 games with a 99-84 triumph over DenverBoston stretching its winning spree to 9 outings with a 118-94 rout of UtahFigure D.2: Realization pattern examples (reproduced from Section 2.4.2)
TEAM 0= V EXTEND 0= DET 0= W STREAK 0= to@ 0= CARD 0= GAMES 0= ...Utah extended its win streak to 6 games ...Boston stretched its winning spree to 7 outings ...... with 0= a(n)?@ 0= SCORE 0= N WIN 0= OVER 0= TEAM... with a 99-84 triumph over Denver... with a 99-84 rout of UtahFigure D.3: CREP expression E2 for realization pattern R2345



;; Reference to a team = name of a city, or name of a franchise or bothTEAM CITY|(the@ 1- (CITY 0=)? FRANCHISE)CITY (Boston|(New@ 0= York)|(New@ 0= Jersey)|Washington|Philadelphia|Charlotte|Orlando|Miami|Atlanta|Indiana|Cleveland|Detroit|Chicago|Milwaukee|Minnesota|Denver|(San@ 0= Antonio)|Dallas|Houston|Phoenix|Utah|(Los@ 0= Angeles)|(Golden@ 0= State)|Portland|Seattle|Sacramento)@FRANCHISE (76ers|Celtics|Knicks|Nets|Bullets|Sixers|Hornets|Magic|Heat|Hawks|Pacers|Cavaliers|Pistons|Bulls|Bucks|Timberwolves|Nuggets|Spurs|Mavericks|Rockets|Suns|Jazz|Lakers|Clippers|Warriors|((Trail@ 0=)? Blazers)|Supersonics|(Super@ 0= Sonics)|Sonics|Kings)@;; Verbs of temporal extensionV_EXTEND (EXTEND|PROLONG|STRETCH|RIDE|INCREASE)EXTEND ((to@ 0=)? extend@)|extending@|extended@PROLONG ((to@ 0=)? prolong@)|prolonging@|prolonged@STRETCH ((to@ 0=)? stretch@)|stretching@|stretched@RIDE ((to@ 0=)? ride@)|riding@|rode@INCREASE ((to@ 0=)? increase@)|increasing@|increased@;; Determiners = articles or possessive pronounsDET ARTICLE|POSSARTICLE a(n)?@|the@POSS (my|your|her|his|its|our|their)@ (0= own@)?;; Synonyms for `win streak'WIN_STREAK win(ning)?@ 0= (streak|spree|flurry|series)@;; Cardinal numbersCARD @@@(one|two|three|four|five|six|seven|eight|nine|ten|eleven|[0-9]+)@@@@;; Synonyms for `game'GAMES (game|decision|outing|contest)s@;; Final score of a gameSCORE (COMMA 0=)? ((CARD 1- CARD)|(@@@[0-9]+-[0-9]+@CD@@@)|(@@@[0-9][0-9][0-9][0-9]+@CD@@@)) (0= COMMA)?;; Nouns expressing a victoryN_WIN (victory|win|blowout|(blow@ 0= out)|defeat|rout|drubbing|triumph|decision|romp|upset)@;; Preposition introducing losing team in NPs expressing game resultsOVER (over|versus|against|of)@Figure D.4: crep sub-expression de�nitions for realization pattern R2346



To insure the completeness of the sub-expression de�nitions and the correctness of the main expressions,they were tested �rst on the acquisition corpus. It is only after these expressions yielded exactly the sameresults as those of the manual analysis on the acquisition corpus, that they were run on the �rst test corpus4.For such a systematic run, the crep package includes a special shell taking as input a �le where eachexpression E corresponding to a given realization pattern, is paired with a �le name F . For each < E;F >pair, this shell redirects the test corpus sentences matchingE into F . It also redirects the sentences matchingnone of the expressions into a no-match �le. Manual analysis of the no-match �le is then required to get thevalues of the evaluation parameters.D.4 Porting the signature of a revision tool: a detailed exampleI now illustrate the process of porting the crep expression pairs forming the approximate signature of arevision tool for the case of Adjoin of Co-Event Clause to Clause. The original, acquisition domainsignature of this tool is shown in Fig. D.5. This �gure contains only the sub-expressions di�ering from thosefor the signature of Adjoin of Relative Clause to Top NP which were already given in Fig. D.4 of theprevious section. The corresponding, test domain signature for the same tool is shown in Fig. D.6. Notethat for monotonic revisions like this one, the target pattern needs not contain the entire revised phrase butonly the sub-phrase added to the source pattern by the revision.An acquisition corpus cluster for each of the two target patterns of the original signature is given below:� For TARGET-B1, (A1): \Utah Jazz hold on to defeat the Los Angeles Lakers 98-94 , extending theirhome winning streak to 13 games."� For TARGET-B2, (A2): \the Los Angeles Clippers defeat the Knicks 101-91 , snapping a 12-gamelosing streak at the hands of New York dating back to February 23 , 1986."There are three main di�erences between these two target patterns:� Streak length expression (as a clause-modifying PP in TARGET-B1 vs. as an NP pre-modi�er inTARGET-B2),� Streak update type (extension in TARGET-B1 vs. interruption in TARGET-B2).� Streak result type (winning in TARGET-B1 vs. losing in TARGET-B2).Since these di�erences are independent, these two patterns can be merged in the more general5:TARGET-C1 = (VG-EXTEND|VG-END) 0= DET 0= (STREAK-LENGTH 0=)? (WIN-STREAK|LOSE-STREAK)This �rst generalization is motivated by the desire to factor out acquisition corpus artifacts during theprocess of porting the signature to the test corpus (and thus enhance the chances of �nding a matchingtest sentence). Note that TARGET-B0 also covers streaks of unspeci�ed length (since both alternativeexpressions for streak length are left optional), which is also desirable: although the length was alwaysspeci�ed in the acquisition domain, it may not be the case in the test domain. On the test domain corpus,TARGET-C1 matched the following sentences:1. (T1): \The blue-chip Hang Seng Index , which sank 207.95 points Friday , soared 181.02 points to9,177.95 , snapping its three session losing streak."2. (T2): \In Australia , stock prices rallied in active trading on the Sydney Stock Exchange snapping atwo day decline.4Some result discrepancies between the manual analysis and the crep expression runs on the acquisition corpus uncoverederrors in the former.5This more general pattern is glossed in the comments of Fig. D.6.347



Original Signature = (< source-B1,target-B1 >), (< source-B1,target-B2 >);; Acquisition domain source pattern: team reference followed by a verb conveying;; a positive outcome for that team, another team reference and a scoreSOURCE_B1 TEAM 0= V_WIN 0= TEAM 0= SCORE;; 1st acquisition domain target pattern: expresses winning streak extensionTARGET-B1 VG_EXTEND 0= DET 0= WIN_STREAK 0= @IN 0= STREAK_LENGTH;; 1st acquisition domain target pattern: expresses losing streak interruptionTARGET-B2 VG_END 0= DET 0= STREAK_LENGTH 0= LOSE_STREAK;; Extension verbsVG_EXTEND (extending|stretching|prolonging|riding)@;; Interruption verbsVG_END (snapping|ending|breaking|stopping|halting|interrupting)@;; Verbs conveying a positive outcome for the team reference preceding themV_WIN (((held@|hold@) 0= on@ 0= VI_WIN)|VP_WIN)VI_WIN to@TO 0= (defeat|beat|down|edge|pound|route|(cruise@ 0= past@)|...VP_WIN (defeated|beat|downed|edged|pounded|routed|(cruised@ 0= past@)|...;; Nominals conveying streaksWIN_STREAK win(ning)?@ 0= (streak|spree|flurry|series)@LOSE_STREAK (slide@|(losing@ 0= streak@)|((losing@ 0=)? skid@)|drought@|slump@);; Constructs expressing the length of a streakSTREAK_LENGTH (CARD_PREMOD 1- GAME);; Cardinal number in pre-modifying positionCARD_PREMOD @@@(two|three|four|five|six|seven|eight|nine|ten|eleven|[0-9]+)@@@@;; Synonyms for gameGAME (game|decision|outing|contest|session|day)@Figure D.5: Original signature of Adjoin of Co-Event Clause to Clause in sports domain
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Ported Signature = (< source-C1,target-C1 >);; Ported source pattern: a financial indicator reference, followed by a verb used in;; the stock market domain to express a positive result and a score quantifying that;; resultSOURCE_C1 INDICATOR 0= SM_V_WIN 0= SM_SCORE;; Ported 1st target pattern: an -ing verb conveying an extension or interruption,;; followed by a determiner, possibly a streak length and a noun conveying a streakTARGET-C1 (VG_EXTEND|VG_END) 0= DET 0= (STREAK_LENGTH 0=)? (WIN_STREAK|LOSE_STREAK);; Stock market scoreSM_SCORE SM_CARD (0= SM_UNIT (1- SM_CARD)?)?SM_UNIT percent@|points@|shares@SM_CARD ((@@@([0-9]+,)?[0-9]+(\.[0-9]+)?@@@@) (0= (million@|billion@))?)|(CARD 0= COMMA 0= CARD)|CARD;; Verbs expressing a positive outcome for the financial indicator preceding themSM_W_WIN (((held@|hold@) 0= on@ 0= SM_VI_WIN)|SM_VP_WIN)SM_VI_WIN (rising@|gaining@|jumping@|increasing@|climbing@|soaring@|...)SM_VP_WIN (rose@|gained@|jumped@|increased@|climbed@|soared@|...);; Financial indicator referenceINDICATOR ((stock@ 0=)? prices@)|(the@ market@)|volume@|stocks@|INDEXINDEX ((T|t)he@) 0= (IC_PREMOD 0=)? IP_PREMOD 0= INDEX_HEAD 0= I_POSTMODIC_PREMOD key@|@@@blue-chip@@@@|broader@|narrower@|@@@broader-based@@@@IP_PREMOD (Hang@ 0= Seng@)|Nikkei@|Tokyo@|Korean@|Singapore@|(Dow@ 0= Jones@)|...IP_HEAD ((I|i)ndex@)|((A|a)verage@)IP_POSTMOD of@ 0= CARD 0= (Industrials@|(Selected@ 0= Issues@))Figure D.6: Signature of Adjoin of Co-Event Clause to Clause ported to the �nancial domain
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3. (T3): \The key All Ordinaries Index , which eased 7.9 points Wednesday , rose 9.6 points to 2,052.4 {snapping its seven day losing streak.Searching for use of a tool in the test domain starts by considering each target pattern in turn, portingit to the test domain and analyzing the test sentences it matches. Presence in the test corpus of a sentencematching the ported target pattern constitutes in itself reasonable evidence for the usage of the revision tool.For example, sentences T1�3 above constitute reasonable evidence for the usage of Adjoin of Clause asCo-event in Clause in the stock market domain.This evidence is con�rmed by the co-presence in the test corpus of a surface decrement for any sentencematched by the ported target pattern. Finding such surface decrement also requires porting the sourcepattern(s) paired with the matching target pattern in the revision signature. This porting process can beguided by comparing the test corpus phrases matching the ported target signature to phrases that parallelthem in the acquisition domain. In the case at hand, this means porting the source pattern SOURCE-B1of Fig. 5.5 by comparing sentences T1 and T3 above, - which share the same source syntactic structure - tocorresponding acquisition domain phrases such asA2: \helping the Los Angeles Clippers defeat the Knicks 101-91 , snapping a 12-game losing streakat the hands of New York dating back to February 23 , 1986."This source pattern matches expressions of the game-result concept of the acquisition domain. However,there are conceptual discrepancies between game-result and its test domain counterpart, variation. First,variation is missing an a�ected role and the second TEAM sub-expression of SOURCE-B1 needs to besuppressed. Second, the agent role of variation is �lled by a �nancial indicator instead of a basketballteam. So the �rst TEAM sub-expression of SOURCE-B1 which matches basketball team names needs tobe replaced by an INDICATOR sub-expression, matching �nancial indicators names. De�ning this newsub-expression requires acquiring indicator names, which tend to be fairly complex (e.g., \the Dow Jonesaverage of 30 industrials"). See the sub-expressions below INDICATOR in Fig. D.6 for their encoding. Afterthese conceptual discrepancies have been accounted for, the partially ported source pattern has become:SOURCE-B2 = INDICATOR 0= V-WIN 0= SCORE.As is, this expression cannot yet match any stock market corpus sentence. First, due to the suppressionof the a�ected role in the test domain, di�erent verbs express the positive result in each domain: transitiveverbs (e.g., \The Gold Index soared") instead of intransitive ones (e.g., \the Los Angeles Clippers defeatedthe New York Knicks"). The sub-expression V-WIN covering the transitive verbs of the acquisition domainmust thus be replaced by a sub-expression SM-V-WIN covering the intransitive ones of the test domain.Second, the quantities and units in basketball games scores (e.g., \101-91") di�er from those in �nancialindicator scores (e.g., \181.02 points to 9,177.95"). The sub-expression SCORE in SOURCE-B2 coveringbasketball scores thus needs to be replaced by a sub-expression SM-SCORE covering stock market scores.Finally, in test corpus, a historical fact6 may be attached as relative clause to the NP referring to theindicator whose score is reported. For cases like these, where the only knowledge of the phenomenon comesfrom the few sentences that matched the ported target pattern, adjusting the source pattern can only becarried out incrementally using trial-and-error until a satisfying match is found. Since in both sentencesT1 and T3 above, the additional relative clause (underlined) was seven word long7, the �rst ported sourceexpression tried was one allowing up to 10 words between the subject name and the verb:SOURCE-C1 = INDICATOR 0= SM-V-WIN 10- SM-SCORE.This expression matched the source test domain sentence:\The key Straits Times Industrials Index , which plummeted 65.45 points Thursday , soared 108.00 pointsto 2,302.86."6Not belonging to the record or streak classes of historical facts studied in this thesis.7Counting punctuation marks. 350



Since it matches some test corpus sentences, the pair < SOURCE-C1 , TARGET-C1 > constitutes the�nal approximate ported signature of the revision tool Adjoin of Co-Event Clause to Clause. The goalof this stock market domain analysis was not to discover new realization patterns. Instead it was only toevaluate the portability of the revison tools already discovered in the basketball domain. Therefore, for agiven revision tool, once one < source , target > pair of realization patterns has been successfully ported,there is no need to consider the other such pairs associated with this tool. One can instead proceed to thenext revision tool.
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