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Abstract—This paper provides a brief tour through the main
fuzzy and linguistic decision-making trends, studies, method-
ologies and models developed in the last 50 years. Fuzzy and
linguistic decision-making approaches allow to address complex
real-world decision problems where humans exhibit vagueness,
imprecision and/or use natural language to assess decision alter-
natives, criteria, etc. The aim of this paper is threefold. Firstly,
the main fuzzy set theory and computing with words based
representation paradigms of decision information, with their dif-
ferent levels of expressive richness and complexity, are reviewed.
Secondly, three core decision-making frameworks are examined:
(1) multi-criteria decision-making, (2) group consensus-driven
decision-making, and (3) multi-person multi-criteria decision-
making. Thirdly, the paper discusses new complex decision-
making frameworks that have emerged in recent years, where
decisions are guided by the “wisdom of the crowd”: their
associated challenges are highlighted and considerations on much

needed key guidelines for future research in the field are provided.

Index Terms—fuzzy decision-making; fuzzy sets; linguistic
decision-making; preference modelling; multi-criteria decision-
making; group decision-making; consensus reaching processes

I. INTRODUCTION

Decision-making is a humankind cognitive process consisting

in selecting an alternative amid multiple options. Decision-

making environments can be discriminated with respect to

the type of alternative knowledge/assessment on the alterna-

tives to process or analyse: in a certainty environment the

knowledge/assessment on the alternatives is clearly known;

in a risk environment the knowledge/assessment on the alter-

natives is probabilistic; while in an uncertainty environment

the knowledge/assessment on the alternatives are evaluated in

an approximate fashion that is non-probabilistic. Within this

last type of environments, fuzzy decision-making, i.e. decision-

making where the information about the alternatives is vague

and imprecise, became a prolific research area after Zadeh’s
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seminal fuzzy sets article in 1965 [1], which was key in the

development of the pioneering fuzzy decision-making model

by Bellman and Zadeh, published 50 years ago, in 1970 [2].

Since then, fuzzy decision-making scenarios, approaches

and methodologies have gained enormous popularity due to

their ability to capture human beings’ inherent subjectivity

and vagueness when facing decision problems of diverse

complexity levels. Contributions in this field include models

and methods for group and/or multi-criteria decisions [3],

[4], [5], fuzzy and linguistic decision-making foundations [6],

[7] such as the computing with words paradigm [8], consen-

sual decision approaches [9], fuzzy and linguistic preference

modelling [8], [10], [11], aggregation operators [12], [13],

and approaches for social network contexts [14], [15], large-

scale decisions [16], or decisions guided by opinions in social

networks [17], amongst others.

This paper aims at paying tribute to research progress made

in the fuzzy and linguistic decision-making landscape over the

last five decades. In a broad sense, a main objective of this

study is to provide an overview of the current state of affairs

and potential future research opportunities on this field. To

do so, a discussion is set forth on the research challenges

regarding (i) making wiser decisions in a better way, (ii)

representing expert assessments using realistic and common

sense approaches, (iii) incentivising more practical and impact-

driven developments, and ultimately (iv) stimulating future

developments towards “crowd decision-making” phenomena,

i.e. events guided by the wisdom and the intelligence of crowds

and aided by recent socio-technological developments.

The rest of the paper is structured as follows. Section II in-

troduces existent approaches proposed to represent assessment

information in decision-making based on fuzzy sets, their best

known extensions and computing with words, followed by a

critical perspective on recent complex approaches far from

common sense. Section III examines the characteristics and

role of fuzzy and linguistic representation approaches in three

core decision-making frameworks with multiple criteria and/or

group of people. Section IV explores complex and emerging

decision-making paradigms that have attracted recent research

interest; highlights their challenges and provides a reflection

about prospects and opportunities raised by data, AI and

emerging technologies; as well as the imperative paradigm

shifts to be adopted for advancing the state of affairs on

this research field in future. Finally, Section V presents our

concluding remarks.
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II. INFORMATION REPRESENTATION FORMATS IN

UNCERTAIN ENVIRONMENTS

In decision-making processes, the most suitable alternative

is determined among a set of possible options by establishing

a ranking of them. This is typically done predicated on

knowledge in the form of human expert assessments on the

alternatives, which can represent (i) the degree up to which an

alternative satisfies a particular criterion or (ii) the preference

degree of one alternative over another one. In both cases, the

assessment must be provided in a given representation domain.

Therefore, a key issue in decision-making processes is the

selection of a representation domain to formally represent the

assessments expressed by the experts.

Since the process of decision-making is a cognitive process

carried out by humans (experts), fuzzy set theory is partic-

ularly suitable to be used in its resolution and, since Zadeh

introduced it in [1], remarkable progress has been made in

this research area with the development of fuzzy set based

models of representation of decision information pervaded

with human uncertainty regarding their assessment of the

alternatives. Indeed, both fuzzy set theory and its extensions

[18] are very helpful in dealing with vagueness or ambiguity

of human assessments both quantitatively and qualitatively,

being the most appropriate tools to characterize often not well-

defined assessments found in most practical situations. As a

consequence, a number of models and tools based on fuzzy

sets and their extensions have been proposed for their use in

decision-making processes. In the following subsections, we

recall some of the most important ones.

A. Fuzzy number assessments

The concept of fuzzy set addresses the modelling of belong-

ing of an object in a particular class such as the satisfaction

of a particular property which is defined in vague terms, and

therefore there is non-probablistic uncertainty regarding the

class boundary.

Definition 1: [1] “Let X be a non-empty universal set. A

fuzzy set A, also called type-1 fuzzy set, on X is defined

by a membership function µA : X → [0, 1] that associates

each element of the universal set X , x ∈ X , a degree of

membership to A, µA(x): A = {(x, µA(x)) | x ∈ X ∧
µA(x) ∈ [0, 1]}.”

Based on the concept of fuzzy set, fuzzy numbers were

introduced to manage imprecise numerical quantities in a

practical way [19]. They are generalizations of real numbers

in the sense that they do not refer to a single value but rather

to a connected set of possible values, which have their own

weight between 0 and 1.

Definition 2: [19] “Let A : R → [0, 1] be a fuzzy set of the

real line. Then, A is a fuzzy number if it satisfies the following

properties:

• A is normal, i.e., ∃x0 ∈ R with A(x0) = 1.

• A is fuzzy convex, i.e., A(tx + (1 − t)y) ≥
min{A(x), A(y)}, ∀t ∈ [0, 1], x, y ∈ R.

• A is upper semicontinuous on R, i.e., ∀ǫ > 0 ∃δ > 0
such that A(x)−A(x0) < ǫ, |x− x0| < δ.

• A is compactly supported, i.e., cl{x ∈ R; A(x) > 0} is

compact, where cl(B) denotes the closure of the set B.”

When using fuzzy numbers, instead of providing an exact

value, the expert uses expressions like “about 0.6” to indicate

a real number in a vague but practical way [20].

B. [0, 1]–assessments

As per the definition of fuzzy set, the membership degree

µA(x) has been also used to characterize the experts’ assess-

ments. For example, it can represent the degree up to which a

certain alternative x satisfies a given criterion A according to

the expert’s opinion. In addition, a more flexible approach to

model experts’ uncertain assessment on alternatives consists

in the use of interval valued numbers in Definition 1 rather

than precise membership degrees , i.e. in considering µA(x)
to be a closed interval of the unit interval [0, 1] [21], which

are called interval-valued fuzzy set (IVFS).

C. Atanassov intuitionistic fuzzy assessments

Zadeh’s fuzzy set theory includes the assumption of the

complement of a fuzzy set A having membership function

uniquely defined in terms of the membership function µA(x)
as 1 − µA(x). In other words, in Zadeh’s fuzzy set theory

the addition of the membership degree of each element of the

universal set X to a fuzzy set A or its complement Ac is equal

to 1. This fundamental assumption is relaxed in Atanassov’s

intuitionistic fuzzy set theory [22], and the mentioned addition

is subject to the constraint of being less than or equal to

1. Thus, in Atanassov’s intuitionistic fuzzy set theory, the

membership degree of each element of the universal set X to

the complement fuzzy set of A is no greater than 1− µA(x).
This difference allows to better model hesitation situations

with regards to both the exclusion and the inclusion of an

object to a particular class [13], [23].

Definition 3: [22] “Let X be a non-empty universe. An

Atanassov intuitionistic fuzzy set (AIFS) A on X is defined

as A = {(x, µA(x), νA(x)) | x ∈ X} with µA(x) ∈ [0, 1]
being the membership degree of the element x ∈ X in A
and νA(x) ∈ [0, 1] being the non-membership degree of the

element x ∈ X in A, subject to the constraint 0 ≤ µA(x) +
νA(x) ≤ 1.”

Atanassov defined the concept of hesitancy index associated

with each alternative x ∈ X in the considered set A as

πA(x) = 1−µA(x)−νA(x), which represents a measure of the

hesitation of the expert to assign a numerical value to µA(x)
and νA(x). The advantage of considering the hesitation index,

i.e., another degree of freedom, is that it allows to represent

hesitancy of experts [24]. It is noticed here, that AIFSs and

IVFSs are mathematically equivalent [25].

D. Hesitant fuzzy assessments

Motivated by the natural difficulty often appearing when

the membership degree of an element must be established –

not because of an error margin as in Atanassov intuitionistic

fuzzy sets but rather due to having several among which

one would be the right one– Torra in [26] introduced a new
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extension of fuzzy sets, called hesitant fuzzy sets, by proposing

to represent membership degrees as subsets of [0, 1]. This

situation is very common in decision-making processes when

an expert could take into account several membership degrees,

i.e. {0.54, 0.56, 0.59} of an object to a particular class [27].

Definition 4: [26] “Let X be a non-empty universe. A

hesitant fuzzy set on X is a function h returning a subset

of values in [0, 1], i.e., h : X → {[0, 1]}.”

Therefore, a hesitant fuzzy set may also be built from a set

of fuzzy sets.

Definition 5: [26] “Let M = {µ1, µ2, . . . , µn} be a set

of membership functions. The hesitant fuzzy set related to

M , hM , is defined as hM : M → {[0, 1]} and hM (x) =⋃
µ∈M{µ(x)}, where x ∈ X .”

Note this definition is quite appropriate to decision-making

when experts must assess a set of alternatives. Here, M char-

acterizes the assessments of the experts for each alternative

and hM the assessments of the group of experts [28].

E. Linguistic assessments

In view of the fact that natural language is the standard

representation of the concepts used by humans for commu-

nication, in decision-making processes it has been considered

that a promising approach is one where experts provide their

assessments via words rather than real numbers (from [0, 1]).
The use of natural language implies the need for computing

with words (CW) [8], [29], a methodology in which the main

computation elements, instead of being numbers, are linguistic

variables whose values are propositions and words drawn from

a natural language [30], [31], [32].

Definition 6: [30] “A linguistic variable is formally defined

as a quintuple (L, T (L), U,G,M) where:

• L is the name of the variable.

• L(T ) is the collection of linguistic values of L, i.e., the

term set of L.

• U is a universe of discourse.

• G is the syntactic rule generating the terms in T (L).
• M is the semantic rule associating with each linguistic

value X its meaning M(X), where M(X) denotes a

fuzzy subset of U .”

To handle linguistic variables, the linguistic descriptors for

the term set and their associated semantics have to be deter-

mined. Different approaches to do this has been developed,

which may be classified into two groups [33].

1) Approaches based on fuzzy numbers: These approaches,

also called semantic approaches, work on fuzzy numbers

related to the semantics and employ the extension princi-

ple for computation [30]. Within the scope of the semantic

approaches, we find (i) approaches based on membership

functions [34], and (ii) approaches based on type-2 fuzzy sets

[35], concretely, interval type-2 fuzzy sets and interval-valued

fuzzy sets (particular cases of type-2 fuzzy sets) as they keep

the uncertainty modelling properties of general type-2 fuzzy

sets but decrease the computation efforts required to make

computations with them. The drawback of these approaches is

that they need an approximation process that leads to a lack of

accuracy in the results and a loss of information [29] (critical

aspects to be considered in decision-making processes).

2) Approaches based on qualitative scales: These ap-

proaches present higher interpretability than the semantic ones

and simpler computational processes. They can be structured

into two types:

• Approaches based on ordinal qualitative scales. Among

them, the most notable ones are: (i) the approach based

on ordinal scales and max-min operators [7], which

was the first proposed approach using a linguistic scale

S = {s1, . . . , sg} with a linear ordering as the only

structure available in S; (ii) the approach based on

convex combination [36], which directly computes on the

indexes associated with the linguistic terms of the set S
recursively generating a real number on the granularity

interval of S; (iii) the approach based on linguistic 2-

tuples [10], which uses a pair of values (s, α) in which s
is a linguistic term and α is a numeric value representing

a symbolic translation to deal with ordinal linguistic

information without loss of information; (iv) the approach

based on virtual linguistic terms [37], [38], which extends

the discrete term set S = {s−g/2, . . . , s0, . . . , sg/2} to

a continuous one S = {sα | α ∈ [−r, r]} in which

r(r > g/2) is an enough large positive integer (actually,

this approach is similar to the approach based on linguis-

tic 2-tuples from a mathematical computation point of

view [38]); (v) the approach based on ordering proximity

measures [39], which deals with non-uniform ordered

qualitative scales; and (vi) the approaches based on multi-

granular linguistic term sets and linguistic hierarchies

[40], [41], which uses linguistic terms belonging to

different linguistic term sets with different granularity and

semantics.

• Approaches based on linguistic scale functions, which try

to solve decision-making processes by means of mathe-

matical functions between linguistic terms and numerical

values. Among them, the most notable ones are: (i) the

approach based on proportional 2-tuples [42], which

is based on the canonical characteristic values of the

linguistic terms to deal with linguistic term sets that are

not uniformly and symmetrically distributed; (ii) the ap-

proach based on numerical scales [43], which establishes

a one to one mapping between the linguistic terms and a

numerical scale; and (iii) the approaches based on specific

mathematical functions that assign numerical values to

linguistic terms to represent its corresponding semantic

[44].

F. Complex linguistic assessments

The linguistic approaches shown in Section II-E assume

the assessment provided by an expert consists in a single

linguistic term chosen from a predefined linguistic term set.

Even though they are appropriate to describe vague concepts

associated with natural language, due to the expert’s granules

of knowledge and the complex decision-making processes

[45], the employment of a single linguistic term might not be

enough to express the expert’s assessment. Actually, the need

for selecting a linguistic term from a predefined set restricts

the way in which the experts provide their assessment as the
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linguistic terms might not match the expert’s opinion and, as

a result, the expert must balance between several linguistic

terms [46].

To avoid such a situation, the linguistic approaches should

allow the experts to employ more than one linguistic term.

This leads to the use of complex linguistic expressions, which

allude to linguistic assessments that involve more than one

linguistic term characterized by either artificial or natural

languages via linguistic hedges, connectives and linguistic

terms [46]. The use of complex linguistic expressions instead

of single linguistic terms facilitates both the representation

and elicitation of expert’s assessment in a more elaborated

way. However, dealing with complex linguistic expressions

is considerably more difficult than managing single linguistic

terms.

Several approaches dealing with complex linguistic expres-

sions have been developed in the last decade (refer to [46] and

[47] for a detailed description of them). The most notable ones

are the approach based on hesitant fuzzy linguistic term sets

[48] and the approach based on linguistic distribution [49].

1) Hesitant fuzzy linguistic term sets: They allow to model

experts’ hesitant assessment by means of comparative linguis-

tic expressions (multiple successive linguistic terms).

Definition 7: [48] “Let L = {l0, l1, . . . , lg} be an established

linguistic term set. A hesitant fuzzy linguistic term set, hL,

hL = {li, li+1, . . . , lj | 0 ≤ i ≤ j ≤ g} (1)

is an ordered finite subset of consecutive linguistic terms of

L.”

To better represent the complex linguistic assessments, the

concept of double hierarchy hesitant fuzzy linguistic term set

was introduced in [11]. Refer to [27] for recent developments

of hesitant fuzzy linguistic term sets in decision-making pro-

cesses).

2) Linguistic distribution: In comparison with hesitant

fuzzy linguistic term sets, a linguistic distribution gives some

symbolic proportion information over linguistic terms to char-

acterize experts’ distributed preferences as distributed assess-

ments.

Definition 8: [49] “Let L = {l0, l1, . . . , lg} be an established

linguistic term set. A linguistic distribution over L is defined

by:

DL = {(li, ρ(li)) | i = 0, 1, . . . , g} (2)

where ρ(li) ≥ 0 is the symbolic proportion of li and∑g
i=0

ρ(li) = 1.”

Given a linguistic distribution DL, li indicates a linguistic

term employed by an expert and ρ(li) indicates the corre-

sponding symbolic proportion information of li, as part of a

probabilistic distribution associated with the linguistic terms

[49]. Refer to [47] for a complete description of the linguis-

tic distribution and its variants, i.e., proportional linguistic

distribution, probabilistic linguistic term sets, incomplete lin-

guistic distribution, interval symbolic proportions, possibility

distribution for hesitant fuzzy linguistic term sets, proportional

hesitant fuzzy linguistic term sets, and hesitant linguistic

distribution.

G. Other representation approaches far away from common

sense

In this section, we have recalled the fuzzy sets and its most

used extensions to model experts’ assessments in decision-

making processes. However, in the literature, we can find other

extensions of fuzzy sets that have been applied to decision-

making [18], namely, Pythagorean fuzzy sets [50], picture

fuzzy sets [51], q-rung orthopair fuzzy sets [52], probabilistic

dual hesitant fuzzy sets [53], Fermatean fuzzy sets [54], to cite

some of them. Even though they are mathematically correct, it

has been seriously questioned whether constructions like those

could actually be of any use in real decision-making processes

asking to experts to use these fuzzy sets extensions to evaluate

alternative preferences under a rational and realistic premise.

In decision-making, it is necessary to show that the rep-

resentation domains used are useful from the vantage of

the experts. However, constructions that are too complicated

would not be useful because experts would be unable to

express their assessments accordingly, as the interpretation

of such constructions at times seems not to be well under-

stood: they are far from common sense [55]. In such a way,

they do not provide a significant enough contribution neither

practically nor theoretically. Whenever a new representation

domain is proposed, it is necessary to show that collecting

such information would be realistic and actually useful in

practical applications. Furthermore, once such a representation

is established, it then needs to be shown that using it can

effectively solve problems that currently arise.

III. DECISION-MAKING FRAMEWORKS: PROBLEMS AND

MODELS

This section revisits three core decision-making scenarios,

examining key characteristics, methodological trends, role of

fuzzy and linguistic modelling in these scenarios, and some of

their related challenges: multi-criteria decision-making (Sec-

tion III-A), group decision-making (Section III-B) and multi-

person multi-criteria decision-making (Section III-C).

A. Multi-Criteria Decision-Making (MCDM)

1) Framework description: In practical decision situations,

it is infrequent that humans have a single criterion in mind

when assessing an alternative. Decision processes guided by

preferences elicited under a single criterion are therefore not

sufficiently rational in many real contexts [3], [56]. MCDM

methods help finding the optimal solution in such situations

where evaluations need to be expressed under multiple (con-

tradictory) indicators or criteria associated to the alternatives

[57], [58].

A MCDM problem is formally characterized by:

• A finite set of decision alternatives, denoted X =
{x1, x2, . . . , xn}, n ≥ 2.

• A finite set of criteria used to evaluate alternatives, C =
{c1, c2, . . . , cq}, q ≥ 2.

• Each criterion cj ∈ C, j = 1, . . . , q, has associated

an importance weight wj ∈ [0, 1]. Criteria weights are

usually normalized, i.e.
∑

j wj = 1
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With these basic elements at hand, preference information is

expressed in an evaluation matrix M = (mij)n×q , where each

assessment mij represents the evaluation given to alternative

xi ∈ X , i = 1, . . . , n, in accordance with criterion cj .

Thus, the two main inputs for a MCDM problem are (i) the

evaluation matrix M , and (ii) the weighting vector associated

to criteria, W = {w1, w2, . . . , wq}.

The existence of criteria weights naturally implies that

in MCDM problems criteria may have diverse importance.

Furthermore, there can coexist both qualitatively and quanti-

tatively assessed criteria, both subjective and objective evalua-

tions, as well as both benefit criteria (whose assessment values

are to be maximized) and cost criteria (whose assessment

values are to be minimized).
2) MCDM Approaches: Role of Fuzzy Sets and Extensions:

Owing to the breadth of real-world application domains,

the multidisciplinary character of MCDM research and the

different motivations that may exist solving a MCDM problem,

there exist various major approaches or families of methods to

support these problems. Considering an operational viewpoint

[57], each of these approaches assumes a different view to

answer a common question: “how can we take into account all

criteria comprehensively in order to compare potential actions

(alternatives) between them?” [56].

The presence of uncertainty (vagueness, subjectivity, etc.)

exhibited by humans in the preference elicitation process

is another key aspect in practical MCDM scenarios. The

necessity of handling such uncertain information in MCDM

problems [69] has motivated the scientific community to

develop a wealth of methods based on fuzzy sets, CW and

their extensions, as well as other uncertainty theories. These

developments have a double objective:

1) Representing uncertain preference information in

MCDM. The representation scenarios examined

in Section II are applicable in MCDM for

modelling assessments. For example, for assessments

expressed as fuzzy membership degrees we have

mij = µcj (xi) ∈ [0, 1], for assessments expressed as

AIFS elements we have mij = (xi, µcj (xi), νcj (xi)),
and so on.

2) Performing computational processes on uncertain infor-

mation in MCDM, namely aggregation, comparison and

distance/similarity measures between different forms of

fuzzy sets, linguistic information, etc [8], [29], [33], [70].

Below we summarize the most prominent families of MCDM

methods (see Table I) outlining their key features and high-

lighting the role of fuzzy set-based theories in these methods

to apply computational processes on uncertain information.

(1) Value measurement methods are used in situations that

require assigning a single assessment or utility value to each

alternative in order to find the best alternative or establish a

ranking of them. These methods have their roots in Multi-

Attribute Utility Theory (MAUT) [71]. One of its simplest

approaches is the Simple Additive Weighting (SAW) method

[59] in which, given xi ∈ X , a weighted sum is used

to aggregate q assessments mij into a representative value,

mi indicating the overall intensity of preference for xi, i.e.

mi =
∑

j wj ·mij . An advantage of these methods is the ample

repertoire of solutions tailored to handle different uncertainty

representations [7], [72], [73] along with numerous approaches

for the aggregation of information [72]. Aggregation [74]

is a non-trivial process where several intricacies shall be

considered beyond the compensation between high-low input

assessments or the relative importance weights of criteria,

e.g. inter-dependence between criteria [75], optimistic versus

pessimistic aggregation attitudes [12], a mutual reinforcement

effect of similar aggregation inputs [76], etc. As a result, a

wide spectrum of aggregation operators have been established

in the MCDM literature, implementing very diverse logics for

aggregation processes, some of which accommodate fusing

preference information under fuzzy and linguistic representa-

tions [77], [78]. A limitation in value measurement methods

is the need for normalizing and unifying assessments before

aggregating them. Another difficulty lies in the choice of

aggregation function or selecting a suitable setting for criteria

weights and other aggregation parameters.

(2) Reference level methods establish one or several reference

points or “ideal solutions” and employ distance metrics with

the goal of determining the relative position of every alterna-

tive with respect to these reference points, thereby identifying

the most suitable alternative [61], [62]. Reference points

represent either Positive Ideal Solutions (PIS) or Negative

Ideal Solutions (NIS), such that the closer an alternative

xi is to a PIS –and the farthest it is to the NIS, where

applicable– the more suitable xi would be as a solution for the

MCDM problem. Various widespread techniques under this

category, e.g. TOPSIS, VIKOR, etc., differ from each other

in the distance metric being used. Reference level methods

stand out in their simplicity and adequacy to accommodate

a large number of alternatives and criteria, compared to other

families of methods. The choice of a distance measure between

alternatives and reference points usually requires unifying

cost and benefit criteria and normalizing assessments into a

common scale. Some reference level methods may also exhibit

limitations to distinguish between the performance of two or

more alternatives. In order to cope with MCDM problems un-

der fuzzy environments, extensions of reference level methods

have been proposed whereby distance measures between fuzzy

numbers, hesitant or intuitionistic fuzzy assessments, linguistic

assessments, etc., are defined [79], [80].

(3) Outranking methods [63], [64], [65] abide to the princi-

ple of dominance between alternatives. These methods focus

on comparing alternatives pairwise, predicated on a binary

relation on X . Since outranking methods apply pairwise

comparisons among alternatives at criterion level, they have

the advantage of not requiring normalization or unification of

assessments into a uniform representation, nor they are af-

fected by compensation between criteria as aggregation-based

approaches are. This implies that different fuzzy and linguistic

representations can be used across distinct criteria, in which

case extensions based on comparison laws between uncertain

assessments can be used, e.g. [81]. On the contrary, they do not

quantify how much more an alternative xi outperforms another

alternative xk, therefore they may incur loss of information.

(4) Pairwise comparison methods also compare alternatives

against one another, but unlike outranking methods, they
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TABLE I
TYPES OF MCDM METHODS

Type Key features and computational processes in fuzzy/linguistic extensions Representative methods

Value Measurement Easier to compare with other MCDM methods. They require normalizing
into a uniform assessment representation and scale. Aggregation as key
computational process in fuzzy/linguistic extensions.

Simple Additive Weighting (SAW) [59];
Weighted Aggregated Sum Product Assessment
(WASPAS) [60]

Reference Level Finding alternative(s) that is/are closest to an “ideal solution” and/or
farthest from a “negative ideal solution”. Simpler to apply than other
families of methods. They require normalizing assessments. Distance
measurement as key computational process in fuzzy/linguistic extensions.

Technique for Order Preference by Similarity
to an Ideal Solution (TOPSIS) [61]; Multi-
ple Criteria Optimization Compromise Solution
(VIKOR) [62]

Outranking They do not require normalizing nor unifying assessments. Can not quan-
tify how much one alternative is more preferred than another. Comparison
as key computational process in fuzzy/linguistic extensions.

Preference Ranking Organization METHod of
Enrichment Evaluation (PROMETHEE) [63];
Organisatioon, Rangement Et Synthèse de
données relaTionnElles (ORESTE) [64]; EL-
limination Et Choix Traduisant la REalite
(ELECTRE) [65]

Pairwise comparison They can reflect how much one alternative is more preferred than another.
Comparison as key computational process in fuzzy/linguistic extensions.

Analytic Hierarchy Process & Analytic Network
Process (AHP, ANP) [66]

Mixed/other Mixed methods combine the strengths of multiple approaches. Goal
programming as multiple-goal extension of linear programming models.

Multi-Objective Optimization on the basis of Ra-
tio Analysis plus full multiplicative form (Multi-
MOORA) [67]; Goal Programming [68]

are used when it is necessary to reflect how much more

preferred/suitable is xi against xk. AHP and ANP, along with

extensions to compare fuzzy information , are some of the

most popular classes of methods under this approach [66].

They have consequently more expressive power than outrank-

ing methods and thus they have been deeply investigated from

the viewpoint of modelling fuzzy and linguistic information

[82] to express strengths of preference, although they lead to

inherently more complex process for the same reason.

(5) Mixed/other approaches: Lastly, there exist mixed ap-

proaches like MULTI-MOORA [67] that combine aspects

from various approaches, e.g. value measurement and ref-

erence level mechanisms. Other approaches like Goal Pro-

gramming to optimize multiple objective functions, have been

also considered in MCDM research [68], both standalone or

combined with other methods.

3) Challenges of fuzzy sets and their extensions in MCDM:

Despite their proliferation across the area of MCDM, the

overall application of fuzzy sets, CW and their variants in

MCDM should be thoroughly revisited and put in perspective,

in line with current developments in Artificial Intelligence

(AI), Big Data and related paradigms that can potentially help

dealing with increasingly larger and more complex decision

problems. Some challenges to be considered are listed below:

• Recent substantial advances in Natural Language Pro-

cessing (NLP) would enable the extraction of accurate

evaluation information from human text [17] or speech.

These advances should be embraced for bridging the gap

between NLP and fuzzy decision-making scenarios in a

way that brings future developments back towards human

common sense. Concretely, in MCDM it is necessary to

start dealing with richer and less restricted human-like

linguistic expressions that not only capture assessments

on alternatives /criteria but also describe interrelation-

ships between these.

• Data-driven methodologies could help extracting (some-

times objective) insight about opinions, depending on

the nature of data [83]. Yet, the emergence of these

paradigms should not necessarily mean replacing the

(usually subjective) elicitation of assessments from a hu-

man expert, but rather investigating the synergy between

both sources, exploring how their interaction could help

handling uncertainty effectively or even dispelling it.

Besides, in some cases, the criteria are not independent

but interacting, which indicates the necessary to extend

data-driven methodologies in MCDM by considering

interactions among criteria. Data-driven decision support

(see Section IV-F) is important for many businesses and

has been discussed in many MCDM problems, such as

preference discovery, but it still needs the verification

and application for data-driven methodologies, which are

required to be more exhaustive and extended.

B. Group decision-making (GDM): Preference Relations

1) Framework description: Making collective decisions im-

plies the joint participation of several experts in a decision

problem, each of whom have their own ideas, attitudes,

motivations and knowledge. Group decisions often lead to

better and less biased solutions than those made by a single

person [84], [85] but they intuitively introduce the added com-

plexity of how to effectively combine individual preference

information into collective information for making adequate

(and acceptable) decisions.

A GDM problem is formally characterized by a finite set

X = {x1, . . . , xn} of n ≥ 2 alternatives, and a group

E = {e1, . . . , ez} of z ≥ 2 participants or experts, who

assess alternatives in X and attempt to find a common

collective solution for the problem. Similar to MCDM, some

GDM approaches assign different importance weights λk to

experts ek, k = 1, . . . , z. Frequently, in GDM problems each

expert ek ∈ E, expresses her/his opinions in X via pairwise

comparison assessments between the available alternatives,

concretely by providing a preference relation. Orlovsky studied

in [86] the properties of fuzzy preference relations. A fuzzy

preference relation associated with ek ∈ E on a finite set X
of n ≥ 2 alternatives, is given by a fuzzy binary relation and

represented as a n× n matrix Pk = (pijk )n×n of assessments

pijk = µPk
(xi, xj) ∈ [0, 1]. In accordance with the notions

introduced in Section II-B, each assessment indicates the

strength of preference by ek towards alternative xi when
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Fig. 1. Selection process for solving GDM problems. Source [85]

compared against xj (i 6= j). Concretely, if pijk > 0.5 then

xi is preferred over xj by ek. If pijk < 0.5 then xj is preferred

over xi by ek, and if pijk = 0.5 then both xi and xj are deemed

as indifferent or equally preferred.

The solution for a GDM problem typically consists of two

stages, as illustrated in Figure 1 [84], [87]: (1) an aggregation

phase in which the individual experts’ preferences are com-

bined at assessment level by using an aggregation operator

[74]; (2) an exploitation phase where the best alternative(s)

as the solution to the problem are identified, or a ranking of

them is established, e.g. using a dominance criterion [86].

2) Consensus and Uncertainty Management in GDM:

Motivated by the possibility that some experts might exhibit

disagreements with each other’s opinions or they may some-

times not accept the decision made, Consensus Reaching Pro-

cesses (CRP) were introduced as a key requirement in GDM

problems to achieve a high level of collective agreement before

the alternative(s) selection process [9], [88], [89], [90], [91].

Achieving consensus requires that some experts modify their

initial opinions, bringing them closer to each other, towards a

collective opinion deemed as satisfactory by the group. Figure

2 shows a general iterative scheme followed by most existing

approaches for CRPs in the literature. Its main stages are: (1)

Consensus measurement, i.e. determining the current closeness

level between opinions by using a consensus measure [49],

[92]; (2) Consensus control to determine whether the desired

level of consensus has been achieved; (3) Consensus progress,

applying a feedback mechanism to bring farthest opinions

closer to the rest of the group and increase the level of

agreement [88], [89], [90], [93].

In general, in a CRP experts manually modify their pref-

erences guided by a feedback mechanism [94]. However,

as stated in [91] this manual process may incur laborious

negotiations and a prohibitive cost, under a limited resources

setting. Automatic feedback mechanisms based on minimum

adjustment/cost have consequently arisen to support efficient

consensual decisions [89], [95], [96], [97].

In terms of uncertainty management in GDM, in parallel

with developments made on preference representations in

fuzzy and linguistic contexts, researchers have also devoted

efforts in defining GDM models based on diverse classes

of preference relations [24], [49], [98], [99] in which as-

sessments can be modelled by AIFS, hesitant fuzzy sets,

simple and complex linguistic expressions, etc. Likewise, some

GDM models incorporate fusion mechanisms to integrate

assessments expressed in different formats (heterogeneous

information), accommodating groups of experts with different

Preferences

Consensus 

achieved

Fig. 2. General scheme for CRPs. Source [90]

expertise or uncertainty levels [100], [101]. CRP models

for managing different forms of uncertainty [16] have been

also proposed, with specifically designed consensus measures,

feedback mechanisms and minimum cost models for this end,

as well as fuzzy interpretations for the concept of majority in

CRPs [102].

3) Recent trends and challenges in GDM: As a general

rule, most of the recently investigated challenges in MCDM

problems –e.g. for gathering, representing and applying com-

putational processes on preference information– as well as

presently open questions, also apply to GDM situations. In

addition, societal and technological advances in the last decade

have led to major challenges inherent to GDM problems in

general and consensus-driven ones in particular, including:

• Modeling social relationships in GDM, by integrating

and exploiting relationship information e.g. trust between

experts, in GDM problems and using them to guide CRPs

[15], [103], [104].

• Large-scale GDM problems [85], [105], in which deci-

sion groups become larger, more diverse, and additional

difficulties arise such as the necessity of clustering a large

group into subgroups or identifying strategic manipulative

behaviors that may bias the CRP [16], [104], [106], [107],

among others.

• Opinion dynamics in GDM, a close concept to social

network GDM according to which individual opinions

evolve influenced by other experts’ opinions [108].

• Conflict resolution [109], focused on analyzing rela-

tionships and/or opinions of experts for detecting and

eliminating conflicts between them.

• Personalized Individual Semantics [110], which occurs in

GDM problems where preferences are assessed linguisti-

cally or under the CW paradigm, and each group member

has a different semantic interpretation for the linguistic

terms or expressions being used.

Some of these challenges have received a lot of scientific at-

tention in recent years, thus leading to the development of new

trends and complex decision-making paradigms. Accordingly,

they are discussed in more detail in Section IV.

C. Multi-person Multi-criteria decision-making (MpMcDM)

1) Framework description: There are decision processes

that consider the co-existence of multiple experts and multiple

evaluation criteria. Formally, these processes are defined by

a set of alternatives X = {x1, . . . , xn} that are evaluated

by a group of experts E = {e1, . . . , ez}, according to a set

of criteria C = {c1, . . . , cq}, with n, z, q ≥ 2. Models for
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Fig. 3. Traditional MpMcDM workflow. Source [17]

supporting these processes are known as Multi-person Multi-

criteria decision-making (MpMcDM) models [111], [112].

The majority of MpMcDM models under a fuzzy context

in the literature consider two main approaches: (i) expert

aggregation followed by criteria aggregation [113], [114], or

(ii) criteria aggregation followed by expert aggregation [115].

The first of these two approaches is the most extended in

MpMcDM, and its workflow (see Figure 3) is divided into

two phases [17]:

• Input data phase: Experts ek ∈ E provide their evalua-

tions about the alternatives, in the form of m individual

decision matrices Mk = (mk
ij)n×q .

• Selection phase: The individual assessments of experts

are aggregated into a collective evaluation matrix M =
(mij)n×q , with mij = φ(m1

ij , . . . ,m
q
ij) and φ an ag-

gregation operator. Assessments in the collective matrix

are then aggregated across criteria, yielding a preference

vector or a ranking of alternatives in X .

Individual evaluations can be expressed through numerical rat-

ings, linguistic variables, or extensions of fuzzy and linguistic

representation models (see Section II). Furthermore, consensus

processes are often introduced in some MpMcDM studies,

in which case they usually take place before the aggregation

workflow described above [104].

2) Challenges in MpMcDM: Since MpMcDM problems

combine the characteristics and complexities of both MCDM

and GDM problems, the previously described challenges in

both scenarios apply to MpMcDM too. Nonetheless, additional

examples of challenges and difficulties that predominantly

occur in MpMcDM are:

• Subjective criteria priorities: Subjectivity has been

widely investigated to help eliciting preferences in fuzzy

settings, but very few studies such as [116], [117] have

tackled problems where different experts might exhibit

different perspectives about the relative importance of

criteria, in which case a single criteria weighting vector

for the whole group becomes unsuitable. Due to its

complexity, this aspect deserves further research.

• Psychological aspects such as prospect theory could help

better understand experts behavior and rationality particu-

larly when preferences are expressed linguistically [118],

however these aspects have barely been investigated in

MpMcDM, MCDM and GDM models.

IV. CHALLENGES IN DECISION-MAKING GUIDED BY

WISDOM OF THE CROWDS

This section discusses emerging complex decision-making

paradigms in recent years, providing a critical reflection about

the advances made, prospects, challenges and opportunities

brought along by current societal and technological devel-

opments. Throughout the discussions, we also elaborate on

the urging need for rethinking various aspects in the state of

affairs of fuzzy and linguistic decision-making as a whole. The

challenges are organized into several emerging scenarios and

paradigms, as shown in Figure 4.

A. Consensus: what is next?

1) Description: As previously seen, consensus reaching is

arguably the most investigated research trend within GDM,

and also a popular topic in MpMcDM to some extent,

with hundreds of published studies today from management,

computer science and other disciplines. An overview and

taxonomy of consensus models under fuzzy (and linguistic)

contexts was presented in [90], highlighting the different

types of consensus measures and feedback mechanisms to

guide CRPs. Subsequently, the review in [88] deepens its

analysis into CRPs guided by a moderator and based on the

concept of fuzzy majority to model the semantics of consen-

sus in a human-consistent manner. In [119] CRP methods

in social network GDM scenarios (see Section IV-C) are

investigated, whereas the book in [85] describes the state-

of-the-art consensus approaches for supporting large-scale

decisions (see Section IV-D). More recently, the overview

in [91] focuses on analyzing feedback mechanisms based on

minimizing preference adjustment cost in CRPs, examining

the mechanisms developed to this end in both classical GDM

problems and complex ones (large-scale, trust-based, opinion

dynamics-driven etc.).

The above surveys, all of which have been undertaken along

the last seven years, show the wealth of studies in the last

decades devoted to improve CRPs in a variety of decision

contexts: different preference structures and representation

formats, heterogeneous groups where experts have different

importance levels, consistency-preserving, adaptive and agent-

based CRPs, emergency decision scenarios, etc. These works

also highlight a number of challenges and future directions in

the field, some of which still remain unaddressed today.

2) Challenges: The progress made in developing CRP

solutions has also given prominence to challenges and open

questions, whose answer could help taking important steps

forward in this research area in terms of advancing practical

and real world solutions that enable fair and socially accepted

community decisions by crowds. Below we discuss two of

these challenges deserving scientific attention hereafter:

(I) A (much needed!) paradigm shift towards practical and ap-

plicable CRPs: Compared to the vast theoretical developments

made in defining consensus models, there is a worrying and

very unbalancing absence of efforts focused on the evaluation,

validation and comparison of CRP solutions as well as their

deployment in real applications. Rather alarmingly, this means

that despite the hundreds of consensus models in the literature,
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Fig. 4. General outlook on preference representation scenarios, decision-making scenarios and challenges for making better decisions guided by crowds

little real progress has been made from a practical point

of view. We previously denounced the increasing surge in

representation and computational models based on non-trivial

fuzzy set/CW extensions, aggregation models, etc., that (i) are

going beyond the limits of human common sense, and (ii) have

little or no contribution in usability for decision makers in real

problems. Still, unfortunately these issues are no exception in

most CRP proposed methodologies. Future research should

no longer prioritize more and more extensions of models

that resemble each other, but rather enable the experimental

validation and practical use of these models: “in real world,

by real people”. A first mandatory step for this is to investigate

comprehensive cost and performance metrics alongside other

desirable CRP properties beyond covergence/cost, to evaluate

and compare different consensus models in a realistic and

standardized fashion. In the case of CRPs guided by minimum

cost adjustments, it also worth examining the fact that opinion

modification costs may have individual interpretations, as sug-

gested in [91]. Ultimately, with the rise of social platforms, AI

and reproducible data-driven research paradigms, we believe

now it is the right time for the research community to initiate a

drastic paradigm shift into a more practical viewpoint. Further

and more general guidelines in this direction are discussed in

Sections IV-G and IV-H.

(II) Personalized feedback strategies and gamification: In

CRPs where experts receive feedback and manually adjust

their initial opinions, they can sometimes decline such feed-

back and hamper the process. Many studies [16], [104], [107]

resort to penalizing the influence of these experts, but none

so far have considered a completely “opposite” perspective

consisting in finding ways to motivate experts’ willingness

to bring their individual opinion closer to the rest of the

group. A possible starting point in this direction could be

the development of personalized feedback mechanisms where,

for instance, if there exist several assessments requiring ad-

justment by a given expert, the element(s) she/he would be

less reluctant to adjust may be identified. Meanwhile, a recent

study [120] also hints at the potential benefits of gamification

as a driving force to increase experts’ engagement in the CRP

through the feedback mechanism, and highlights the necessity

of bridging the gap between these ideas and game theory in

future research.

Other challenges inherent to large-scale, social network

decision-making, real-world validation and application of

models, etc. –some of them applicable to consensual

decisions– are described in the following subsections.

B. Social Networks for Crowd decision-making: Opinion Dy-

namics

1) Description: With the development and evolution of

communications networks, social relations among people be-

come more convenient but complex: this phenomenon pro-

motes the emergence of a new type of social networks for

crowd decision-making. Social networks provide a platform

for users to share information and communicate with each

other, and therefore shows the social relationships among

them. During interactions, the opinions of experts would be

influenced by others in a social network, which makes such

opinions dynamic. Opinion dynamics describe the process

of updating opinions of interactive experts in an iterative

and interactive process, leading to consensus, fragmentation

or polarization of opinions. [121]. The evolution of opinion

dynamics usually consists of three key elements:

• Opinion expressions formats: For different experts, they

would have different preferences and therefore apply

different opinion expressions formats, such as discrete

opinions, continuous opinions, and uncertain opinions.

• Evolution rules: In social networks, the experts would

follow the evolution rules rather than changing their

opinions randomly, where the evolution rules provide

the directions for the experts to change and update their

opinions repeatedly.

• Opinion dynamics environments: Under the decision mak-

ing environments, the opinions of experts form a stabi-

lized evolution result: consensus, fragmentation or polar-

ization.

A review of opinion dynamics is presented in [108].

2) Challenges: Although opinion dynamics in social net-

works for decision-making have been investigated widely,

there still exist some challenges:



IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS: SYSTEMS 10

• Bridge the gap between opinion dynamics and GDM: The

research of GDM develops methods to make a consensus

decision by aggregating experts’ opinions. Both opinion

dynamics and GDM study the opinions formation under

a group environment. The key points are how to bridge

a gap between opinion dynamics and GDM, to study the

connections between them, and to apply classical GDM

methods in opinion dynamics contexts.

• Characteristics of linguistic Opinions: It is an inevitable

trend to study crowds decision-making based on opinion

dynamics in linguistic decision-making contexts. Par-

ticularly, experts would apply different linguistic ex-

pressions formats, and there exists the fact that words

mean different things to different people, which implies

the necessity to take into account the characteristics of

linguistic opinions and the personalities among experts.

• Strategic manipulation with opinion dynamics: As men-

tioned before, the evolution of opinion dynamics in

social networks generally forms three stabilized status:

consensus, fragmentation or polarization, all of which can

be manipulated strategically to achieve a preset result.

The key point is how to discover and develop the guiding

patterns for managing the evolution of opinion dynamics.

• Opinion and action dynamics: In social networks for

decision-making, the evolution of opinions would influ-

ence the actions or choices of experts, which further

changes the structures of the social network. And in real

problems, there would be always the situation that the

opinions and actions dynamically change in social net-

work, which makes it difficult to make accurate decisions.

C. Social Network Analysis-based decision-making

1) Description: Social network analysis (SNA) provides a

powerful tool to study the relationships among users (indi-

viduals, groups or nations) in social networks for decision-

making, which can examine the properties including centrality,

prestige, structural balance and trust relationship [97]. In SNA,

consensus processes based on trust relationships have been

widely investigated in existing studies, which mainly from the

following three aspects:

• Preference aggregation driven by trust relationships: It

studies the aggregation of individual preferences based on

aggregation operators to obtain a collective preference,

where the importance degrees of experts, if unknown

beforehand, are computed from trust relationships based

on the general assumption that those experts more trusted

by other experts should have higher weights.

• Incomplete preference estimation based on trust relation-

ships: It estimates missing/unknown preferences of an

expert based on the preferences provided by other experts

he/she trusts.

• Feedback recommendation guided by trust relationships:

In SNA, it is common that an expert would be more

willing to change his/her preferences if the suggestions

are from the experts he/she trusts, which makes feedback

processes more persuasive and realistic.

A review of social networks analysis based decision-making

is presented in [15].

2) Challenges: SNA based decision-making has attracted a

lot of attention, but there are still some challenges:

• Identify real trust relationships: Trust relationships play

an important role in SNA based decision-making, but

there is always the case that real trust relationships or

degrees between experts are unknown or are not easy

to identify when starting the decision process or are

dynamically changing. The challenge is how to develop

methods to identify real trust relationships among experts

instead of using pre-established ones.

• Dynamic SNA: The consensus in SNA driven by trust re-

lationships was widely investigated in the existing studies,

including the preferences aggregation, the estimation of

incomplete preferences and the modification of prefer-

ences in feedback recommendation, while these studies

assume that the trust relationships are static. However, in

real-life decision-making, the trust relationships are also

changing dynamically as dynamic opinions do, which in-

dicates the necessity of the consideration of the dynamic

trust relations and also the influences to the final decision

result.

• Dishonest behaviors in SNA: A core issue during the

decision-making process is that the experts may be dis-

honest, and they may express their preferences strate-

gically by covering up their real thoughts, in order to

achieve their goals. So the difficulty lies in detecting

the dishonest behaviors in opinion expressions and social

relationship formation in SNA.

D. Large-Scale decision-making: Intelligence of the Crowd

1) Description: A surge in societal consciousness-raising

on democratic matters along with the rise of social media,

cloud and e-government platforms, is stimulating a shift from

conventional small-group GDM towards participatory events

at large scale [85], [105]. This socio-technological shift has

caused Large Scale decision-making (LSDM) scenarios to

become more and more popular. A growing number of LSDM

studies and methodologies have been published along recent

years, the earliest of which extend conventional GDM or

MpMCDM approaches by introducing innovative features.

LSDM problems are inherently different and more complex

events than GDM in various ways, with some key nuances

that are intrinsic to LSDM situations:

• Number and nature of participants: Whilst classical GDM

and MpMcDM problems typically consider a small num-

ber of experts, LSDM situations contemplate scenarios

where tens to thousands of individuals can participate.

Managing such large groups often requires clustering

participants into smaller subgroups so that the process

is more manageable [16], [106], [110]. Furthermore,

although small-group decisions usually involve domain

experts, stakeholders or directives whose background is

closely linked to the scope of the decision problem

itself, in an LSDM problem participants might not only

be specialized stakeholders but also entire communities
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potentially affected by the decision, whose members’

background and levels of expertise may greatly vary.

• Impact: Large-scale decisions are usually important for

society or certain communities of people, e.g. the in-

habitants in a city, hence they should not exclusively

involve the participation of a few representative ex-

perts/stakeholders, but rather accommodate the presence

of as many affected individuals by such decisions as

possible in the decision-making process.

• Acceptance of decisions: To guarantee the understanding,

acceptance and support of the decision by as many

participants as possible, as well as to reduce conflicts

among them, it is often imperative to apply CRPs [90]

as well as detecting and eliminating conflict relationships

[109] within a limited number of iterations. Both CRPs

and conflict elimination processes turn LSDM into highly

dynamic and iterative processes.

Based on the aforesaid characteristics that describe LSDM

scenarios, Ding et al. provided in [105] an unified definition

for LSDM that also assumes that alternatives are described

under several criteria, due to their complex nature.

Definition 9: [105] An LSDM event is an event where a

finite set of alternatives are judged or assessed under several

criteria, at least 20 participants are invited to take part, and

the process is dynamic and aimed not only at selecting the

final decision, but also at increasing the support shown by

participants and/or decreasing objections to such a decision.
2) Challenges: Recent studies show that AI-based tools

have been used in a large number of LSDM methodolo-

gies to support various of the above complexities and other

ones [85], for instance: clustering algorithms to identify sub-

groups, detection approaches to identify and manage non-

cooperative/strategic behaviors, agent-based theory to emulate

human behavior, social network analysis to explore relation-

ship and trust patterns between participants, and data visual-

ization tools to monitor the process status, among others.

Nevertheless, there are still ongoing challenges and unad-

dressed research questions that deserve further attention in the

LSDM literature, particularly with regards to the long-term

ambition of turning LSDM processes into highly participatory

and crowd-driven phenomena, i.e. enabling events guided by

the “intelligence of the crowd”. Some of these challenges are

summarized below, highlighting the crucial role to be played

by AI, emerging technologies and data-driven approaches:

• Data and Knowledge Integration: It is no longer realistic

to model large-scale collective decisions as the byproduct

of subjective judgement information provided by partic-

ipants solely. These decisions are very rarely made by

communities of people who are socially isolated or inde-

pendent from each other. Instead, different forms of social

relationships –trust, distrust, influence, reputation, or even

antagonism– coexist, hence SNA-based decision-making

(Section IV-C) acquires special relevance in large-scale

settings [97], [15]. Besides, profile or historical informa-

tion associated to participants might have a great potential

not only to better understand their background, expertise

or priorities over the evaluation criteria, but also to learn

suitable parameter settings for the LSDM model being

utilized, or even to deal with –or eliminate– uncertainty

and incompleteness. The main difficulty lies in making

such participant-related data sources readily available

for LSDM models or platforms, to analyse and extract

valuable knowledge from them using AI.

• Analysis Dashboards: As LSDM problems become more

scalable and capable of accommodating larger crowds,

and additional data about participants and alternatives

become available, more research is needed for effective

visualization tools capable of accommodating Big Data

in this context. For instance, analysis dashboards for

monitoring and getting insight from diverse aspects of the

LSDM problem, participants, performance and outcomes.

• Blockchain for distributed, safe and transparent LSDM:

Online participatory decisions at large scale raise the

demand for decentralized infrastructures that enforce se-

curity, integrity, transparency and cost-effectiveness, at

the same time as the necessity of a central authority

(moderator) is removed. Blockchain technologies would

therefore play a key role in the real-world deployment of

decentralized LSDM systems driven by the crowd, also

enabling traceability in decision processes [122].

• LSDM in Smart Territories and ’Internet of Things’

(IoT): Active information sharing between connected IoT

devices and sensors in smart territories –a broader con-

ceptualization of smart cities– can ultimately influence

LSDM processes when coupled with contextual machine

learning or other AI approaches to obtain knowledge

about the context surrounding participants. Investigating

information fusion techniques for modelling some aspects

of the “crowd intelligence” behind LSDM problems, is

still an unexplored challenge [123].

E. Recommender System-based decision-making

1) Description: Recommender Systems (RS) are presently

a popular data-driven decision support tool to filter infor-

mation for users in a personalized fashion, matching their

preferences, interests or needs [124]. RS are used in diverse

Internet platforms and domains in order to overcome the In-

formation Overload problem, e.g. e-commerce portals, media,

entertainment and tourism platforms, etc. In essence, an RS

analyzes user-system interaction data –most commonly ratings

given by users to items in the system– and learns about the

user’s preferences in order to predict items the user might

be potentially interested in. Most recent RS models undertake

this task predicated on AI and machine learning algorithms.

A great deal of research within the RS scientific community

has been devoted to two families of approaches whose basic

principles are inspired by GDM and MCDM models:

• Group RS: Recommendation approaches for groups of

users are popular in areas such as tourism, leisure and

entertainment. Group RS rely on fusion methodologies

to combine individual preferences (ratings) into a group

preference representation, or merging individual lists of

recommended items into a representative list of recom-

mendations for a group [125].
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• Multi-criteria RS: Similar to MCDM scenarios where

options are evaluated under several criteria, in a multi-

criteria RS users rate items (e.g. hotels) using several

criteria (e.g. food, cleanliness, service), hence these sys-

tems can aggregate and exploit such ratings [126].

2) Challenges: Although decision-making scenarios have

inspired a number of models for group and multi-criteria RS,

further research is still needed in two directions.

Firstly, in line with the rising demand for large-scale deci-

sion support tools based on LSDM approaches, there is also an

growing need for RS approaches capable of accommodating

larger groups of users. Future research at the intersection

between RS and LSDM would have an impact on users’

experience in large-group or mass events, e.g. group tours,

advertising and music playlists at gyms, public venues, sports

matches, etc., making the aforesaid experience more personal-

ized. Clearly, a vital requirement to make this possible is the

availability of information sources (ratings, social media data,

and so on) associated to attendees in large-scale events.

Secondly, data-driven decision-making (described in detail

in the next subsection) opens new research avenues whereby

opinions can be objectively modelled upon data associated to

experts. For example, the idea of leveraging opinion mining

from individuals’ data in the Internet using sentiment analysis

has been recently investigated in [17]. Accordingly, extracting

and integrating expert/crowd opinions from Big Data that

reside in RS platforms –e.g. by mining text reviews and ratings

for items– is worth further exploring to estimate evaluations

on decision alternatives and criteria.

F. Data-driven decision-making for smarter Decision Aid

1) Description: Nowadays, decision support is increasingly

studied in large-scale domains with vast amounts of diverse

data instead of experience. These data, reflecting the available

information and states of problems, reduces uncertainty and

provides basic and sufficient support for decision-making.

Therefore, data-driven decision support has become an impor-

tant tool in decision-making to aid experts in making smarter

decisions by analyzing data. Machine learning provides a

powerful tool for supporting data-driven decisions, based

on which data-driven decision-making [17], [127] has been

applied across businesses.

2) Challenges: Data-driven decision-making provides a

new decision paradigm for smarter decisions, but there still

exist some challenges:

• Extract useful information from diverse data: In data-

driven decision-making, the datasets including opinions

or reviews, numerical information, sounds, pictures, etc.,

are generally collected for comprehensive and multi-

dimensional analyses, as well as to extract assessments

from such data e.g. by using NLP [17]. How to extract

valuable information from different kinds of data to

achieve useful information is an issue that needs to

be further explored and identified. Besides, in linguistic

decision-making contexts, personalized individual seman-

tics and emotional factors can affect the final decision-

making results. The difficulty lies in discovering the

individual difference in semantic understanding of words

and analyzing the true thoughts of experts.

• Data-driven LSDM: LSDM problems widely exist in our

real world. Under a large-scale context, the decision-

making methods, the related data and the social network

structures would be different from that in traditional

decision-making. The challenge is how to analyze and

utilize the characteristics of LSDM and to make decisions

under the data-driven LSDM context.

• Preference learning: The learning of predictive models,

such as preference learning and semantic learning, has

been a prevalent topic in data-driven MCDM. Some re-

search results have been achieved in analyzing the charac-

teristics and learning functions of individual preferences

and collective preferences. However, real-life decision-

making involves diverse data, which makes it much more

complex to dig out the preference learning models. In ad-

dition, the influence of personalized individual semantics

among experts in data-driven decision process should not

be ignored.

• Data and AI integration: Nowadays, the combination of

Big Data, IoT and AI brings opportunities and challenges

to data-driven decision-making. The key point is how

to integrate AI technology into data analysis and social

network studies, to further apply data-driven theory and

methodologies into practical decision-making problems

for decision aid.

G. On the need of Real and Practical Case Studies to validate

the Real Impact of Models

1) Description: decision-making methods in the literature

are, in most cases, illustrated through step-by-step “appli-

cation” examples or cases studies, although reality shows

that it is relatively infrequent to find evidence of real-world

validation, “real” applications or experimental comparisons

against other baseline methods in these studies. Comparisons

and highlights of a newly proposed model against existing

ones, are typically done at a theoretical level only, in the

form of a plain and mere comparison between the key features

of two or models, and without experimental studies aimed at

benchmarking several models. Most importantly, these pseudo-

comparisons fail to provide or consider objective evaluation

metrics to analyze and discuss the practical performance of

each solution being compared. Asking questions like “what

property(es) are we pursuing to achieve with the use of

this decision-making model?” are vital to identify appropriate

metrics and evaluation standards, as detailed in IV-H next.

2) Challenges: In new studies, specially those focused on

supporting complex decision-making scenarios such as those

described in previous subsections, it is not enough to justify

the novel contributions made in new studies per se: their

impact and practical value for individuals, groups or crowds

facing decision problems should be justified. We postulate

that the shortage of experimental contributions in this sense

is mainly due to (i) the absence of real, shareable datasets

describing human opinions or instances of real decision-

making problems, as well as (ii) the lack of standard evaluation



IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS: SYSTEMS 13

methodologies to objectively assess and compare models –as

previously hinted for the case of CRP models (Section IV-A).

Future research should move towards data-driven and re-

producible decision-making solutions predicated on software

model implementations and data sharing (under ethical con-

siderations and regulations where applicable). This could facil-

itate and incentivise a new and much needed paradigm shift

across the scientific community, towards more practical and

applicable solutions closer to real-world situations.

H. Evaluating the Performance of decision-making models

1) Description: validating the impact and value of decision-

making models in real scenarios also requires a prior eval-

uation of their performance in terms of desirable quality

properties. A small number of studies paid some attention

to this necessity, for instance the AFRYCA framework that

implements several consensus models for their comparison

[90] and the GDM-R framework built in R that accommodates

missing assessments in CRPs [128].

2) Challenges: Evaluating the performance of MCDM,

GDM and MpMcDM approaches is still a very open, vaguely

defined and complex challenge, even though this is a well-

structured and matured aspect of study in areas like machine

learning, bibliometry, recommender systems and optimization

methods, to name a few. It is not surprising in these areas to

even find scientific competitions focused on setting points of

reference for evaluation methodologies [129], yet in decision-

making there is a serious gap in this aspect, as a consequence

of which myriad studies are being published without truly

undergoing a properly justified practical validation of their

methodologies. It is imperative to start adopting solid analysis

criteria to assess model performance based on the following

three requirements:

1) Ground-truth, i.e. collected evidence in the form of data

that assure the veracity of solutions (decisions) returned

by models. To the best of our knowledge, there are no

works focused on investigating this issue. An added com-

plexity to the strain of making this ground truth available

(e.g. logging previous real-world problem preferences and

the outcomes of the decision made), is the necessity of

adhering to common sense uncertainty representations in

such data –something that most recent publications in the

field have left behind.

2) Software libraries that implement state-of-the-art models

and facilitate experimental comparisons, similar to what

has been done in optimization [129]. There are almost no

studies addressing this gap, albeit two initial approxima-

tions were presented in [90], [128].

3) Standardized quality measures are also virtually nonexis-

tent. In a decision-making process, the notion of quality

may vary from one decision scenario to another (see

Section III), but some common guidelines on quality

properties to consider are still needed for each scenario

and type of decision problem: e.g. quality of the rank-

ing/ordering of alternatives, separability or discriminatory

power, consensus level achieved and cost to achieve it,

etc.

On a last remark, the lack of well-defined guidelines for the

performance evaluation of decision-making models is causing

a serious and rather undesirable “relaxation” in terms of pub-

lished studies whose actual contribution might be insufficient.

I. Other challenges and open problems

In preceding subsections we covered decision scenarios and

paradigms that have gained a key position in fuzzy decision-

making research at present. Without intending to be exhaus-

tive, we finalize outlining other open problems in the area, of

course, connected with the previous areas.

1) Large-scale social network with dynamic opinions:

In social networks, the opinions of individuals would be

easily influenced by the opinions from others. For example,

in political elections, the evolution and prediction of opinions

are key issues, and the evolution process may be intervened

or manipulated. The theory and methodology of opinion dy-

namics in large-scale social networks has been widely studied,

but there are still lacks in the practical application of decision-

making problems.

2) Detecting and influencing opinions: In real life decision-

making, there are many methods for detecting and influencing

the individuals’ opinions. For example, companies would use

advertising as a propaganda tool to inform or influence cus-

tomers to buy and provide good evaluations for the products.

During the process, the customers’ opinions or preferences

may change dynamically, which has a great impact on markets.

It is important to choose appropriate decision-making and

publicity methods to discover the preferences of customers by

mining data that emerge online and offline and to influence the

opinions and behavior of consumers in order to achieve the

desired effect. Particularly, related methods need validation in

real case studies.

3) Complex linguistic decision-making: The development

of information technology enables people to share their re-

views about products and events online. In most cases, on-

line reviews are presented using linguistic information under

complex contexts, such as dynamic social networks, het-

erogeneous decision environments and large-scale decision

environments. In addition, in linguistic decision-making, the

fact that words mean different things for different people

indicates the necessity of personalizing individual semantics

on the representation of CW. As methodologies for exploring

online reviews have been widely studied, they need validation

in practical complex linguistic decision-making environments

based on personalized individual semantics[110].

V. CONCLUDING REMARKS

There exists a prolific literature on fuzzy decision-making

as a result of studies made along the last years, together with

a wealth of models. They have contributed to make the area

of fuzzy sets and CW-based decision-making one of the most

prolific areas in the field of fuzzy set theory.

Taking a critical glance at this prolific journey, probably

and certainly, many fuzzy decision-making models can be far

from reality in the representations of the assessments. Or (also

certainly) the mathematical decision models themselves can
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be too complex for a problem that should be closer to human

common sense, that is, in the representation of uncertainty

and in the process of human reasoning in decision-making.

We must rethink, revisit, and redirect studies, trying to: be

more realistic, avoid the possibility of saying that publications

are in many cases being produced under the pressing necessity

of “publish or perish”, and adopt a more critical view in many

areas where extensions of fuzzy models emerge to represent

uncertainty but they end up being loaded with much greater

uncertainty for their use. Moreover, we stress the pressing need

for performance evaluation and real-world validation standards

that guarantee a real (beyond purely theoretical) value in

present and future contributions in the area.

Conversely, on a more positive glance, we are facing

interesting discussions for future research in this area, with

interesting possibilities that open as our society becomes

increasingly digital, with social networks guiding society

opinions, and where data (for driving decisions) is “the current

oil of the XXI century”. Now, at the beginning of a new

decade where Artificial Intelligence becomes the driving force

of digital transformation, data will lead to new fuzzy decision

models based on personalized recommendations, assessments

extracted from opinions beneath data, etc., thereby leading us

to an era of smarter decision aid tools.

In short, new scenarios will be proposed where uncertainty

and common sense have to be a key part of the whole

situation, in decision models that will include the wisdom of

crowds decision-making. Artificial Intelligence combined with

decision theory will make it possible, to design models that

form wiser decisions in better ways.

With this paper we hope to have contributed a little to

rethinking the current state of affairs in the field of fuzzy

decision-making, rethinking the problems and applying com-

mon sense to decision-making, in representations, models,

and solutions to manage uncertainty inherent in all decision-

making processes. Reiterating on the “common sense” and

remembering with it our scientific father and dear Lofti Zadeh,

with his paper [55]: “Common sense knowledge representation

based on fuzzy logic”.
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