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ABSTRACT 

RF PROPERTIES OF PERIODIC ACCELERATING 

STRUCTURES FOR, LINEAR COLLIDERS 

J. W. Wang 

Stanford University, 1989 ~ _ _ 

With the advent of the SLAC electron-positron linear collider (SLC) in the 

100 GeV center-of-mass energy range, research and development work on even 

higher energy machines of this type has started in several laboratories in the 

United States, Europe, the Soviet Union and Japan. These linear colliders appear 

to provide the only promising approach to studying e+e- physics at center-of- 

mass energies approaching 1 TeV. 

This thesis concerns itself with the study of radio frequency properties of peri- 

odic accelerating structures for linear colliders and their interaction with bunched 

beams. The topics that have been investigated are: 

l Experimental measurements of the energy loss of single bunches to longi- 

tudinal modes in two types of structures, using an equivalent signal on a 

coaxial wire to simulate the beam. 

l A method of cancelling the energy spread created within a single bunch 

by longitudinal wakefields, through appropriate shaping of the longitudinal 

charge distribution of the bunch. 

l Derivation of the complete transient beam-loading equation for a train of 

bunches passing through a constant-gradient accelerator section, with ap- 

plication to the calculation and minimization of multi-bunch energy spread. 

l Detailed study of field emission and radio frequency breakdown in disk- 

loaded structures at S-, C- and X-band frequencies under extremely high- 

gradient conditions, with special attention to thermal effects, radiation, 

sparking, emission of gases, surface damage through explosive emission and 

its possible control through RF-gas processing. 
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Chapter 1. 

INTRODUCTION 

1 .l. VERY HIGH ENERGY COLLIDERS 

Y - - 

The goal of elementary particle physics is to explore the ultimate secrets of 

matter and energy. Except for cosmic rays, only new colliders with ever higher 

center-of-mass energy can provide the experimental research conditions needed to 

explore the frontiers of high energy physics. First let us briefly answer a few basic 

questions, which will explain why we dedicate ourselves to develop the technology 

of electron-positron linear colliders with conventional accelerating structures. 

l Proton-proton or electron-positron collider ? 

Compared with a proton-proton collider, the electron-positron collider is 

superior in at least two respects: 

(a) The signal-to-backg round ratio at the constituent energies is much 

higher. Data analysis is easier. 

(b) There are no “partons” to share the momentum of the primary electron 

and positron. Therefore the collision energy is used more effectively. 

l Circular or linear collider ? 

The machines to give electron-positron collisions fall into two basic categories: 

colliding beam storage rings and linear colliders. 

The technology for the storage rings is well understood. In conventional prac- 

tice, the mean radius of a storage ring is chosen to be proportional to the square 

of the energy of the colliding beams to reduce the rapid increase of synchrotron 

radiation loss and thus to minimize the combined construction and operating 

Lasts. Even so, the cost of building a fixed luminosity storage ring scales as the 

square of the energy of its colliding beams. 

1 



The high energy linear collider is more cost effective because the synchrotron 

radiation losses are negligible. On the other hand, this new generation of colliders 

poses many challenges to accelerator designers. In order to yield high and stable 

luminosity, the extremely dense beams must have very low emittance and small 

energy spread, and a highly efficient accelerating system with accurate controls 

and diagnostics is required. Y - s 

_ 

0 Conventional or exotic acceleration ? 

In the conventional process of RF acceleration, charged particles gain energy 

from electromagnetic fields which are generated by the motion of other charged 

particles in an RF source. There are a number of more exotic accelerating schemes 

such as laser and plasma acceleration, inverse free electron laser acceleration, 

wake field acceleration, and others. Some of these may reach accelerating gradi- 

ents higher than the conventional RF method. However, due to the poor overall 

efficiency of power transfer and difficulties with beam phasing and control, no 

realistic breakthrough for these schemes has been made until now. In the rela- 

tively near future, the technically mature room-temperature RF-driven linac is 

still the best hope to realize a collider in the several hundred GeV center-of-mass 

energy range. 

l Traveling-wave (TW) or Standing-wave (SW) accelerator structure ? 

There is no simple answer to this controversy. From the point of view 

of structure efficiency and normalized power requirement, these structures are 

almost equivalent when one properly chooses the attenuation parameter for a 

TW structure or the coupling coefficient for a SW structure. The fabrication 

cost per unit length of a SW structure is at least 20% higher than a TW struc- 

ture, but it does not require an output’load to absorb the left-over power. As 

a high Q resonant structure, the SW accelerator reflects a large fraction of the 

incident RF power back to the power source during the filling time, and therefore, 

A high power isolator or a 3db hybrid are needed to absorb the reflected power. 

Many other factors also affect the choice between TW and SW structures, such 
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as the type of accelerating structure itself, beam loading, the simplicity and cost 

of RF and control systems, available RF power sources, etc. In the case of the 

linear collider powered by a super-high RF power source and pulse compression 

device, the TW structure is probably preferable. 

This thesis concerns itself with the study of radio frequency properties of peri- 
s 

odic accelerating structures for linear colliders and theirinteraction with bunched _ 

beams. The topics that have been investigated are: 

l Experimental measurements of the energy loss of single bunches to longi- 

tudinal modes in two types of structures, using an equivalent signal on a 

coaxial wire to simulate the beam. 

l A method of cancelling the energy spread created within a single bunch 

by longitudinal wakefields, through appropriate shaping of the longitudinal 

charge distribution of the bunch. 

l Derivation of the complete transient beam-loading equation for a train of 

bunches passing through a constant-gradient accelerator section, with ap- 

plication to the calculation and minimization of multi-bunch energy spread. 

l Detailed study of field emission and radio frequency breakdown in disk- 

loaded structures at S-, C- and X-band frequencies under extremely high- 

gradient conditions, with special attention to thermal effects, radiation, 

sparking, emission of gases, surface damage through explosive emission and 

its possible control through RF-gas processing. 

1.2. LINAC RELATED RF PROPERTIES 

Future e+e- linear colliders will require accelerating structures with a new 

set of properties. The requirements are summarized below: 

(a) High accelerating field gradient & to minimize machine length. This 

implies structures with a low ratio of peak-to-accelerating electric field 

E,/E, to minimize dark currents and the risk of electrical breakdown. 
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(b) High ratio Ez/ w where w is the energy stored in the structure per unit 

length. This ratio, which is equal to u-/Q for the fundamental mode 

of the structure, is a measure of the efficiency with which the available 

microwave energy is used. 

(c) High group velocity u9 to reduce the filling time t,, where t, = e/v, 
Y - I 

for each section of length .& _ 

(d) Low content of transverse and higher-order longitudinal modes that can 

be excited by the bunches traversing the structure. The longitudinal 

modes cause beam loading and energy spectrum widening while the 

transverse modes cause emittance growth. 

Some of the principal parameters in linear accelerator theory which will be 

used frequently in the following chapters are listed below.’ 

1. The shunt impedance per unit Iength r which measures the accelerating 

quality of a structure is defined as 

Ea2 
r=-2F/z ’ (14 

where E, is the synchronous accelerating field amplitude and dP/dz is the 

RF power dissipated per unit length. 

2. The factor of merit Q which measures the quality of an RF cavity as a 

resonantor is defined as 

&= d$Z ’ P-2) 

where w is the RF energy stored per unit length and w is the angular 

frequency. 

3. The group velocity ug which is the speed of RF energy flow along the 

accelerator is given by 
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P WP 

” = ii = QdP/dz * P-3) 

4. The attenuation factor r of a constant-impedance or constant-gradient 

traveling-wave section is defined by the following expression: 

P 
F- - w 

out - = (p 

pin 

. (1.4) 

For a constant-impedance section where the attenuation is uniform, 

Wl 

r=w= 

ae (l-5) 

where e is the length of the section and Q is the attenuation constant in 

nepers per unit length. 

For a constant-gradient section, the attenuation constant Q is a function of 

z (a = a(z) = w/~v,(z)&) an d we have the following expression: 

dP/dz = -2o(z)P = const = “,(’ e e 
-2r 

) . P-6) 

We can derive other useful expressions from the above parameters, as show 

below. 

5. The filling time t,, which is required to fill a traveling-wave section of either 

constant impedance or constant gradient, is given by 

t 2, 
F 

w * 
(l-7) 

For a standing-wave section, the filling time is defined as the time needed 

to build up the field to (1 - $) = 0.632 times the steady-state field: 

t, = ?!ik = (1 y;, 
W w ’ 

(1.8) 

where Qo is the unloaded Q, QL = &o/(1 +p) is the loaded Q and ,B is the 

coupling coefficient of the section to the input microwave network. 
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6. The elastance is a convenient parameter, which is defined as 

E2 
S=~=W~=4ko 

W Q 
(1.9) 

where ko is the loss parameter for the fundamental mode. The elastance 

scales with the square of the frequency. 
c - 

Now,~let us list some relations dealing with RF energy and power. For a 

traveling-wave section with constant impedance, the following expressions hold: 

1. The energy gain V of a charged particle is given by 

V = (2r)3[(1 - eur)/7](Pjnrl)i . (1.10) 

2. The RF energy supplied in the time period tF can be derived from (1.10) 

and other earlier expressions: 

V2 
entF = (1 _r,-r)2a ’ 

Q 
(1.11) 

3. The energy W stored in the entire section at the end of the filling time can 

be expressed as 

Q = P;,---(1 - e-‘r) . (1.12) 

4. The structure efficiency 7 is defined as the ratio of the stored energy to the 

energy supplied by the source: 

W 1 - e-2r 

q=-= 27 * 

5. The normalized peak power per unit length is defined as 

(1.13) 

P 
En/e 1 

norm = m = l- e-2r ’ 

where E, = V/i? is the average gradient for the section. 

(1.14) 
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For a traveling-wave section with constant gradient, we have the following 

expressions: 

1. The energy gain V of a charged particle is given by 

V=(l-e -2’)+(Pinrl)3 = (Pdisre)+ 7 (1.15) 
T - - 

where Pdis = Pin - Pout = (1 - e -2r) 5 Pin is the power dissipated in the 

section. . 

2. The RF energy supplied in the time period t, can be derived from (1.15) 

and other earlier expressions: 

(1.16) 

3. The energy W stored in the entire section at the end of the filling time can 

be expressed as 

e 

w= 
J 

:dr = Pinz(I - e-2r) . 

0 

(1.17) 

4. The structure efficiency 7 is the ratio of the stored energy to the energy 

supplied by the source 

W 1 - e-2T 

q=Pi,t,= 27 * 

5. The normalized peak power per unit length is 

P 
pin/e Pin/e 1 

norm = w = - = 
dP/dz l-ee-2T ’ 

(1.18) 

(1.19) 

where r changes slowly along the structure and can usually be regarded as 

a constant. 



It is interesting to note that the final expressions for W, 77 and Pno,m for 

constant-impedance and constant-gradient structures are identical. 

For a standing-wave section, we have the following expressions: 

1. The energy gain of a charged particle is given by 

F- - mF 

- ‘I/ = (1 - emtltF) -j$(Pi,rl)+ = (1 - e-titF)(Pd;sr.!)+ , (1.20) 

where p is the coupling coefficient of the structure. 

2. The RF energy supplied to obtain an energy gain V at the end of a pulse 

length t, can be minimized when t, = 1.2572, and can be expressed as 

Pintp = 1.257(TQB~~ = 1.228(1 + ‘)~ . 
W P WQC 

(1.21) 

3. The energy W stored in the entire section at the end of the RF pulse can 

be expressed as 

(1.22) 

4. The structure efficiency q is given by 

W 
q=Pintp= -++ . 

1.228 1 + i 
(1.23) 

5. The normalized peak power per unit length is given by 

P 
En/e Q 1+P 

norm = m = - = = 0 4g(1+ a2 
2.5147 ’ p 

. 
WP 

(1.24) 
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1.3. INTERACTION BETWEEN THE BEAM AND ACCELERATING STRUCTURE 

The interaction between a bunched beam and the accelerating structure con- 

stitutes one of the important issues in the design of a linear collider. Charged 

particles in a bunch leave behind them wake fields of two types: longitudinal and 

transverse. The first cause energy loss, the second cause emittance growth. For a 

-practical design, these interactions set an upper limit on the number of charged 

particles in a bunch and the number of bunches in a multibunch train. 

The wake field effects can be analyzed in the short range and the long range. 

1. Short range effect 

In the short range, bunches lose energy to high order longitudinal modes 

when they traverse the accelerating structure. The energy losses can be 

calculated using computer programs such as KN7C, URMEL and TBCI 

or they can be obtained experimentally. A bench measurement method for 

the energy loss of single bunches and experimental results for a few periodic 

accelerating structures are presented in Chapter 2.2 

The longitudinal wake produces an energy spread within the bunch. By 

placing the bunch ahead of the crest of the RF wave and by properly shaping 

its longitudinal charge distribution, a possible method to completely cure 

this energy spread is given in Chapter 3.3 

In the short range, the transverse wake fields deflect all particles behind 

the head of a bunch away from the axis of the accelerating structure. This 

effect can be controlled by keeping each bunch as closely as possible to the 

axis and by using a very tightly focused quadrupole lattice. Also, the so- 

called BNS damping technique4 can be used to cause the tail of each bunch 

to have a lower energy and thus be submitted to stronger focusing. 



2. Long range effect 

In the long range, the longitudinal wake field causes energy spread in a 

multibunch train. Chapter 4 starts with a general transient beam load- 

ing solution. Then, cases for bunch train injection both before and after 

filling-up of a section are analyzed. Finally, the best energy compensation 
r - s 

condition, the maximum energy deviation and the time when the maximum 

energy deviation occurs are derived for the multibunch operating mode. 

Another cure is to use an accelerating structure with radial slots which 

can damp higher-order longitudinal modes without seriously affecting the 

fundamental accelerating mode.5 

In the long range, the transverse wake fields cause multibunch blow-up. 

This problem can be alleviated by adjusting the frequency of the transverse 

dipole mode so that the bunches are located at the zero crossings of the wake 

field and by using a damped accelerating structure as mentioned above. 

1.4. HIGH ACCELERATING GRADIENT AND RELATED PROBLEMS 

The operating gradient of the accelerator structure determines the length of 

the linear collider. Even though we know that the required peak RF power in- 

creases as the square of the gradient, the optimum machine length for a given 

energy cannot be determined at this time because we have no definitive knowledge 

of the availability and cost of RF sources. However, for some design examples, 

gradients as high as 200 MV/ m are required at RF frequencies of 11.424 GHz or 

17.136 GHz. Are these accelerating gradients reachable? What other phenomena 

will accompany this extremely high field condition inside the accelerating struc- 

ture? In this thesis, Chapter 5 deals with the broad aspects of high RF gradients 

and breakdown studies at SLAC. 

Several accelerating sections were designed, manufactured and tested at high 

_e;radient.6 S-band e xperiments were done on a seven-cavity disk-loaded (2~/3- 

mode) structure and a two-cavity nose-cone-shaped (s-mode) structure, powered 
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by a klystron operated up to 47 MW. C-band and X-band tests, done in col- 

laboration with Varian, used nose-cone-shaped half-cavity structures powered by 

-1 MW magnetrons. One X-band test was started in collaboration with LLNL 

but has not yet been completed. The experimental results, obtained at pulse 

lengths between 1.5 and 4 ps, indicate that similarly to the Kilpatrick criterion17 

the breakdown gradient varies roughly as the square-Toot of the’ RF frequency 

-but that the thresholds are roughly seven times higher. Intensive studies were 

carried out of both pre-breakdown and breakdown phenomena, during and af- 

ter RF processing. The physical mechanisms of enhanced field emission and RF 

breakdown are discussed to try to explain the experimental results. 
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Chapter 2. 

ENERGY LOST TO LONGITUDINAL MilDES 

BY SINGLE ELECTRON BUNCHES 

TRAVERSING PERIODIC STRUCTURES 

T - 

2.1. MOTIVATION 

In the design of linear colliders, it is important to know and minimize the 

loss of beam energy due to the excitation of higher-order modes in the acceler- 

ator structure by single bunches of electrons or positrons. This loss is not only 

detrimental in itself but also gives rise to energy spectrum widening and trans- 

verse emittance growth. The energy loss can be calculated for simple structures 

with cylindrical symmetry such as the disk-loaded waveguide by using programs 

like KN7C, URMEL and TBCI. For more complicated structures such as the 

square-cross-section Jungle Gym or the cylindrical waveguide with alternating 

spokes or slotted disks, the three-dimensional code MAFIA can calculate the 

loss parameters approximately. To verify these calculations, the longitudinal and 

transverse wake fields can be excited and measured with an electron beam,8pg but 

these measurements require that a long length of accelerating structure be avail- 

able. Alternatively, a simple bench test to measure the longitudinal higher-order 

mode content of structures was performed at SLAC.lojll In this measurement a 

Gaussian bunch was simulated by a current pulse of the same shape transmitted 

-through the structure on a co-axial center conductor. A conceptual method to 

measure the transverse modes has also been proposedI but has not been tried 

experimentally. 

2.2. Loss PARAMETER 

When a single charged particle or a bunch of particles traverse a cavity at 

&e speed of light, they produce electromagnetic fields inside the cavity and induce 
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charges and currents in the cavity walls. These induced charges and currents 

create wake fields inside the cavity, which can decelerate and transversely deflect 

the beam. 

The fundamental theorem of beam loadingI states that if a point charge at 

the speed of light traverses an initially empty cavity, the energy loss AU, to a 

given mode n is equal to one-half of its own beam-induced voltage in this mode, 

V,, times its electric charge q. This means that the effective voltage Vne seen 

by the charge is only one-half of the charge-induced voltage V,, i.e. V,, = l&/2. 

The voltage is obviously proportional to the charge of the driving particle, i.e. 

or 

vn = 2knq , (2.2) 

where the factor k, is called the loss parameter. 

By energy conservation, after a particle traverses a cavity, the energy W, left 

behind is equal to the energy AU, which it has lost: 

w, = AU, = V&j = &q2 . P-3) 

For a resonant cavity, the shunt impedance for the nth mode is defined as R, = 

Vn2/Pn, where P, is the power dissipated in the cavity. The factor of merit Q for 

-the nth mode is defined as Qn = wn W,/P,, where wn is the angular frequency of 

the nth mode. The ratio Rn/Qn is a very basic parameter for a cavity and it can 

be expressed as 

&Z Vn2 
Qn=W,W, ’ (2.4 

This ratio depends only on the geometric configuration of the cavity and it scales 

as w. 

By substituting V, and W, from (2.2) and (2.3) into (2.4), one obtains 

13 



k,=?(2) . 
n 

(2.5) 

For a delta-function point unit charge passing through a single component of 

a beam line or an initially empty cavity, the longitudinal wake can be defined 

as the potential experienced by a test charge along the-Sam&path at time r 

- behind the unit charge. If we assume that there are no overlapping modes, we 

can superimpose all the potentials resulting from the individual modes. The 

longitudinal wake potential for a resonant cavity can then be expressed as 

W(T) = 0 r<o 

W(T) = 2 2 k, coswnr 720 . P-6) 

n=O 

Any moving bunch of charged particles can be described by a current distribution 

I(t) or I(z). From the definition of the wake potential, the potential Vb at some 

position corresponding to time t due to the cavity-particle interaction can be 

expressed as 

t 00 
Vb(t) = J 

w(t - T)I(T)dT = 
J 

W(T)I(t - T)dT . (2.7) 
-CO 0 

On the basis of causality, only the particles before t make a contribution to V*(t). 

The total energy loss of the bunch can be calculated by performing the following 

integration: 

00 

Autot = 
J 

Q)(t)I(t)dt . (2.8) 
-CO 

The total loss parameter KtOt is defined by the following relation: 

AGot = I&q2 , (2.9) 

where q is the total charge of the bunch. 
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The total loss parameter can be expressed as 

1 O” 
ICtot = T 

Q J 
v$)I(+a . (2.10) 

-CO 

The energy loss parameter for all modes is equal to the summation of the energy 
e 

loss parameters to the fundamental mode and all the-higher modes. It also can 

be written as 
co 

Ktot = k. + c k, G Bko (2.11) 

n=l 

where B is called the beam loading enhancement factor.14 

For the case of a Gaussian bunch, the total loss parameter is the summation of 

the loss parameters for each mode with its frequency-dependent factor as shown: 

Ktot = 2 kne-wn2u2 
n=O 

(2.12) 

where g is the standard deviation of the Gaussian bunch. 

2.3. CALCULATION AND MEASUREMENTOF THE Loss PARAMETER 

For a resonant cavity the computer programs mentioned earlier are available 

to calculate the ratios Rn/Qn and the resonant frequencies tin. From (2.5) and 

(2.11) we have 

Ktot = go(~)($)e-wn2u2 . 

n 
(2.13) 

To analyze more complicated structures, M. Sands and J. Rees proposed 

a method to measure the energy loss to parasitic modes by a pulse comparison 

technique. l5 This method was used extensively for-the optimization of the storage 

ring PEP vacuum chamber components. The electron bunch was simulated by a 

Lurrent pulse of the same shape transmitted on an axial wire stretched through 

the structure as shown in Fig. 2.1. 
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Fig. 2.1. Comparison of charged particle bunch traversing an empty structure 

and current pulse propagating along a center conductor in the structure. 
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A short pulse of current introduced on the left end of the center conductor 

can travel along the center conductor with the speed of light. If the current pulse 

shape is Gaussian, the instantaneous Gaussian charge density distribution along 

the conductor can simulate the charge density of a traveling Gaussian bunch. 

Because the walls have sufficiently low resistivity, the wake fields inside the short 

and smooth pipes can be neglected. c - 6 

_ 

When a charged particle bunch or a current pulse passes through the cav- 

ity, the induced current and charges on the walls change, and wake fields are 

generated. For the case of a particle bunch, the longitudinal wake fields change 

the energy of the particles in the bunch but do not disturb the distribution of 

the ultra-relativistic particles significantly. The energy change of each particle 

is obtained from the integral of the wake potentials created by all the particles 

ahead of it in the bunch. The total energy change of the bunch is the sum of the 

energy changes of all the particles in the bunch. In the case of the current pulse 

on the center conductor, the wake fields field induces a secondary current on the 

center conductor which in turn modifies the resultant current pulse. 

Let us now discuss the effect of the center conductor. First, the resonant 

frequency and field distribution change very little if the diameter of the center 

conductor is sufficiently small compared with the dimensions of the structure. 

Second, the electromagnetic energy left in the structure decays quite differently 

after the passage of the particle bunch as compared to the current, pulse. In 

the case of the particle bunch traversing an empty cavity, all the modes oscillate 

and their energies are eventually transformed into heat in the walls. In the case 

of the current pulse traveling along the center conductor, the energy is coupled 

into the center conductor, travels along it and ultimately is dissipated in the 

terminations at the two ends. It should be noticed that the current pulse is very 

short compared to the relaxation time of the residual fields in the presence of the 

center conductor, even considering the enormous reduction of the quality factor 

Q due to the existence of the center conductor. The energy removed from the 

current pulse is therefore still similar to the energy removed from the particle 
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bunch. 

Now let us show that if we can measure the energy loss for the current pulse, 

we can derive the energy loss for the bunch traversing the same structure. When 

a current pulse is(t) travels along a coaxial transmission line with characteristic 

resistance R, the energy contained in the pulse is 
F - 

Ul = R 
J 

io2(t)dt . (2.14) 

If we replace the smooth pipe by a cavity, the modified current pulse, im(t) = 

io(t> -if(t), t ravels forward and the reflected current pulse ir(t) travels backward. 

The total energy becomes 

u2 = R [io(t) - ir(t)12dt + R J J i;(t)& . (2.15) 

From energy conservation, U2 = Ur, and 

2R J if(t)io(t)dt = R [i;(t) + i;(t)]& . J (2.16) 

The left-hand side of Eq. (2.16) is th e energy “lost” from the initial pulse, and the 

right-hand side is the energy “deposited” in the cavity, and subsequently released 

to the coaxial line. The above discussion also holds true for the charged particle 

bunch. The only change is that in the time interval At, the charge Aq that flows 

equals i(t)&. Thus, the total energy loss can be expressed as 

Al& = 2R J if(t)io(t)dt = I-&q2 , 

where q is the total charge in the bunch. 

(2.17) 

By taking the average of the reference and modified current pulses, one gets 

an expression which can be used in the experiments: 

Ktot = 7 J[io(t) - im(q 
[iOCt)iimCt)] dt , (2.18) 
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where 

q = i JFo(t) + im(t>l dt . (2.19) 

2.4. MEASUREMENT SET-UP 

The measurement set-up is illustrated in Fig. 2.2. In order to minimize inter- 

nal reflections, conical tapers and extended cylinders are provided on each side of 

the test piece to connect it to 50R coaxial transmission lines. The Gaussian pulse 

generator on the left consists of a tunnel diode step-generator and a tee-junction 

with a shorted stub (available in several lengths) by means of which a short pulse 

of desired duration is produced. A low-pass filter is used to make the pulse Gaus- 

sian. On the right a sampling head and oscilloscope are connected to an X-Y 

recorder which plots the transmitted pulses. In order to minimize jitters and 

drifts, all active components are thermally stabilized by means of water cooling. 

One of the most important features of these tests has to do with the g2. of 

interest in future colliders. If one assumes an S-band structure like at SLAC 

(2856 MHz), th en uZ = 1 mm or Crt = 3.33 ps. Unfortunately, the best available 

step generator has a rise time t, with a lower limit of 20 ps, leading to a Gaussian 

pulse with a crt of at least 28 ps. For this reason, it was necessary to scale all the 

dimensions of the test piece from S-band by an enlargement factor s. If we use 

primed parameters for the scaled model, we can get the following relation from 

(2.13): 

c;=,( T)( ~)e-w~u2 
Ktot = ~~Iotc~=o(~)(~)e-w”u~ ’ (2.20) 

where the ratio (Rn/Qn) d oes not change if we scale our structure in all dimen- 

sions. If we scale c inversely with w so as to keep 

WnO= WkU’ , (2.21) 
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Fig. 2.2. Measurement layout. 
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the measured Kiot scales directly with frequency and is simply lower than I(lot 

by the factor s. In the experiments, scaling factors of 8.5 for the SLAC struc- 

ture measurement and 10.4 for the alternating-spoke structure measurement were 

adopted. This resulted in a test cell with an I.D. of 70.8 cm and a periodic length 

of about 30 cm. Although somewhat cumbersome, the structure was not too 

costly to build from aluminum sheet- and extruded parts. - @ 

In addition to the scaling problem, it was necessary to correct the pulse 

widening due to the finite rise time t,. of the sampling head and oscilloscope 

(t, = 38 ps). Th is correction from the measured ah to 0’ was effected by using 

the following relation: 

u’= (c$$u,) ) 2 112 (2.22) 

where br = 0.39t, and aA is the measured standard deviation. 

2.5. MEASUREMENTS AND RESULTS 

The measurements were made in two steps. In the first step, the test piece 

was simply a hollow pipe of inner diameter proportional to that of the accelerator 

structure (commonly called 2b, see Fig. 2.3). The current pulse transmitted 

through the system to the recorder was io(t). 

In the second step, the internal periodic elements of the structure were added 

one by one (the total length was kept constant), and the transmitted pulses im(t), 

-which were modified by the successive additions of obstacles, were recorded by 

using an X-Y recorder. Fig. 2.4 shows the successive pulses il(t), iz(t), is(t), id(t) 

and is(t) corresponding to the successive additions of the obstacles. 

The curves obtained from the X-Y recorder were digitized by means of a 

graphic-to-digital converter. By using the digitized data as a program input, the 

computer performed the integration of Eq. 2.18. The difference between the loss 

Jarameters calculated from two successive curves is the loss parameter of a cell. 

For all structures measured here, it was found that the results converged in a 
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Fig. 2.3. Accelerating structures tested: a) Disk-loaded structure, b) Alternating- 

spoke structure. 
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Fig. 2.4. Successive current pulses recorded by X-Y plotter. 
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satisfactory manner after three or four periods, and an average loss parameter 

per cell was obtained. 

Measurements were performed for two types of structures. The first was the 

disk-loaded waveguide (2a/3 mode) used at SLAC. This measurement was made 

for two (scaled) values of the dimension 2a (see Fig. 2.3a) corresponding to the 

45th (average) cavity of the-constant-gradient structure (<a = 2,325 cm) and the 

largest cavity (2a = 2.622 cm). The change in the corresponding 2b (8.265 cm to 

8.346 cm or about 1%) was neglected. The measurement for each structure was 

made for four different values of 0 as shown in Table I. 

Table 2.1. Results of Measurements for Disk-Loaded Structures 

Q (ml-4 

Scaled to 

Measured 2856 MHz 

8.5 1.00 

10.1 1.19 

12.4 1.46 

15.6 1.84 

Scaled Loss per Period, K(V/pc) 
I 

2a = 2.325 cm 2a = 2.622 cm 

vg/c = 0.0130 Q/C = 0.0204 I( 

2.82 2.30 1.69 

2.65 2.22 1.47 

2.48 2.03 1.66 

2.22 1.77 1.88 

For each pulse length, five data points were obtained from differences between 

the cases for no disk, one, two, three, four and five disks cumulatively added in 

succession, and an average I( was calculated. The results are given in Table 2.1 

and plotted in Fig. 2.5. It is interesting to note that the microwave measurement 

for the “average” (45th cavity) iris agrees very well with the single-bunch mea- 

surement described in Ref. 8 when normalized to a Gaussian distribution with 

a r~ = 1 mm. Both measurements give values of Ii’ that are ~35% higher than 

the theoretically calculated curve, also shown in Fig. 2.5. This discrepancy is 

identical to that originally mentioned in Ref. 8. The resulting values of B with 

(T* = 1 mm are 4.24 for 2a = 2.325 cm and 3.79 for 2a = 2.622 cm. In the last 

Aolumn of Table 2.1, notice that the factor CY, calculated for each 6, assumes that 

K varies as a-“. The average of all four values is Q = 1.68, identical to the 
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theoretically predicted value. l6 This result is reassuring because even if the mi- 

crowave measurements should suffer from a systematic error, the relation between 

measurements for different values of 2a seems to be consistent with theory. 

The second set of measurements was made for the alternating-spoke structure 

shown in Fig. 2.3b. This structure, which is similar to the Jungle Gym, consists of 
M 

a pair of radial bars which protrude into the circular guide,-alternating by 90”. A 

-complete period consists of two pairs of bars and is X0/3 in length (2~/3 mode) : 

the phase shift from bar to adjacent bar is 7r/3. This structure was selected 

because of its openness, relatively high q/&0(-4000 ohms/m at 2856 MHz) and 

high group velocity (v~/c N 0.150) l7 The results are shown in Table 2.2 for two . 

different values of 2a, as defined in Fig. 2.3b. 

The results are also plotted in Fig. 2.5. It is seen that the lowest value of K 

is found for the example with 2a = 2.032 cm. For CT = 1 mm and 2a = 2.032 cm, 

B = 3.83. In the scaled-up version, the spokes had a rectangular cross-section. 

A further improvement in K is expected for the a-mode, i.e., two pairs of spokes 

* per half-wavelength. 

Table 2.2. Results of Measurements for Alternating-Spoke Structure 

d (mm) Scaled Loss per Period 

~~WPC) 

1 Measured 1 Scaled to 2856 MHz I2a = 1.651 cm I2a = 2.032 cm 

10.1 

12.4 

15.6 

20.3 

0.97 

1.19 

1.50 

1.95 

3.43 2.63 

3.12 2.37 

2.93 2.15 

2.78 1.95 
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2.6. CONCLUSIONS 

The measurements presented here indicate that a microwave bench test on a 

scaled structure can predict, at least comparatively from structure to structure, 

the total energy lost per period to all the longitudinal modes by a Gaussian bunch 

of total charge q. Since the -method requires only inewensive models, it can be 

- used to check fairly quickly the results of theoretical calculations. 
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Chapter 3. 

MINIMIZING THE ENERGY SPREAD 

WITHIN A SINGLE BUNCH BY 

SHAPING ITS CHARGE DISTRIBUTION 

3.1. MOTIVATION 

As we discussed earlier, when electron or positron bunches pass through the 

periodic structure of a linear accelerator, they leave behind them energy in the 

form of wake fields. For a linear collider, the energy spread introduced within 

the bunches by this beam loading effect must be minimized because it limits the 

degree to which the particles can be focused to a small spot because of chro- 

matic effects in the final focus system. For example, for the SLC, the maximum 

a- allowable energy spread is less than f0.5%. 

It has been known for some time that partial compensation of the longitudinal 

wake field effects can be obtained for any bunch by placing it, on average, ahead 

of the accelerating crest (in space), thereby letting the positive rising sinusoidal 

field offset the negative beam loading field. ‘* The work presented in this chapter 

shows that it is possible to obtain complete compensation, i.e., to reduce the 

energy spread essentially to zero by properly shaping the longitudinal charge 

distribution of the bunch and by placing it at the correct position on the wave. 

3.2. OPTIMIZING THE BUNCH SHAPE 

The energy gained by a single particle riding at an angle 81 with respect to 

the crest of a traveling wave of accelerating gradient Eo over a length L is 

V = EoL cos t+ . (3.1) 

In the case of a bunch consisting of many particles, this energy is modified by 

the presence of the wake fields left by particles ahead of 61. As a example, we 
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will use the SLAC constant-gradient structure although the technique should be 

applicable to any structure for which the longitudinal wake potential is known. 

For a point unit charge passing through a single cavity, the longitudinal wake 

can be calculated from (2.5) and (2.6). For the SLAC disk-loaded constant- 

gradient accelerator structure, the dimensions of cavity No. 45 were chosen to 

calculate the wake field. The calculation was composed of two steps. First, the 

frequencies wn and the loss parameters k, of 416 lower modes were computed by 

the program KN7C. For a linear collider at S-band in which the bunch length bz 

is about 1 mm, all modes with frequency up to 3 x 1011 Hz should be counted. 

Thus, the above mode summation method met a practical difficulty in calcula- 

tion accuracy. Fortunately the statistical properties of the higher modes can be 

accurately represented by the so-called optical resonator model.lg Therefore, the 

second step was to add the contribution of an analytical term, as shown: 
a- 

w(7) = 0 T<O 
co 

w(r) = 2 2 k, cos wnr + 2 /- Amwy,;Wr dw 720 

n=O WI 

where 

k.=?(2) , 
n 

(3.2) 

(3.3) 

and A, is a constant determined by fitting Ak = A,Aw/w3i2 for the parameters 

near wm when m is large enough to use this model. 

Fig. 3.1 shows the longitudinal wake per cell for the average SLAC disk-loaded 

structure as defined above. For convenience the wake is plotted as a function of 

the phase angle behind the driving charge, where 

0 = 360 x 2856 x lo6 x -J- (degrees) . (3.4) 
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Fig. 3.1. Longitudinal wake function per cell as a function of phase angle for 

SLAC constant-gradient structure. 
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At the cost of an error estimated to be on the order of 5%, we can neglect 

the fact that the actual cavities differ in iris diameter from this average cavity by 

about 4~15%. We can then obtain the function WL for the entire accelerator by 

simply multiplying w(6) by N, the total number of cavities. With the definitions 

of phase angles and a bunch charge distribution f(0’) illustrated in Fig. 3.2, the 

energy gain of a particle riding at an angle 01 becomes: 

(eo-01) 

v(el) = vo cos 81 - 
J 

f(6’) WL @IO - e1 - 6’) d0’ , (3.5) 

0 

where Vo = EoL, 80 is the position of the head of the bunch with respect to 

the RF peak and 8’, the coordinate within the bunch, is made to vary from 0 

(the head of th e b unch) to 80 - 61 (the position where we want to know the net 

a- 
energy). 

In order to reduce the energy spread within the bunch to zero, we must make 

V(&) independent of 81. This requires that 

By taking the partial derivative of Eq. (3.5) with respect to 81 and setting it to 

zero, we get: 

(Oo-01) 

-Vo sin81 - 
J 

f P’)Z (60 - 81 - 6’) 

0 

de’ + f(&~ - 01) &(O) = 0 , 

or 

Kl 
f(fl0 - 61) = wL(o) sin 01 + 

(eo-el) f(e’) $p (60 - 61 - 6’) de, 

J WL (0) 
(3.7) 

0 

Letting 00 - 81 = z where x > 0’, Eq. (3.7) becomes: 
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Fig. 3.2. Definitions of phase angles showing position of bunch with respect to 

accelerating wave. The charge distribution is f(6’) and the maximum energy 

gain is Vi. 
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vo 
f(x) = wL(o) sin(e0 - x) - J 

= T(x - qf(e’) del 
WL (0) 

0 

which is a Volterra integral equation of the second kind. This equation can be 

solved digitally through a multi-step method using Day’s starting procedure in 

conjunction with Simpson’s rule and the three-eighth rule.20 The wake function 

can be fitted with a polynomial so as to be represented by an analytical expression. 

Figures 3.3 and 3.4 give results for several examples. These examples were 

all worked out for a no-load energy Vo of 54.75 GeV, an accelerator length L of 

960 sections, each with 86 cavities (i.e., L = 2890 m, N = 82,560 cavities) and 

a bunch of integrated charge 5 x 101’e. The value of Vi was chosen so as to 

yield a final beam energy just over 50 GeV. Figure 3.3 shows six different bunch 

a- shapes with the corresponding 60’s (positions of the head with respect to the 

wave) required to give essentially zero energy spread. The head of the bunch is 

on the left (zero-abscissa) and the tail defined as the point where an integrated 

charge of 5 x 101’e is reached, is at the abscissa corresponding to the letter “T” 

on each curve. An interesting aspect of these curves is that if the bunches are 

extended beyond the “T” points as shown, the energy spread continues to be zero 

even though the charge in the extended bunch is greater tha,n 5 x lOlo e. The end 

points on the individual curves give the limits of how far one can go. The curve 

for 60 = 13” has no T because the integral under it does not quite reach 5 x lOlo 

particles: its charge is 3.96 x lOlo e. Figure 3.4 gives the respective energies of 

the bunches of Fig. 3.3 ( except for the 60 = 13’ case) as a function of angular 

position. 

Table 3.1 gives a summary of the average energies (E) and spectral qualities 

[(&az - Emi,)/E and th e rat ional standard deviation a,/E] for the cases f t 

shown in Figs. 3.3 and 3.4. The sixth example, shown also for 00 = 15.5’, is 

that of a truncated Gaussian fitted to the shape of the “ideal” 00 = 15.5’ case. 

It has a 0 of 9” but is truncated at f7.5’. These results all compare extremely 
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Fig. 3.3. Bunch shape, i.e. particle distribution as a function of phase 

angle which leads to negligible spectrum width, for various values of 60. 

The point marked “T” indicates where the integrated charge in the bunch 

reaches 5 x lOlo e. 
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Fig. 3.4. Particle energy along bunches of Fig. 3.3 as a function of phase 
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- 

favorably with the energy spread a,/E of 0.35% which one obtains for a Gaussian 

bunch of 5 x lO”e with a length 60, a CT of 4’ and a 60 of 20’ (the seventh example 

in Table 3.1), or for that matter, for the same bunch with charge reduced to 

5 x lose. The energy spectra for all the above cases are illustrated in Fig. 3.5. 

Note that the examples of Table 3.1 are so narrow in energy that they can only 

be represented by a line. 

Table 3.1. Calculated energy spectra 

(all cases for 5 x lOlo particles). 

do 13 
I I (degrees) (GeV) 

(Emm - -f&in) /E g;if 
rm 0 

26 49.210 0.008 0.003 

23 50.399 0.009 0.003 

20 151.450 1 0.010 1 0.003 

17 152.360 ) 0.014 I 0.004 

15.5 152.755 1 0.010 1 0.004 

Truncated 
Gaussian 

15.5 I I 52.809 0.14) 0.038 

Gaussian 

Y I I 52.795 3.500 0.352 

3.3. DISCUSSION 

If we rewrite Eq. (3.8) in terms of the gradient Eo instead of the total energy 

Vi, it becomes: 

f(x) = $ sin(60 - X) - 
’ 2(X - 6’) 

J w(()) fP’P’ 7 

0 

P-9) 

where d is the length of a single cavity. We see that for a structure with a given 

w( 6), once the gradient EO and the angular position 60 of the head are chosen, 
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the shape is fixed by Eq. (3.9) and is independent of the total energy Vo and 

length L. For a given gradient Eo, f( 19) t t s ar s a a higher value as 80 is made t 

larger since 

f(0) = $$ sin00 (3.10) 

as shown in Fig. 3.3. Clearly, the more charge one wants, the higher gradient 

one needs, or the farther ahead of crest one must place the head. 

3.4. TOLERANCES 

To get a feeling for allowable tolerances, it is interesting to calculate the effect 

of changes in injection angle (00) or bunch charge on i? and oE/,!!?, assuming 

constant bunch shape. Table 3.2 shows the effect of varying 00 while keeping the 

a- 
total charge of the bunch equal to 5 x lOlo e in the case of the truncated Gaussian 

bunch discussed earlier. 

Table 3.2. Truncated Gaussian bunch. 

(fJ~o~al = 15’, 0 = go, 5 x lOlo e) 

12.5 153.135 1 1.31 I 0.38 

13.5 153.043 1 0.84 I 0.26 

1 17.5 152.510 1 1.02 I ~~ 0.26 

1 18.5 152.335 1 1.50 I 0.39 

1 19.5 152.145 1 1.90 I 0.52 

-- 
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Table 3.3 shows the effect of changing the bunch charge while keeping its shape 

and 80 constant. The variations of a,/,!? in both tables are close to hyperbolic. 

Table 3.3. Truncated Gaussian bunch. 

(l&ta[ = 15O, 0 = go, 60 = 15.5O) 

I Bunch Charge E (Em,, - Emin)/E a,/E 
(x lOlo e) I I (GeV) VW I I (%o) 

3.0 53.314 1.52 0.43 

3.5 53.187 1.12 0.33 

I 4.0 153.061 1 0.81 1 0.23 1 
I 4.5 152.935 1 0.45 1 0.12 1 

5.0 52.809 0.14 0.038 

5.5 52.683 0.27 0.10 

6.0 52.557 0.64 0.21 

6.5 52.431 1.00 0.31 

I 
I 

7.0 52.305 1.36 0.42 

3.5. CONCLUSIONS 

We have shown that it is theoretically possible to find bunch shapes for the 

SLC which yield 5 x lOlo or more particles within negligible energy spread at 

the end of the linear accelerator. As it turns out, these shapes depend only on 

the linac energy gradient and the angle at which the head of the bunch is placed 

with respect to the accelerating wave, and are independent of the total energy or 

length of the accelerator. Excursions away from this angle in parts of the linac, 

designed to cause BNS damping of the transverse wake field effect, are of course 

permissible as long as overall “phase closure” to preserve the desired average 80 

is accomplished. Some of these theoretical bunch shapes are not too different 

from shapes that ought to be realizable from injectors or damping rings. How to 

-- realize them exactly is not the subject of this work. 
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CHAPTER 4 

THE TRANSIENT BEAM LOADING PROBLEM 

IN CONSTANT-GRADIENT LINEAR ACCELERATORS 

Beam loading is defined as the energy reduction of charged particles due to 

their interaction with an accelerating structure. In Chapters 2 and 3, we used 

the summation of the wake fields produced by the particles to treat the problem 

of energy loss and energy spread for single bunches. In this chapter we will treat 

the multibunch beam loading problem by using the energy conservation law. We 

will start with the solution of the transient beam loading problem for a constant- 

gradient traveling-wave accelerator structure (SLAC-type structure). Then, the 

solution will be used to analyze the case of a bunch train which is injected into an 

accelerator section either before or after the section is filled entirely with energy. 

, a.- Finally, we will extend the results to discuss the energy compensation problem 

for multibunch operation of future linear colliders. To simplify the problem, we 

will assume that the RF pulse is an ideal step-function without dispersive effects 

and that the charged particles all travel with the speed of light. 

4.1 GENERAL SOLUTION OFTHE TRANSIENT BEAM LOADING PROBLEM 

FORTHE CONSTANT-GRADIENT STRUCTURE 

In the absence of a beam, the steady-state variation of the RF power flow 

P(z) along an accelerator structure is given by 

dw4 - = -2a(z)P(z) , 
dz (4.1) 

where a(z) is the attenuation coefficient of the structure. For the constant- 

gradient structure, a(z) is a slowly varying function along the structure. The 

attenuation constant for the entire section of length e is 

e 

+T= J +)dz . (4.2) 
0 
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In the presence of an electron beam and taking into account time, the RF power 

loss per unit length is given by 

: = (ZJ,.,, + (E)*e., 
(4.3) 

= -2a(z)P(z, t) - i(t) E(z, t) , 

where E(z,t) is the amplitude of the electric field at (z, t) on axis, the first term 

is the power dissipated in the structure walls, and the second term is the power 

absorbed by the beam. By seeking the total differential of P(z,t) with respect 

to z, one obtains 

dP(z, t> = Wz,t) + dP(z,t) dt - 
dz dZ dt dz ’ 

(4.4) 

In order to obtain the expression for dt/d z, let us study a disturbance at 

(zr, tl), which travels with the group velocity ug and arrives at z at time t: 

’ dz 
t=t1+ - J 9kz) - 

21 

By differentiating, one gets 

dt 1 -=- 
dz %(Z> ’ 

and Eq. (4.3) then becomes: 

fmz,t) + 1 dP(z, t) 

dZ %CZ) at 
= -2a(z)P(z, t) - i(t)E(z, t) . 

(4.5) 

P-6) 

(4.7) 

By using the relation P = (E2/2 (YT- an assuming that the shunt impedance per ) d 

unit length r does not change along the section, (4.7) becomes 
-- 
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w4 + az 1 dE(z7 t) + %CZ) at 1 E = -cY(Z)Ti(t) . P-8) 
Taking the Laplace transform with respect to time, we obtain 

wz, 4 + 
dZ 

s + Q(z) - v9 (4 -L da(z) E(z,s) = -m(z) i(s) 
20(z) dz 1 . (4-9) 

For the constant-gradient structure without beam, the attenuation coefficient 

can be derived from Eqs. (1.4) and (1.5) as: 

a(z) = (En - pout)12e = (Pin - RJtlt)/2~ 

P(z) En - (En - Cut) (Z/e) 
(1 - eS2’)/2e 

=l - (1 - e-2r) (z/e) ’ 

Differentiating both sides of (4.10) with respect to z, one obtains: 

“1:) = (4, - f’out)/2e * (fin - Pout)/l 
[Pi, - (Pi, - Pout) Z/l] 2 = 2a2(z) . 

(4.11) 

By substituting (4.11) into (4.9) and integrating, we obtain 

E(z, s) = E(0, s)esstz - e-stz ~-i(s) 
J 

es’” a(z)dz , 

0 

where t, is the time it takes the RF power to propagate from 0 to z: 

tz=i $$=i 2Q$z)dz=-~ln[I-(l-e-2r)./l?] . 

0 0 

-- 

By using the substitution of variable 

dt,=- z ’ d = 2Q+) dz , 

OLl Cz) w 

and performing the integration in (4.12), one obtains: 
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E(z, s) = E(0, s)ebstz _ w+ [l - eaStz] . (4.15) 

The energy gain of a synchronous electron (v M c) passing through the structure 

is given by 

e 

V(t) = 

s 

E(z,t)dz . 

0 

Correspondingly, its Laplace transform is 

e 

V(s) = 
s 

E(z,s)dz . 

0 

(4.16) 

(4.17) 

,, 
a- 

From (4.13) we have: 

, (4.18) 

dz = (1 _ Z:~T)Q e 
-(w/Q)tz dt, . (4.19) 

By substituting E(z, s) from (4.15) and dz from (4.19) into (4.17) and performing 

the integration, (4.17) becomes 

-- 

E( 0, s)wl 

‘(‘) =(l - e-2’)(s + w/Q)& 
1 _ e-(s+4Q)tp - 

I 

wr i(s)? 

2sQ(l - eeaT) 

~1 _ ,-WQ)~,] - Qts +“wis, [l - e-(s+U/Q)tF] 1 
, (4.20) 

where t, = tZ(l) = 2rQ/ w is the filling time of the section. 

Now let us assume that E(0, t) and i(t) are step functions as follows: 

C 
E(O$) = EoU(t) 
i(t) = ioU(t - ti) . 

(4.21) 
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where ti is the time when the beam is injected, is is the average beam current, Es 

is the amplitude of the electric field at z = 0 and U(t) is the unit step function. 

If there are a total of N equally spaced bunches, each of charge Q, and the 

bunch train has a time span tb, the average current is can be expressed as 

io = Nqftb . (4.22) 

The Laplace transforms of (4.21) can then be written as 

a- { 

E(O,s) = l&/s 

i(s) = (io/s) essti , 

and (4.15) and (4.20) become 

E(z, s) =F) emstz - !f!$ 
1 

-3ti 

5 - 
e-S(ti+tz) 

S2 1 
‘(‘) = (1 - e-2T$wt w/Q)sQ 

1 _ e-2r . e-stF 1 _ “‘;;e- 
S2 

’ - (1 _ ,-2~); + w/Q)Q (l - e-2r - e-stF )I ’ 

(4.23) 

(4.24) 

(4.25) 

The inverse transforms of (4.24) and (4.25) give respectively the electric field at 

any point and the energy gain as a function of time. 

E(z, t) = &U(t - t*) - y$ [(t - ti)U(t - ti) + (t - t; - t,)U(t - ti)] (4.26) 

-s 
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w = 

E&[l - e-(w/Q)t] E&em2’ 
(1 _ e-2r) UP) - (1 _ e-2r) 

1 - e-(WIQ)(t--tF) 
1 . 1 u(t _ tF) 

+!?!I 
2 

i 
Qiyz2r) ct - ti) - (1 -t-2r) 

1 _ ,-(wlQ)(t-ti) u(t _ ii> 

(4.27) 

r io -- 
2 Qi’TII’,,) ct - ti - tF) - (lyzLr) 

[l-i(t-ti--t,)lJU(t--ti-tF) . 

Having obtained these general expressions, let us now apply them to some 

practical examples. The first example is for the case where the beam is injected 

a.- exactly after one RF filling time. Most of the traveling-wave linear accelerators 

work in this mode. The second example is for the case where beam injection 

takes place before the RF structure is entirely filled up. The linea,r colliders 

accelerating multibunches will work in this mode. 

4.2. BEAM INJECTION EXACTLY AFTER ONE FILLING TIME 

In this case, for convenience we choose the time at which the beam is turned 

on as zero. The new time then starts after one filling time, t,. Eq. (4.27) then 

becomes 

v(t) = Eoe + % fi t - l-$2r (1 - e-5’) 1 0 5 t 5 t, 

1 1 
(4.28) 

V(t) = Eo4? - + 1 - ;:=I’,; t >.t, 

where 

E& = (1 - e -2r)1/2(Pi,re)1/2 . 

45 



The energy gain V(t) is schematically shown in Fig. (4.1). The transient 

beam loading for 0 5 t 5 t, can then be expressed as 

A&, = V(t) - Eof! = - 
r $2 

2(1 - e-2r) 
1 - We-2rt _ e-(WIQP 

Q 1 
(4.29) 

r i0-t -2r ’ 
= -2(1_ ,-2r) [ ' -2r e 

0 t, 
- e-2r(tltF) . 1 

From this expression we can obtain some familiar results. First let us examine 

what happens at the very beginning of beam injection (t < tF): 

d(Ab) = i” rwe 2keAq/At --= 
dt 2Q 

, 
t=o t=o 

(4.30) 

a- 
where k is the loss parameter per unit length for the fundamental mode. Eq. (4.30) 

is consistent with the result derived from the fundamental theorem of beam load- 

ing Eq. (2.2). 

Conversely let us see what happens at time t, after the beam has been turned 

on. From Eq. (4.29) it is easy to find that 

ww = 0 

dt t=t, 
(4.31) 

This corresponds to the transition from transient to steady-state beam loading 

when t > t,. We can see that the transition is smooth. 

4.3. EARLY BEAM INJECTION FOR MULTIBUNCH OPERATION 

-- 

In order to increase the luminosity and RF energy transfer efficiency of a 

linear collider, multibunch operation will almost certainly be required. The beam 

should then be injected before the accelerator section is completely filled so that 

to first order, the energy decrease due to beam loading is compensated by the 

energy increase due to filling. 
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Fig. 4.1. Transient beam loading shown schematically in arbitrary units for 

injection before t = t, and at t = t,. 
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We assume in this example that the beam injection starts at time ti = t, -tb 

and ends at time t, (see Fig. 4.1). To obtain the best energy compensation we 

choose to assume that the following condition must be satisfied: 

V(ti) = V(t,) s (4.32) 

From (4.27), this condition yields: 

E. 1 _ e-2r(l-tb/tF) 1 1 - e-2rtb/tF 
1 - e--2r 1 l-e-2r ’ 

By assuming i!b << t, and expanding the exponential functions, we can write the 

condition for best energy compensation as 

Eo + $- (1 - e2r) + r( F)e2r = 0 
[ 1 . (4.33) 

F 

For best collider operation, it is important to know the energy deviation in 

a bunch train. Let t = ti + t* in the time interval ti < t < t, . From (4.27) the 

energy gain at time t* can be written as 

Eoe V(ti + t*) = l _ e-2r 1 - e-(YIQ)(r,-lb+r*)] 

Again, by expanding the exponential functions, the energy gain can be written 

as 

Eoe 
v(ti + t*> = 1 _ e-2r 

1 + 2T(tb - t*) 

tF II 
+ 2(1 “;m2r) [ qt- - 27( 9 + 277 ;)2] * (4.34) 

F F 

Vo, the energy of the first bunch, can be obtained by letting t, = 0 in 

Eq. (4.34): 
-- 
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&= 1f~f2r[1-ew2r[1+27($)]] . 

From (4.34) and (4.35) the energy deviation from Vo is 

6V = V(ti + t*) - VO 

. (4.36) 

(4.35) 

In order to find the time at which the energy is minimum, we set 

d@V) = 0 

dt* 
, 

which yields 

t* = (1 - e-2r e-2rEo 

27 - trio It, ’ 
(4.37) 

By -using the condition for energy compensation (4.33), the maximum energy 

deviation happens at time t,,,, which can be expressed as 

t 
tb 

max = - . 
2 

(4.38) 

Under this condition where tb < t,, we see that the maximum energy sag is 

located at the center of the bunch train. 

By substituting tm,, in (4.38) into (4.36) and using (4.33) to simplify the 

result, the maximum energy deviation can be expressed as 

SVm,, = -ri0l 
72 

(5)2 . 
4(1 - e-2r) t, 

(4.39) 

-- 
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4.4. SOLUTIONS EXPRESSED IN TERMS OF MULTIBUNCH PARAMETERS 

The charged particles accelerated in an RF linac are rigidly and regularly 

bunched. Let us assume that the N bunches are equally spaced, AS apart from 

each other. Then, we have the following relations: 

iotb = Nq , (4.40) 

NAS = ctb , 

2kt, 
+,=2(g)+- 

r ’ 

By using the above relations, condition (4.33) can be rewritten as 

(4.41) 

(4.42) 

Eo + Nkqe2’ = kq( Ek)(e2y 1) . (4.43) 

By using tb = y(e) from Eq. (4.41), one obtains 

AS 
-= 
e ( e2rT- ’ )(+ Eoe-2;; Nkq * (4.44) 

The nth bunch which has the maximum energy sag can be calculated from 

(4.38): 

N 
nM- 

2 ’ 

The energy deviation of this bunch can be expressed as 

sv,,, = - 2( 1 -Te-2r) (&IN2 IcqAs ’ (4.46) 

For the case of small attenuation 7, the best energy compensation condition 

(4.44) becomes 

(4.47) 

-- 
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From (4.44), th e maximum energy sag is given by 

SVrnax = -(--&);kqAS . (4.48) 

The condition of best energy compensation (4.47) and the maximum energy 

deviation (4.48) are similar to the results derived by R. Ruth21 from the analysis 

of the energy loss due to the wake field for the case of small a.ttenuation 7. 
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Chapter 5 

RF BREAKDOWN STUDIES IN ROOM 

TEMPERATURE ELECTRON LINAC STRUCTURES 

5.1. MOTIVATION 
c - 

This chapter concerns itself with the study of RF breakdown, field emission 

and RF processing in room temperature electron linac structures. The moti- 

vation behind this work was twofold: in a fundamental way, to contribute to 

the understanding of the RF breakdown phenomenon, and as an application, to 

determine the maximum electric field gradient that can be obtained and used 

safely in future e * linear colliders app roaching the TeV (1012 eV) energy range. 

Indeed, the accelerating gradient is one of the crucial parameters affecting their 

design, construction and cost. For a specified total energy, the gradient sets the 

accelerator length, and once the RF structure, frequency and pulse repetition 

rate are selected, it also determines the peak and average power consumption. 

These three quantities are at the heart of the ultimate realizability and cost of 

these accelerators. 

For many years, the accelerator community has relied on the so-called Kil- 

patrick Criterion7 to predict RF breakdown limits of structures as a function of 

frequency. However, many experimenters have shown in the meantime that these 

-limits can be greatly exceeded. The work reported here, carried out as part of 

a much broader linear collider research program at SLAC, attempts to establish 

the ultimate accelerating gradients that can be reached in practical structures at 

S-, C-, and X-band frequencies. Related topics which are also treated are field 

emission, RF processing, thermal effects, x-ray radiation, sparking, emission of 

gasses, surface damage and its possible control. 
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5.2 ACCELERATING STRUCTURES TESTED AND MAXIMUM GRADIENTS 

REACHED 

All experiments reported here, except for 

still incomplete, were performed on resonant 

of one or a few cavities. The use of such 

-the present unavailability of the extremely 

one that was started recently and is 

standing-wave structures consisting 

structures was made necessary by 

high peak power sources that will 

eventually be required (500 to 1000 MW/m). The accelerating gradient in a 

short standing-wave section of length e, shunt impedance per unit length rsw, 

and peak input power P is given by 

v= 
\i 

P 
pv 7 (5.1) 

whereas for a corresponding traveling-wave section, it is 

(5.2) 

valid for r << 1, where 7, the attenuation of the section, is given by we/2vgQ and 

rTW, the traveling-wave shunt impedance, differs from rsw by at most a factor 

of 2. It is in principle possible to increase r for a short section of length e by 

decreasing the group velocity ug to raise the stored energy density (typically by 

reducing the size of the irises or by putting inductive slots in the disks). However, 

the structure would then not be entirely representative of the ultima.te .a,ccelerator 

-design as presently conceived. Standing-wave tests were done at S-, C- and X- 

band at SLAC22y23y24 and at Varian,25T26 and tests on a traveling-wa,ve structure, 

also at X-band, were recently begun in connection with the relativistic klystron 

program 27 carried out by SLAC in collaboration with LBL a.nd LLNL. The first 

series of S-band tests was done with a seven-cavity resonant section of SLAC 2~/3- 

mode constant-gradient structure. The structure can be seen in cross section in 

Fig. 5.1 and complete with its water cooling system in Fig. 5.2. It was supplied 

-with RF from a 47 MW peak power XK-5 klystron with a 2.5 psec pulse width at 
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S-Band (2.856 GHz) 
2n/3 Mode 

C-Band (5.0 GHz) 

X-Band (9.3 GHz) 

X-Band (11.4 GHz) 

81 lOAIl 

Fig. 5.1. Collection of S-band (seven-cavity, 2n/3-mode), C-band and X-band 

cavities used in tests. 

i 
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61 lOA 

Fig. 5.2. S-band (seven-cavity, 2r/3-mode) structure, complete with water 

cooling system. 
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60 pps. The second series of S-band tests was done with a specially built r-mode 

two-cavity structure with nose cones. Their presence increased the ratio of peak- 

to-accelerating field, thereby reducing the required peak power from the above 

klystron to about 10 MW. Such a structure, with one RF feed per wavelength, was 

proposed28 to circumvent the need for extremely high peak power. It is shown in 

Fig. 5.3. The C- and X-band cavitiesare also shown i&Fig. 5.l”To simplify the 
- 

-tests, only half-cavities were used in these cases. The experiments were carried 

out at Varian with -1 MW magnetrons. Finally, preliminary tests have been 

done with a 27r/3-mode thirty-cavity traveling-wave structure at 11.424 GHz. 

Individual cavities can be seen in the lower right-hand corner of Fig. 5.1. Short 

(10 to 25 nsec) pulses of 60 to 200 MW peak power from a six cavity relativistic 

klystron were used to drive the section. The repetition rate, however, was only 

1 pps, and no clearly measurable breakdown was reached as this thesis goes to 

press. In all cases, standing-wave and equivalent traveling-wave, a,ccelerating and 

surface fields were calculated using the SUPERFISH computer program, as will 

be explained in Section 5.3.1. The results are summarized in Table 5.1. 

All experimentally measured maximum gradients for standing-wave struc- 

tures are summarized in Table 5.2 for pulse lengths as shown. For the S-band 

tests, increasing the pulse length from 1.5 to 2.5 psec caused only a 2% reduction 

in the maximum attainable gradient. The peak surface electric fields are plotted 

as a function of frequency in Fig. 5.4. A rough fit to this curve is 

E, N 195 [~(GHz)]“~ . (5.3) 

We see that if this empirical relationship is valid at the higher frequencies 

such as four times SLAG (11.424 GHz) or six times SLAC (17.136 GHz) which 

are presently being considered for a future linear collider, we could expect the 

breakdown limits shown in Table 5.3. 
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Fig. 5.3. S-band (two-cavity, x-mode) structure, complete with water cooling 

system. 
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Table 5.1. Fields calculated for normalizing condition’ 

(s,” E,(z) exp{j(wa/c)} &l/L = 1 MV/m. 

S-band C-band X-band 

Disk-loaded With nose cone Disk-loaded 

(27r/3-mode) (x-mode) Half-cavity* Half-cavity* (2r/3-mode) 

Frequency, f (MHz) 2856.1 2856.38 4998.0 9346.5 11423.7 

Length for calculation, L (cm) 5.2485 5.2485 1.507 0.806’ 1.3121 

Beam hole diameter, 2a (cm) 1.99 1.6 0.748 0.40 0.75 

Factor of merit, & 13,803 18,489 7018 5595. 6960 

Shunt impedance* (MR/m) 62.612 74.2 79.6 88.83 98.0/2 

Energy stored in cavity of length L, W (J) 1.2445 x 1O-3 7.254 x 1O-4 3.951 x IO-’ 7.205 x lo-’ 2.5415 x lo-’ 

Power dissipated, PO = wW/Q (W) 1611.8 704.12 176.8 75.26 262.07 

Average accelerating field, &,, * (MV/m) 0.9824 0.9977 0.966 0.9087 0.9s93 

Maximum axial field at z = 0, 1 E,,sw lmoz (MV/m) 2.685 1.S655 3.1683 2.0212 1.616 

Maximum surface field, 1 E,,sw lmaz (MV/m) 3.Sl 4.145 7.542 4S76, 4.502 

IE r,SW IrnOI IEacc 2.733 1.57 3.28 2.224 1.633 ’ 

I Es,sw lmaz l&c 3.88 4.15 7.81 5.37 : 4.55 

t The SUPERFISH program calculates all the field and energy properties for the indicated normalizing condition. 

*For half-cavities with end-plate, r and Q are lower than they would be for a full cavity. 

* Shunt impedances given here are for SW case. Conversely, if the S-band 2a/3-mode section is used as a TW structure, the shunt 

impedance is twice as high, i.e. 62.6 MR/m. 

i &cc is slightly lower than lMV/m because it is the real or imaginary part of the normalizing integral, depending on the boundary 

conditions (see section 5.3.1). 
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Table 5.2. Experimentally obtained breakdown-limited gradients. 

S-band C-band X-band 

Disk-loaded With nose cone Disk-loaded 

(27r/3-mode) (r-mode) Half-cavity Hdf-cavity (27r/3-rnocle) 

Frequency, f (MHz) 2856 2858 4998 9303 11424 

Total length (cm) 24.5 10.5 1.507 O.SO6 26.25 

Filling time* (ps) 0.77 1.0 0.172 0.052 0.02s 

Pulse length (~1s) 1.5-2.5 1.5-2.5 3.5 3.5 0.0251 

Peak input (MW) power 47 10.8 0.s 1.2 200+ 

Peak surface field, E, (MV/m) 313 340 445 572 303+ I 

Corresponding traveling-wave 
accelerating field: 161 175 229 ‘295 133f 

! 
*For critical coupling in the case of standing-wave structures. 

+Preliminary results, limited by available RF power and not by breakdown. 

SAssuming SLAC structure, working in the traveling-wave mode, in which E,/lL = 1.94, except for S-band 

disk-loaded TW structure which was built with Es/&,, = 2.28. 
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Fig. 5.4. Peak breakdown surface fields measured as a function of frequency. 
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Table 5.3. Predicted limiting gradients for future 

colliders at specific frequencies. 

I Extrapolated Limiting Gradients 11.424 GHz 17.136 GHI I 

Peak Surface Field (MV/m) 660 I 807 

I Accelerating Field (MV/m) 

- assuming Es/E,,, = 2.5 
264 j-323- 

In this table it is assumed that the iris diameter ( 2a ) of the disk-loaded 

waveguide is chosen to be relatively large ( 2a/X x 0.2 ) so that the longitudinal 

and transverse wake fields can be minimized. This results in a ratio of peak 

surface field to average accelerating field of 2.5 . Also, the possible advantage of 

going to much shorter pulse lengths ( 20 - 100 nsec ) at the higher frequencies 

and conversely, the disadvantage of having to incorporate lossy radial slots in the 

disks to damp higher order modes, are neglected or assumed to cancel each other. 

We will now discuss the details of the experimental conditions under which 

the above results were obtained. 

5.3. STRUCTURE DESIGN, EXPERIMENTAL SET-UPS AND TESTS PERFORMED 

5.3.1. S-Band Disk-loaded Waveguide Structure 

Design Principles 

The accelerating gradient at which the SLAC disk-loaded waveguide runs 

routinely for the SLC is about 20 MV/ m. The highest accelerating gradient ever 

measured until 1984 at SLAC dates back to undocumented experience with a 

short accelerator section in a resonant ring used to test RF components during 

the construction period (1962-1966) of th e 1 inear accelerator. It is believed that 

at that time, this short section reached an accelerating gradient of 46 MeV/m 

without obvious signs of breakdown. 

- To reach 100 MV/ m in a conventional SLAC three-meter constant-gradient 

section, one would need a klystron with a peak power output of 900 MW. Since 
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such a tube is not available, we decided to use a short standing-wave section 

in which the resonant fields build up. The design criteria for this section, the 

fabrication, the matching and tuning, the experimental set-up and the results 

are described below. 

Standing-wave accelerators are generally built in the r-mode or some vari- 

ation thereof so that both forward and reflected waves c&tribGte to the accel- 
_ 

eration of a synchronous particle. In the case of this experiment, however, we 

were not interested in accelerating electrons but rather, in testing a 2r/3-mode 

SLAC-type of section to its maximum field. We took advantage of the availability 

of short six-cavity stacks, already brazed onto a coupler, to speed up the exper- 

iment (see Fig. 5.1). Th ese stacks were actually the input and output segments 

of the SLAC three-meter sections which consist of a total of 84 regular cavities 

and two coupler cavities. These stacks were brazed separately and then joined 

onto the center portion ‘(74 cavities). We chose the output stack because it has a 

lower group velocity and a higher field intensity for a given power input, and we 

capped it off at the end opposite to the coupler to make it resonant. Thus our 

standing-wave section consisted of seven cavities. 

The conceptual passage from standing waves to traveling waves and vice versa 

can be understood by referring to Fig. 5.5 and Ref. 29. The traveling-wave E, 

field for the accelerating TMol-type mode can be expressed as 

where Pn = PO -I- 2rn/d 
PO = w/c 

d = periodic length 

= amplitude of nth space harmonic 

. 
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The standing wave can be viewed as the sum of two traveling waves, one trav- 

eling to the right (e +jg’), the other to the left (e-jp’). For a particle traveling to 

the right on crest at the velocity of light, the first wave alone produces accelera- 

tion. As stated above, because of the periodic nature of the structure, the fields 

are actually made up of summations of space harmonics of amplitude a, of which 

only the first (a~) travels at the velocity of light. If we choose thmrigin at a point 

-of symmetry of the structure (in the middle of a cavity or a disk) and set proper 

boundary conditions, the expression for the axial SW electric field is simplified. 

For example, if we let the tangential component of the electric field be zero at 

both end-planes, this results in the so-called Neuman boundaries shown on the 

left-hand side of Fig. 5.5 (b) and th e axial SW electric field can be expressed as 

n=+m 

E +w = e 
-jwt 

c 2u, cos pnz. (5.5) 
n=-co 

Conversely, if we let the tangential component of the magnetic field be zero at 

both end-planes, this results in the so-called Dirichlet boundaries shown on the 

right-hand side of Fig. 5.5(b) and th e axial SW electric field can be expressed as 

n=+m 

E +W = e 
-jwt 

c 2u, sin Pnz. w-9 
n=-co 

The snapshots of E, and E, at the instants chosen in Fig. 5.5(a) and 5.5(b) 

are indistinguishable, except that in the standing-wave case the E, (or ET) and 

H4 are in time quadrature. This is the only basic physical difference between a 

TW structure and its simulation by a SW test. We did not feel that this difference 

was sufficient to invalidate the tests, even though the trajectories of field-emitted 

electrons would clearly be different in the two cases. 

To calculate the field parameters in our standing-wave section, we used the 

SUPERFISH program for cavity No. 79 of the constant-gradient stack. Since the 
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(a 1 Traveling Waves, p,d=Z 7r/3 

d/2$?-- 

‘I 
Snapshot of E at wt= 0 - 

2=0 

~~~ 

Snapsho; of E at wt = lT/2 

Instantaneous amplitudes of E, , 
Er and H+at wt=O 

Instantaneous amplitudes of E, , 
Er and H,+ at wt =rr/2 

(b) Standing waves, p, d = 2 a/3, for boundaries at z =O and z=3d 

2=0 2=0 

7 7 
LNeuman Boundaries ( ET=011 /Dirichlet Boundaries ( HT=O@ 

Snapshots of E,,, 

-2 

Maximum amplitudes of E, and E, (in phase) and H+ (leading in 
time quadrature) 2-85 

4859Al 

Fig. 5.5. Traveling waves and standing waves in the SLAC structure with 

%eir respective field amplitudes in arbitrary units. Note that E, is taken 

on-axis and E, and Hd are off-axis. 
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other cavities (No. 80 through No. 85) 1 lave slightly higher fields, this calculation 

is on the conservative side. The calculation was performed for Neuman-Neuman 

boundaries for one and one-half cavity (L = 5.25 cm) with the normalizing con- 

dition given in the SUPERFISH program as 

L 

J 
E, (2) ej(uzlc) CL2 

- 0 

= liw/171. - - (5.7) 

If the SW field is maximum at the z = 0 boundary of the section under calcula- 

tion, the average accelerating field can be expressed as 

L 
Eacc = ; 

J 
E&z) cos(wz/c)dz. 

0 

Conversely, if the SW field is zero at the z = 0 boundary of the section under 

calculation, the average accelerating field can be expressed as 

r L 

E,,, = ; 
s 

E,(z) sin(wz/c)dz. 

0 

For this reason, E,,, in Table 5.1 is always slightly lower than 1 MV/m. 

Also, referring back to Table 5.1, the shunt impedance for the standing wave 

is half of that for the traveling wave (except in the r-mode) because twice the 

energy is stored for the same accelerating field. Conversely, it should be noticed 

that the ratio of maximum surface electric field to average accelerating field for 

the standing-wave structure is twice that for the tra.veling-wave case, i.e. 

I J%,sw Imaz @a,, = 2 1 J%,TW I~mar /&cc (5.8) 

From this expression we see, for example, that for a SW structure consist- 

ing of 2r/3-mode cavities, an average accelerating field of 50 MV/m results in 

the sa,me peak surface field ( in one out of three cavities, i.e., the half-cavities on 

the left-hand side of Fig. 5.5(b)) as would exist, at successive times (T/3 apart), in 
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all cavities of a 2n/3-mode TW structure with an average accelerating field of 

100 MV/m. Since in our breakdown tests the physically limiting field is the peak 

surface field, we must obtain a relationship between the input power (Pin) to the 

SW structure and this field. This can be done by using Table 5.1 and noting 

that in a SW cavity, at steady-state, Pi, = PD. Our 2x/3-mode section having 

an equivalent length of 6.34 cavities and a measured-Q value”of - 13500, we can 

- -derive the following relationships: 

E,,SW = 3.88 x 0.9824 J P;, x 13500 

1611.8 x (6.34/1.5) x 13803 x lo+ (5.9) 

= 45.76 MV/m 

and thus 

&C,TW = 23.566 MV/m (5.10) 

where Pi, is in MW. The results are found in Table 5.2. 

Fabrication, Matching and Tuning 

Several mechanical modifications were made to complete the fabrication of 

the standing-wave section from the available coupler stack. The first was to braze 

sixteen (instead of the usual eight) cooling tubes around the section to improve 

the cooling. The second modification was to drill small holes (by EDM) into the 

wall and disks of the section (see Fig. 5.6) to insert thermocouples foi- temperature 

. monitoring at test points l-4. Test point 1 is used to monitor the temperature 

of the end-plate. The holes at test points 2 and 3 are deep enough to measure 

the temperatures of the edges of the disks. Test point 4 is located in a shallow 

hole in the wall to measure the average temperature of the whole section. The 

third modification was to cap off the last cylinder (cavity No. 79) with a cut-off 

disk, and a. subsequent plate to provide a vacuum seal. The fourth modification 

was to braze an extra matching iris into the input coupler to critically couple the 

-section for maximum power delivery. The iris is shown schematically in Fig. 5.7. 
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Probe 1A - 

cut- off 
Aperture ‘v- 

Probe ( 

6-68 

5700A2 

Probe ; 
Test Point ~~ 

Probe 38 

SMP L Feedthrough 

15mil Cu 
Window 

Probe 18 

0.9mm Dia 
(2 holes) 

Bending Magnet 

J 

-Probe 48 

. Fig. 5.6. Experimental set-up used for S-band (seven-cavity, 27r/3-mode) 

structure. 
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Fig. 5.7. Cross-section of coupler cavity showing extra brazed-in matching 

iris to obtain critical coupling. 
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The end-plates were originally made out of stainless steel. However, in one 

of the early experiments an RF-focused field-emitted (FE) beam punctured the 

downstream plate. After this incident the stainless steel plates were replaced by 

1.25 cm thick copper plates, thinned down on axis to 0.38 mm thick, 1.4 cm 

diameter “windows” to permit extraction and analysis of the FE beam. Two 

internal probes with coaxial SMA-feedthroughs were installed, at both ends to 

- monitor -and measure internal FE currents. Subsequently, eight transverse coaxial 

SMA probes were installed (3A, 4A, etc. in the full-field cavity A, and 3B, 4B, 

etc. in the half-field cavity B), also to measure FE currents, but this time to 

detect any azimuthal asymmetries in emission. 

The process of tuning consisted of adjusting the phase shift of every cavity 

to the 27r/3 design value at the correct temperature and pressure. The process 

of matching consisted of adjusting the coupling between the input rectangular 

waveguide and the section to obtain the lowest possible standing-wave ratio. Be- 

cause the two processes a,re not independent, the Kyhl nodal shift method3’ was 

adopted. The experimental arrangement for tuning, matching and measuring of 

the electric field on-axis is illustrated in Fig. 5.8. For the nodal shift measure- 

ment, a detuning copper plunger was inserted into a given cavity as shown on 

the right-hand side of Fig. 58. For the field measurement, a dielectric bead was 

then pulled along the axis of the section, also as shown. The signal reflected by 

the bead was connected to an X-Y plotter via an VSWR meter: the resulting 

plot is shown in Fig. 5.9. Note that cavities No. 80 and No. 83 are the ones that 

. reach the maximum field; the coupler and other cavities do not. 

By adjusting the iris aperture S, a VSWR I’ of 1.08 was obtained for S = 

0.78 in. Thus, the reflection coefficient p of the section was 

r-1 
- = 0.03s5 

P=r+l 
(5.11) 

Thus, once steady-state was reached, only 0.15% of the input power was reflected. 
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Fig. 5.8. The microwave measurement set-ups for matching, tuning and bead- 

pulling. 
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Cavity 

No. 

1 O-88 

Coupler 84 83 82 81 80 79 

Z 6llOAl 

Fig. 5.9. Power reflected by bead as a function of axial position (in arbitrary 

units). This power, if it were measured with a perfect square-law crystal, 

would be proportional to IE,14 b ecause the reflection coefficient of the bead 

lE7proportional to IE, I2 and the reflected power scales as the square of the 

reflection coefficient. 
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When holes were machined into the wall of the section and the eight transverse 

probes were brazed into them, several cavities were deformed. In the process, the 

original tuning and matching were spoiled and the entire procedure had to be 

redone. 

Experimental Set-up 
c - e 

During the course of this research, the experimental set-up for the high power 

tests was gradually modified to refine the measurements and allow different ob- 

servations. A general RF block diagram is shown in Fig. 5.10. The RF sys- 

tem consisted of a low-level variable frequency oscillator, a pin-diode modulator, 

two traveling-wave amplifiers, and an XK-5 klystron which supplied up to about 

47 MW of peak power to the accelerator section. The variable frequency oscil- 

lator was needed because the temperature of the section changed as the input 

power was increased, and the oscillator had to be retuned to keep the section 

resonant. The trigger system was used to vary the repetition rate and the pin 

diode allowed us to adjust the length of the RF pulse. The forward and reflected 

powers were monitored by means of two modified Bethe-hole couplers. 

All the tests were done inside a concrete vault in the SLAC Cryogenics Build- 

ing. Fig. 5.11 shows a view inside the building. This vault consists of three-foot 

thick shielding blocks and a complete radiation safety interlock system. The 

klystron, modulator and power supply are located on the roof of the vault and 

the microwave power is piped to the accelerator structure via a vertical rect- 

*angular waveguide whose vacuum is separated from the structure vac&m by a 

ceramic window. 

When the accelerated and axially extracted FE currents became measur- 

able, a bending magnet, momentum analyzing slit and Faraday cups were added 

at the down-stream end (on the right in Fig. 5.6.). Later, this equipment and 

the downstream copper window were removed and a glass window, mirror and 

Jack-and-white video camera were installed in the shielding vault to look inside 

the section during high-gradient operation. An attempt was also made to use two 

72 



Variable 
Frequency 
Oscillator 

Pin Diode 
h Modulator 

A 
TTL 

- 

Repetition 

Et- 

Rate 
Counter 

1 Amplifier 1 

1 Trig-out 

Master 
Pulse - 

Generator 

HP 435A H 

Power 
Meters 

HP 435B 

2000MC 4100MC L 
-51.42 

2000MC 4100MC LN-20 

Attenuator 

6110AlO 

II RF 
Window 

J Accelerator 
Section 

2-69 

Fig. 5.10. Block diagram of RF system for S-band test. 
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color video cameras, but neither could be operated successfully, the first one 

because it was affected by x-ray radiation, and the second because of insuffi- 

cient sensitivity. Dipole magnets were wrapped around the section and/or along 

an axial output pipe, to prevent FE electrons from melting the glass window. 

The effect of these magnets was to bend the electrons into the walls, but-in 

the process-to generate additional x-rays which produce&a str%ng luminescent 

-background glow as they passed through the glass window. 

High Power Tests 

The peak power dissipated per unit length in the 2n/3-mode structure was 

more than twenty times higher than in the SLAC linac running in the SLC mode. 

For this reason, it was important to check the behavior of the section under the 

effect of RF heating. For our test, the cooling water flow was set at 15 gpm and 

the input water temperature was 83” F. 

Figure 5.12 shows the temperatures monitored in the section as a function 

of average power dissipated. All variations appear to be linear. As pointed out 

earlier, test points 2 and 3 are in successive disks, and test point 4 is in the outer 

wall. As we see, test point 2 rose much faster than test point 3. This can be 

explained by noticing that the magnetic fields near the edges of different disks are 

different, as shown in Fig. 5.5(b). F’g I ure 5.12 also shows the resonant frequency 

of the section as a function of average power dissipated. The linear variations, 

repeatable from measurement to measurement, indicated that the deformations 

of the section caused by heat in this range are not permanent. 

It should be mentioned that the average powers plotted in Fig. 5.12 were 

indeed the powers delivered to the section, after subtraction of the reflected power 

from the forward power measured by the directional couplers in Fig. 5.10. The 

ratios of reflected-to-forward energy or average power for a critically coupled 

cavity can be expressed as31 

, 
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frequency, both as a function of average power dissipated in accelerator section. 



where Tp is the length of the RF pulse and Tc = 2Q,5/~- or &o/w since the 

loaded QL of the cavity is equal to Qs/2. For our experiment, Tp was 2.5 psec 

and Tc - 0.75 psec. The ratio calculated by the above expression was monitored 

throughout the measurements by means of the directional couplers. 

The cross-section of the field emitted beam was measured with a piece of 
# 

cinemoid film placed on both upstream and downstream outside surfaces of the - 

windows and found to be approximately 3 mm in diameter, almost independently 

of RF power level. The field emission electrons were very well focused because of 

the focusing effect of the RF field in the accelerating structure 

The beam current transmitted through the downstream window was mea- 

sured with the straight-ahead Faraday cup and found to reach 25 mA peak at 

35 MW peak power, as shown in Fig. 5.13. By passing through the window, 

the electrons produced an electromagnetic shower and were scattered at various 

energies and angles. The relative beam current transmitted to the beam collec- 

tor behind the slit formed by two lead bricks (see Fig. 5.6.) was mea.sured as a 

function of the spectrometer setting between 0 and 4000 G to give energy spectra 

for various power levels. These energy spectra had to be corrected for scattering 

through the window and gas scattering. This was done with the aid of various peo- 

ple in the Health Physics group at SLAC by using the computer program EGS432 

which simulates bremstrahlung, electron-electron scattering, ionization loss, pair 

production, photoelectric effect and multiple Coulomb scattering, and the com- 

.puter program TRANSPORT. C orresponding to a certain energy of the electrons 

incident upon the window, a suitable magnetic field is needed to maximize the 

transmission through the slit. The ratio of current received by the collector to 

current incident upon the window was calculated (see the various examples of 

Fig. 5.14). This ratio was then used to renormalize the measured spectra at 

various power levels and obtain the actual electron spectra (see Fig. 5.15). The 

double humps correspond to electrons captured in the third cavity and acceler- 

4tted through the entire section or captured in the sixth cavity and accelerated to 

the output end. 
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(d) electron trajectories (continuous lines) and r-rays (dotted lines) for various 

initial electron energies and magnetic fields. 
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An attempt was made to calculate the possible trajectories and energies of 

FE electrons accelerated and focussed by the RF fields. Typical trajectories are 

shown in Fig. 5.16, as calculated by the program NEWTRAJ,33 and indicate how 

an intense beam can actually be generated everywhere inside the structure. This 

code calculates the motion of an electron for which the initial energy, orientation 

and RF phase at departure .are given. When the electron, which is accelerated 

-by the-RF field, strikes the cavity wall at some impact point, a “new” electron 

is generated. It may be a secondary or backscattered electron, depending on the 

energy of the impact electron and its impact angle. 

When electrons of kinetic energies as high as 13 MeV hit the copper walls 

of the cavities, an electromagnetic shower is produced. The SLAC disk-loaded 

waveguide has an outer wall thickness of N lcm, which can stop almost all the 

electrons, but the bremsstrahlung y-rays with energies above 0.5 MeV can pass 

through the walls without much loss. An extremely elevated x-ray dosage was 

measured by the small pre-calibrated ion chambers. The spatial distribution of 

the dosage is shown in Fig. 5.17. A specially made pin hole camera was used to 

obtain a picture of the transverse x-ray emission from the section. The picture 

revealed that at very high fields the disks were actually responsible for the highest 

transmission of x-rays. 

5.3.2. S-Band T-Mode Accelerator Structure 

The 2x/3-mode structure tests required that the power output of the avail- 

able XK-5 klystron be pushed to its ultimate capability (47 MW). The two-cavity 

r-mode structure described here was built for two reasons: a) so that its break- 

down field could be reached at a more conservative power level (-10 MW), and 

b) to test the principle of an idea2* whereby an accelerator could be built with 

an array of such two-cavity structures, each one wavelength long and supplied by 

a separate source of moderate peak power (Fig. 5.18). 

- The r-mode cavity is shown with its dimensions in Fig. 5.19. The princi- 

pal design considerations were the choice of the beam hole dimension (2a), the 
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Fig. 5.17. Average x-ray dosage distribution around S-band (seven-cavity, 

27r/3-mode) accelerator section (300 MV/ m surface field, 2.5 psec, 120 pps). 
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maximization of the shunt impedance, the shape of the nose cones, and the fre- 

quency separation between the “O”- and ‘Y-mode resonances. All these factors 

interact with each other. Using available theory,34 the beam hole dimension was 

chosen to give approximately the same longitudinal and transverse wakefields as 

the 2x/3-mode structure. The nose cones increase the shunt impedance but also 

enhance the I?,/&,, ratio (which is unfavorable for the ultimate accelerator but 

decreases the necessary klystron power for the tests). The nose cones between 

the two cavities also determine the coupling and the resulting mode separation. 

All the calculated parameters can be found in Table 5.1. 

Using the same reasoning as for the 27r/3-mode section, the following rela- 

tionship can be obtained: 

E &SW = 103.62& MV/m (5.13) 
a- 

where Pi, is in MW. This formula was corrected for the fact that the actual 

measured &a was 16,310 instead of 18,489. The results are found in Table 5.2. 

The two-cavity w-mode section was installed inside the vault of the SLAC 

Cryogenics Building in the same general configuration as the 27r/3-mode section. 

However, several modifications were made in the ancillary equipment. The vac- 

uum system, shown in Fig. 5.20, consisted of a main 60! ion pump, a cryo pump, 

an RGA (residual gas analyzer) with a 20! ion pump and a leak valve to introduce 

various gasses into the section under controlled conditions. 

5.3.3. C-Band and X-band Standing Wave Structure 

-- 

The C-band and X-band tests reported here were done in collaboration with 

Varian Associatesz5 to shed extra light on the breakdown phenomenon as a func- 

tion of frequency and to examine the general behavior of structures at these 

higher frequencies where future linear colliders are likely to be built. As is well 

known, the advantages of the higher frequencies are higher shunt impedance (scal- 

ingasw ), ‘I2 lower energy stored for a given gradient (- ww2), shorter filling time 
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( - wv312) and smaller dimensions (- w-l ). The main disadvantage is the lack 

of availability of high power sources. The experiments were done at Varian As- 

sociates with - 1.5MW peak power magnetrons and the structures consisted 

of half-cavities. All the RF parameters calculated by SUPERFISH are listed in 

Table 5.1. 

Figures 5.1 and 5.21 show the C-band half-cavity which was built at SLAC. 

This cavity was clamped to the end-plate with six bolts torqued to 100 inch- 

pounds. The cavity was made out of OFHC copper and the end-plate was made 

out of stainless steel plated with copper. In order to obtain good RF contact 

and eliminate any gap between the cavity body and the end plate, a knife-edge 

was machined around the cavity. Two indium gaskets were placed at the outer 

diameter of the cavity body to maintain high vacuum. The microwave power was 

transmitted through the coupling iris in the end-plate. A quarter-wavelength 
a- 

transformer was designed to reduce the size of the coupling iris. The dimensions 

of the coupling iris to obtain a perfect match between the cavity and the outer RF 

system were arrived at empirically. To minimize the shift in resonant frequency 

caused by heat deformation of the cavity under high power operation, a cooling 

water passage was incorporated within its body. The power transmitted to the 

cavity was monitored by a small current probe made from a feedthrough located 

in the end-plate. 

-- 

The X-band cavity, which is shown in Fig. 5.1, was made at Varian Associates. 

The basic tester assembly was quite similar to that of the C-band test shown in 

Fig. 5.21. A pure copper gasket was pressed between the cavity and the end-plate 

to maintain high-vacuum and good electric contact. In a later version of the X- 

band tester, several improvements were made. The cavity wall was pushed or 

pulled through a threaded connection which was operated by a stepping motor. 

By adjusting the amplitude and direction of the voltage on the stepping motor, 

the resonant frequency of the cavity could be made equal to the RF frequency 

of the magnetron. A glass view port was added to the cavity body to permit 

observation of surface phenomena during RF processing and breakdown. 
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Figure 5.22 is a picture of the set-up for the X-band high-gradient test. 

5.3.4. 11.424 GHz High Gradient Accelerator 

The last structure which was designed for this series of tests was a traveling- 

wave section built in conjunction with the relativistic klystron program being 

carried out at SLAC and LLNL.27 This program is expected to result in a power 

source producing N 50 nsec pulses of 0.5 - 1.0 GW power at 11.424 GHz, which 

could be used to test such a traveling-wave structure up to accelerating gradients 

of 200 MV/m. The section which was built was a constant-impedance, 2~/3- 

mode disk-loaded waveguide with a (2~) d imension of 0.75 cm, large enough to 

give relatively small wake fields, a large group velocity (us/c = 0.031) and a 

filling time of 28.4 nsec for a length of 30 cells. The RF parameters calculated by 

SUPERFISH are listed in Table 5.1. The structure was assembled from machined 

a- 
cups (shown in the lower right-hand corner of Fig. 5.1) brazed together and fitted 

with input and output couplers. The coupling cavity and tapered rectangular 

waveguides were machined out of single pieces of copper and their dimensions 

were obtained by extrapolation from S-band data and cold tests. A special tool 

permitted each cavity to be tuned up or down in frequency to obtain the correct 

phase advance per cell. Figure 5.23 shows the assembled section on the left and 

the microwave set-up used for the measurements. 

As mentioned earlier, however, the high power results shown in Table 5.2 are 

only preliminary because the maximum power obtained so far from the relativistic 

klystron has not exceeded 200 MW. 

5.3.5. Chemical Cleaning and Baking 

-- 

At various stages when the sections described above were removed from the 

experimental area and had to be machined, they were subsequently cleaned. The 

chemical procedure that was typically used for the 27r/3-mode and a-mode struc- 

tures is described in Table 4. The various steps that are listed were empirically 

developed by the Plating Shop at SLAC. Occasionally, the sections were also 
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baked at 250°C, principally to remove the water vapor from the inside surfaces. 

This procedure seemed well-suited to shorten the RF processing time. 

Table 5.4. Procedure for chemical cleaning. 

l Vapor degrease in trichlorethane for five minutes 

l Remove oxide by immersion in non-etch copper cleaner 

(citrate, McDermid 9268) at lOOoF for five minutes 

l Tap water rinse 

l Immerse in OXYBAN 60 solution for two minutes 

l Rinse in tap water, cold and hot de-ionized water 

l Immerse in 115’F isopropyl alcohol for 15 seconds 

l Blow with dry air 

l Dry in hot air oven at 150’F for two hours 

5.4. FIELD EMISSION AND FOWLER-NORDHEIM PLOTS 

An understanding of electron field emission (FE) is a prerequisite to discussing 

prebreakdown and breakdown phenomena. In this section, we review the Fowler- 

Nordheim equation and associated field plots, the problem of DC and AC electron 

emission and several physics models for enhanced field emission (EFE). 

5.4.1 DC Field Electron Emission from Ideal Metal Surface 

Following Sommerfeld, Fowler and Nordheim calculated the quantum me- 

chanical tunnelling of conduction electrons through a modified potential barrier 

at an ideal metal surface in an applied electric field.35T36 The actual mathemati- 

cal derivation is briefly outlined below. The one-dimensional potential barrier is 

illustrated in Fig. 5.24. The effective potential energy V(x) is 

--WC2 where z < 0 
V(x) = 

-eEx - e2/4x where x > 0 ’ 
(5.14) 
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where the term -e2/4x is the contribution of the interaction of the emitted elec- 

tron with its image charge and -W, is the potential energy of the electron when 

it is inside the metal. Fowler and Nordheim assumed that the conduction elec- 

trons in the metal form a gas of free particles which obey Fermi-Dirac statistics. 

The number of electrons within a volume TJ and with momenta within the range 

dP,dP,dP, can be expressed by 

2v dP,dP,dP, 
dn = F 

e%++l 
7 (5.15) 

where h is Planck’s constant, k: is Boltzmann’s constant, [ is called the Fermi 

energy and T is the temperature. The flux of electrons that have normal energy 

components between W, and W, + dW, and are incident upon the barrier at the 

surface of the metal is N(W,)dW,, where N( Wz) is the supply function which 

a- can be found by integrating Eq. (5.15) over all Py and P,. The probability 

D(Wz) of an electron tunnelling through the barrier is called the transmission 

coefficient. Using the WKB approximation, the solution for the time-independent 

Schrijdinger equation yields 

D(W,)=exp [-I J,,,,,dx] , (5.16) 

where xl and x2 are the zeros of the radicand. The tota. number of elec- 

trons that tunnel through the barrier is obtained by integrating the expression 

N( Wz)D( W,)dW, over all energies. Ordinarily, the lowest energy -W, is far 

below the Fermi energy. By setting this limit to -00, the field emission current 

density j, can be obtained: 

c 

j, = e J D(K) N(W) dWz . (5.17) 

For low temperature (T 5 300°K), it has the form: 
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j, = 
1.54 x 1O-6 E2 -6.83 x 10’ ~$r.~v(y) 

4 t2(y) =P E 1 (A/m2) 7 (5.18) 

where E is the surface electric field in V/m, 4 is the work function of the emitting 

material in eV, t(y) and v(y) are tabulated dimensionless elliptic functions, and 

y = 3.79 x 1O-5 E’.‘/$ (5.19) 

v(y) = 0.956 - 1.062 y2 . 

By substituting these into (5.18) and letting t(y) 

equation takes the following form: 

(5.20) 

M 1, the Fowler-Nordheim 

1 54 x 10-G x 104.W-0’5E2 
jF= * 

6.53 x lo’@5 

4 E > 
(A/m2) . (5.21) 

a- 

5.4.2 Enhanced Field Emission (EFE) 

In reality, any metal surface in an accelerator cavity is far from planar and 

clean, and as a result there are large variations in the microscopic surface field. A 

local field enhancement can be caused by a protruding microstructure or a dielec- 

tric impurity. The resulting field enhancement p is the ratio of the microscopic 

electric field E,,, at the surface irregularity to the ideal field E: 

(5.22) 

If we assume that the surface irregularity has an effective emitting area A,, 

the resulting field emitted current IF can be derived from Eq. (5.21) as follows:37 

1 54 x IO-~ x 104*524-0.5A,P2E2 
IF= ’ 

6.53 x 1Og@.5 

4 > 

A 

PE ’ 
(5.23) 

-- 

The numerical value of p for a particular surface can be obtained by plotting 

IF/E~ versus l/E on semilog paper and noting that the slope of the line is given 

by: 
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d(loglo IF/E~) = _ 2.84 x 10’ c$‘.’ 

41/E) P * 
(5.24) 

The intercept of the loglo IF/E~ line with the l/E axis, i.e. 

log10 (~F/E~)E-+~ = log10 
1.54 x 1O-6 A,p2 104.52+-o’5 

4 1 , (5.25) 

enables one to calculate the value of A,. 

The effect of random emitter arrays has been studied by several authors.38*3g 

It turns out that the Fowler-Nordheim plot based on the total field emission 

current due to several emitters still looks like a straight line, the slope of which 

approximates the ,B value of the sharpest emitter. The resulting emitting area 

yields a value somewhat lower than the summation of the individual areas for 
*- 

each of the emitters. 

5.4.3 Enhanced Field Emission Models 

Geometric Field Enhancement 

If we consider a pure metal surface, irregularities such as protrusions or cracks 

will result in a geometrically enhanced local electric field. This field enhancement 

has been reported by a number of authors37j40j41 and p-values have been calcu- 

lated and plotted for a few idealized geometries. 

For a semi-ellipsoid with semi-major axis h (height) and semi-minor axis b 

(half width of the base), th e enhancement factor can be expressed as: 

P= 
(X2 - 1)l.S 

jjln [A + (X2 - 1)“‘5] - (X2 - 1)o’5 ’ 

(5.26) 

-- 

where X = h/b. If X N 1, which corresponds to a semisphere on a plane, the 

enhancement factor p is N 3. For a needle-like microprotrusion (A >> lo), the 

approximate expression for ,8 becomes 
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p?J x2 
1nX - 0.3 ’ 

(5.27) 

For a cylinder topped by a semisphere with height h > 5r, a simple expression 

for /3 can be written as: 

8-92 . (5.28) 

Figure 5.25 shows enhancement factors as a function of h/r or h/b for several 

cases: sphere above plane, cylinder topped by semisphere and ellipsoid. As can 

be seen, ,/?-values as high as 1000 can be reached in theory. In practice, as will be 

shown later, after many hours of RF processing, the surface irregularities due to 

breakdown as observed with a scanning electron microscope in one of our cavities 

lead to calculated p-values between 5 and 10. On the other hand, the values 

a- measured in the S-band cavities from Fowler-Nordheim plots are on the order of 

N 60. To explain this disparity, it is necessary to consider another enhanced field 

emission mechanism due to dielectric impurities. 

NoniMetallic Field Emission Enhancement 

The enhanced field emission from a contaminated metal surface was exper- 

imentally studied by using sophisticated in situ analytical techniques.42,43144 To 

explain the experimental results, several models have been proposed. One of 

the prevalent ones is by Latham and his co-workers.45j46 and is called Field- 

Induced Hot-Electron Emission model (FIHEE). This theory assumes that ox- 

ides, adsorbed organic residues or dielectric inclusions exist on the metal surface, 

especially in the vicinity of surface cracks or between grain boundaries. These im- 

purities can be in intimate contact with the metal, perhaps partially embedded as 

shown schematically in Fig. 5.26. The band diagram is shown in Fig. 5.27. With- 

out external field, the metal-insulator interface forms a blocking contact with 

band bending on the interface (the so-called “off” state of a conducting channel). 

When an external electric field is applied, the electric field penetrates through 
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the entire insulating layer. As the external field is increased, the metal-insulator 

barrier becomes thin enough for electrons to tunnel into the conduction band 

of the insulator to fill empty traps and insulator surface states. A subsequent 

increment in external field finally leads to the “on” state of a conducting channel 

at some specific location. 

The electrons initially tunnel through the potential barrier of the metal- 

insulator interface in Region I (see Fig. 5.27), and are then accelerated (thermal- 

ized) through the insulator in the bottom of the conduction band in Region II. 

Having higher effective temperature, the heated electrons are stored near the insu- 

lator surface. Just like the electrons at a metal surface at high temperature, they 

obey Maxwell-Boltzman statistics and are emitted in a quasi-thermionic process 

following the Richardson-Dushman law (discussed later in detail in Section 5.7.). 

As a result, the external field penetrates more effectively into the insulator and 
a- 

enhances the tunneling. 

In the high-field Region III, the electron-phonon scattering process creates 

electron-hole pairs, the holes migrate toward the metal-insulator interface and 

build a positive space charge layer which reinforces the conducting tendency. At 

the same time, the recombination of electrons and holes near the vacuum inter- 

face via interband trapped states causes the release of a few eV photons, thereby 

explaining the observed electroluminescence. This initial threshold switching pro- 

cess occurs in a few ns at highly localized filaments or channels where the presence 

of high charge-carrier concentration causes the band structure to rearrange itself 

to a stable equilibrium configuration: subsequently in an few ps, the conduction 

channel will be electroformed to a permanent structure, as shown in Fig. 5.26. 

Latham and Bayliss experimentally studied the spectral characteristics of 

the field emitted electrons from a planar electrode. Their quantitative analysis 

explains the dependence of the spectral width (FWHM) and spectral shift from 

the Fermi level of the cathode material on the field amplitude. Furthermore, their 

theoretical calculation for the emitted current closely fits the results obtained 
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experimentally from Fowler-Nordheim plots with p values in the range from 300 

to 500. 

Dynamical Enhanced Field Emission Model 

Halbritter47 proposed a rather complicated alternative mechanism for en- 

hanced field emission, which is called the dynamical enhanced field emission 

model. The most significant contribution of this model is to predict that the 

self-sustained enhanced field emission is pulsating. In a way similar to the FI- 

HEE model, it assumes that low-density adsorbates (like hydrocarbons, H20, 

. . . ...) contaminate the metal surface. When an electric field is applied, some elec- 

trons are emitted from the metal and gain energy from the electric field, which 

penetrates into the contaminants. The hot electrons can create impact ioniza- 

tion, which yields a high conductivity state without causing the destruction of 

a- the material. The immobile positive charges left behind at the metal-adsorbate 

boundary enhance the field emission and cause a fast growth of the field emission 

current. However, the positive charges in the adsorbate also increase the electron 

affinity in the contaminant-vacuum interface, and only the fastest electrons can 

penetrate through the potential barrier at the contaminant-vacuum interface into 

the vacuum. In addition to the impact ionization, the inelastic process for hot 

electrons is accompanied by the emission of photons and gas desorption. The 

initial fast growth of the enhanced field emission is counteracted by the follow- 

ing effects: a) the increased affinity allows less electrons to penetrate through 

the adsorbate-vacuum interface, b) as the kinetic energy of the hot electrons is 

increased, the cross-section of the inelastic scattering is also increased, and the 

ability of the hot electrons to penetrate the affinity barrier is decreased, c) the 

slowed-down electrons can neutralize the positive charges, thereby reducing the 

enhanced field emission. As a result, the field emission is saturated, depressed 

and finally stopped for a short time before the whole process starts again. In 

other words, the emission current is caused to pulsate. 

-- 
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A pulsation on the order of 1 ns for a 0.1 pm adsorbate coating on a metal 

surface was predicted and observed. 47 For the RF case, the enhancement factor 

can be obtained by using an average field emission current (which will be calcu- 

lated in the following section). Many high gradient measurements have shown 

that for a similar surface condition, the enhancement factor ,f3 decreases as the 

applied RF frequency is increased. According to the dynamical model, the build- 

up time has a significant influence on the charging and avalanche process when 

the RF frequency f is greater than 1 GHz. This gives a qualitative explanation 

for the decrease in ,B with increased RF frequency. 

5.4.4. Field Electron Emission for Alternating Field 

If we assume that the electric field on a metal surface is of the form Eo sin wt, 

the average field emission current can be calculated by time-averaging of Eq. (5.23): 

a- 

T 

J 
If(t)dt = 

1.54 x 10-6A,p2 E,2 104.52+-o’5 

4 
0 

T 
T 

2 

J 
sin2 wt 

6.53 x 1Og$1.5 

T 
exp - 

PEo sin wt 
7 

0 

where 7’ is the period of the RF field. Then, the problem becomes one of solving 

the following integration: 

T 
T 

w = ; J sin2 wt exp{ -A} dt , 

0 

where 

(5.29) 

6.53 x 1Og@*5 
P= 

PEo ’ 
(5.30) 

In a similar way to Ref. 48, let us substitute l/z for sin&, and rewrite the 

-- 
integration S(p) as: 
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loo 
7 

=- 
7r J R(x) ;; dx 

1 

where 

R(x) = l 
x3&g-r ’ 

It yields 

co 

a4 -,M 
S(p) M t R(p) J Js dx = - e 

1 
fl * 

(5.31) 

*- R(p) is a slowly varying function of ~1. A numerical calculation of the integration 

of S(p) shows that for different conducting materials and large variations of the 

field strength, R(p) only changes by *SY’ f o rom 0.53. Then the field-emission 

current for an alternating field can be expressed as: 

7F = 5.7 x lo-l2 x 104.52d-o’5 A,(pEo)2.5 

d 1.75 

6.53 x 10’ x @e5 

PO 

A 
7 

(5.32) 

where C$ is the work function in eV, Eo is the amplitude of the macroscopic 

surface field in V/m, ,B is the enhancement factor and IF is the average field 

emission current on an emitting area A, in m2. 

-- 
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5.5. VACUUM BREAKDOWN PHENOMENAAND~OME BREAKDOWNMODELS 

5.5.1. The Kilpatrick Criterion and Its Derivation 

The Kilpatrick criterion7 was based on the idea that breakdown happens 

when field emission is enhanced by a cascade of secondary electrons ejected from 

the cathode by ion bombardment. Assuming a linear dependence of secondary 

electron emission upon maximum ion energy, an expression for the breakdown 

or “sparking” threshold was obtained empirically from a number of experimental 

points from diverse laboratories, as: 

WE2 exp(-1.7 x 105/E) = 1.8 x 1014 , (5.33) 

where W is the maximum possible ionic energy in electron volts, and E is the 

a- 
electric cathode gradient in V/cm. The relationship of W OS. E is presented 

graphically in Fig. 5.28. 

For the RF case, the calculation of the maximum possible ionic energy W 

must include the effects of transit-time and phase. Kilpatrick only considered 

the case of parallel plate electrodes with gap width g. Figure 5.29 shows how 

the maximum ion energy W depends on the RF voltage V. The quantity V* is 

defined as 

v* = (g/q2 (moc2/v), (5.34) 

where X = X/2n, q is the electron charge and mg is the mass of atomic hydrogen. 

It turns out that all the experimental points which he collected fell in the linear 

region [V/V* 5 l] h w ere the slope for W/V is approximately 0.636V/V*. The 

maximum energy of an ion can then be derived as 

w = 0.159 q2 E2 

mo7r f2 * 
(5.35) 

.:. 

-- 

This result could have been obtained directly by solving the simple differential 

equation 
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Fig. 5.28. W plotted against E, the cathode gradient. For DC, W corresponds to 

-- the applied voltage; for RF, W is a function of frequency and gap (From Kilpatrick 

[Ref. 71). 
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Fig. 5.29. Graph f or ion transit-time correction. For plane parallel fieIds, V’ = 

(91 W2Moc2/q. F or computing the maximum cathode ion energy, where V . E 

is not x 0, the calculation of W or V* is without reference (From Kilpatrick 

[Ref. 71). 
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d2x 

m” dt2 
- = qE sin(2xft + 4) (5.36) 

for an infinitely wide gap with uniform field amplitude E and frequency f. By 

assuming a very wide gap, one avoids the case where ions hit the electrode before 

they have reached their maximum energy. By then substituting W from Eq. (5.35) 

into Eq. (5.33), th e relation of maximum electric field Es in MV/m and RF 

frequency f in GHz can be written as 

E, exp( -4.25/E,) = 24.7 f 1’2 - (5.37) 

The interesting fact about this equation is that it predicts that the sparking 

threshold field Es varies roughly as the square root of the RF frequency, which 
a- 

functionally agrees with our results (Eq. (5.3)). On the other hand, since 1957, 

many breakdown threshold experiments all over the world have largely exceeded 

the fields shown in Fig. 5.28 and the Kilpatrick model has been put into question. 

For example, the original point at 2856 MHz that was given to Kilpatrick was 

E = 0.5 MV/cm (and not 3.4 MV/ cm as it is found to be now), corresponding 

to W = 1.5 keV (as opposed to 53 keV for today’s 3.4 MV/cm). By definition, 

our points cannot lie on the same curve. Also, the Kilpatrick formula for W was 

based on a gap of parallel plates which is quite different from the condition inside 

RF cavities with rounded disks or nose cones. In his discussion, the strong field 

emission enhancements due to microprotrusions and dielectric inclusions were not 

considered. Finally, the multiplicative effect of W in Eq. (5.33) assumed that the 

avalanche of secondary electrons produced by ion collisions was the dominant 

cause of RF breakdown. With FE current densities as high as 10’ A/cm2, it is 

improbable that the relatively small number of ions (- 10” hydrogen atoms/cm3 

in a vacuum of 10d6 Torr) can play a dominant role. Thus it appears that at 

least in the case of RF accelerators, a modified or different model must now be 

invoked. 
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5.5.2. Some Vacuum Breakdown Models 

Vacuum insulation of a high voltage device can suddenly be broken and lost 

because of sparking or arcing on surfaces supporting high fields. We call this irre- 

versible catastrophic phenomenon electrical breakdown. It can cause perma- 

nent damage on metal surfaces and may limit the reliability of further operation. 

For several decades, much effort has been expended by investigators in in- 

dustry, research institutes and universities in the study of the various phases of 

this sudden and complicated process. Most of the breakdown studies have been 

carried out under pulsed or DC conditions. It is commonly agreed that the pre- 

requisite of a breakdown event is the creation of a micro-plasma near an electrode. 

This micro-plasma can only be developed from an ionized local metal vapour or 

an ionizable contaminant released from the surface by local heating. 

a- Breakdown can occur on either the cathode or the anode. “cathode initi- 

ated breakdown” is generally agreed to result from heating due to Explosive 

Electron Emission (EEE) at a particular spot. “anode initiated breakdown” 

can occur when a locally-focussed field-emitted current delivers enough power to 

an anode spot. Furthermore, all metal surfaces, even when they are well cleaned 

and electrically conditioned, are still covered with a variety of loosely adhering de- 

bris and microparticles, some of which are due to the above localized explosions. 

These microparticles can be extracted and accelerated by the electric field, and 

cause surface damage and breakdown, the so-called “microparticle initiated 

breakdown”. 

Particle accelerators, as we have seen, use high frequency resonant cavities in 

which the peak electric field at some location such as a nose cone, the edge of a 

disk, or a vane for an RFQ, may be as high as eight times the average accelerating 

field. The most probable breakdown event in an RF cavity is cathode initiated 

breakdown in the highest field locations where Explosive Electron Emission can 

occur because of a strong localized field emitted current. 
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Initiation of Explosive Electron Emission 

When a strong field emitted current flows into the tip of an microprotrusion, 

several types of energy exchange take place: thermal cooling due to heat con- 

duction from the shank of the protrusion to the “cold” reservoir provided by the 

bulk of the cavity body, thermal cooling due to radiation losses from the sur- 

face of the emitter, and internal heating or cooling - the so-called Nottingham 

effect. This effect depends on the temperature and the field strength. In order 

to simplify the problem, let us consider a thermally steady-state solution for a 

truncated cone-shape emitter, as shown in Fig. 5.30. The difference between the 

temperature at the top T, and the temperature at the base Tb of the emitter can 

be calculated4’ as 

-E- 

AT = T, - Tb = [p(T)/2K7r2] (I&YY)~ + (kTIF/Ihr) cot rp , (5.38) 

where IF is the total emission current, p(T) is the electrical resistivity and I( is the 

thermal conductivity of the emitter, Ic is Boltzman’s constant, p is a dimension- 

less temperature and field dependent parameter given by p M 9.3 x 105$o.5 T/E, 

which was introduced by considering a strong temperature dependence of the field 

emission at high temperatures. The first term in Eq. (5.38) is due to resistive 

heating: it increases rapidly with both emission and temperature. The second 

term represents the Nottingham effect: it is proportional to IF and sensitive to T. 

In the case of high temperature, the average energy of the field emitted electrons 

are higher than that of the replacing electrons, which are supplied at the Fermi 

level, so that there will be a cooling effect. Conversely, in the low temperature 

case, the field emitted electrons are emitted from the states below the Fermi level, 

so that there will be a heating effect. The transition between cooling and heating 

is characterized by a inversion temperature T;, which makes p = l/2 for a certain 

field strength. When the temperature is below Ti (cot rp > 0), the second term is 

positive and gives Nottingham heating. Conversely, if the temperature is above 

T; (cot rp < 0), Nottingh am cooling occurs. For less refractory metal (comparing 
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Fig. 5.30. An idealized field-emitting microprotrusion. 

112 

l :., 



with tungsten or molybdenum) such as copper, whose melting point (- 1360’K) 

is lower than the inversion temperature under high electric field condition (above 

a few MV/m), the Nottingham effect always produces extra heating effect of the 

emitter. 

Many results of theoretical and experimental studies on the Explosive Elec- 

tron Emission have been reported. 5oj51~52 When the enhanced field emission cur- 

rent density in an emission site exceeds lo*-10’ A/cm2, localized melting of the 

emitter material leads to an explosion. The explosion is due to a very fast en- 

ergy dissipation: the explosion follows the field emission current by about 1 nsec, 

which is substantially shorter than the characteristic time of heat diffusion. Thus, 

a melting zone is soon formed around a smaller emission center. The explosion 

is accompanied by transformation of the emitter material into a dense plasma, 

the so-called cathode-flare plasma. Fig. 5.31 shows the development of a vacuum 
a- 

breakdown initiated by Explosive Electron Emission. This kind of breakdown can 

happen even for a surface without large p microprotrusions. It can be explained 

by the FIHEE model, according to which the existence of dielectric films and 

inclusions can significantly enhance the field emission current at some local sites. 

Near-Surface Dense Plasma 

The concentration of the observed dense plasma near the surfa,ce is generally 

from 1O25 to 102’ /m 3 , 53 which is very close to the density of the metal in solid 

state, (for example, ncu N 8.42 x 1028/m3). The quasineutral plasma expands 

outwards in a spherically symmetrical manner. Its concentration decreases evenly 

with distance from the explosion center. The expansion velocity at the initial 

stage is on the order of lo6 cm/s for most metal, (1.7 x lo6 cm/s for Cu). The 

plasma is heated by the ohmic losses produced by the field emission current 

traversing it. 

The development of the discharge is accompanied by light emission and the 

plasma expansion can be recorded by using ultra high speed photography.50l53 

The experiments show that the plasma appears at a local point of high surface 
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Fig. 5.31. Development of surface erosion in the case of breakdown initiated by 

Explosive Electron Emission. 
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field in the initial stage of vacuum breakdown and then spreads over the surface. 

An intensive electron beam is synchronously recorded. 

The mechanism of ejection of electrons from the plasma into the vacuum is 

thermal field emission. On leaving the plasma, their own space charge produces 

predominant effect on their motion. The 3/2 power law will be applied. 

Surface Erosion and Formation of New Explosive Emission 

The dense plasma produces a high pressure on the liquid molten metal pool 

and leads to a splash and formation of new micropoints on the crater rim. A 

strong electric field, which is developed between the molten metal drop and the 

point tip from which the drop departed, can lead to another explosion. Thus, 

craters usually result from successive explosions. The propagation velocity of 

the liquid-metal boundary with which the drops scatter, is about lo2 m/s. The 

a- 
characteristic time of development of the erosion process is - 10m8 seconds. In 

this time interval, the erosion can expand to cover a region with dimension of a 

micron. This process is schematically illustrated in Fig. 5.31. 

5.6 OBSERVATIONS OF FIELD EMISSION RF PROCESSING AND 

RF BREAKDOWN 

So far we have described a number of field emission and breakdown models 

as described in the literature. We will now attempt to summarize our own ob- 

servations of field emission, RF processing and RF breakdown as we gathered 

them through our various tests. In the interest of succinctness and clarity, the 

chronological sequence described below is the result of combining the observa- 

tions from several of the tests together. Most of the following discussions refer 

to the experiments on the S-band disk-loaded waveguide structure. 

1. Let us assume that we start with a reasonably well machined, high quality 

copper accelerator structure. It has been cleaned by the techniques de- 

scribed above, and possibly vacuum baked at 200 to 250°C for more than 

24 hours. Surfaces appear to be smooth. 
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2. The structure is pumped down to N 10e8 Torr. 

3. An RGA read-out exhibits a strong H line, weak C, CH, CH2, CH3, CHJ, 

HO lines, medium Ha0 and N2- CO, and weak CO2; occasionally, also 

some CaH2 (see Fig. 5.32). 

4. Pulses of gradually increasing RF power (2.5 psec-long) are applied to the 

structure, starting from about 2 MW peak. This power level corresponds 

to 86 MV/ m ea in our seven-cavity structure or 170 MV/m in our two- p k 

cavity structure. Occasional RF breakdown is detected. Breakdown events 

are manifested by the following observations: 

a- 

(a) The reflected RF pulse jitters violently and the corresponding forward 

pulse from the source (klystron or magnetron) becomes somewhat erratic 

[see Figs. 5.33(a), (b)]. 

(b) When a glass window is available, sparks are visible in high field areas, 

namely on disk edges, via the video monitor and recorder. 

(c) Whatever field emission (FE) current is observed at a given power level 

before breakdown, the current jumps instantaneously (i.e., within a few 

nanoseconds, in the pulse) by a factor of 20 to 30, as viewed via current 

probes on a scope. When the breakdown stops, the FE current immedi- 

ately returns to its prebreakdown level. 

A typical breakdown event is shown in Fig. 5.34. Such an event was 

recorded for the seven-cavity S-band structure by using a Camac Interface 

System to a VAX785 computer to digitize and store eight pulses produced 

at the instant of breakdown. More than 80 such events were recorded. 

When a typical breakdown event takes place, predominantly in cavity (A), 

(see Fig. 5.6), it is invariably picked up on all four probes in cavity (A), 

channels one, two, three and four, but does not spill over much into cavity 

(B), channels five and six. Arcing and gassing seem to expand through- 

out the cavity in all four directions. The seventh channel in Fig. 5.34 was 
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Fig. 5.32. Residual gas analyzer displays during RF processing of S-band, two-cavity 

structure, a) before breakdown, and b) immediately after breakdown. 
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Fig. 5.33. 

( a ) No Breakdown 

Forward and reflected RF wave shapes: a) normal, b) during breakdown. 
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Fig. 5.34. Breakdown “event” recorded at four radial probes in full-field cavity (A), 

two radial probes in half-field cavity (B), and one upstream probe. The forward RF 

pulse provides a time reference. 
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connected to the probe upstream of the left-hand cut-off aperture, and 

the eighth channel to the forward RF pulse. The breakdown current in 

most recorded events appears after the first microsecond into the pulse, 

continues for about one microsecond after the end of the pulse while 

the structure is discharging, and frequently rebounds at a lower level, 

when the fields have practically died out. The latter phenomenon is not 

understood, but could be due to some form of multipactoring. 

(d) X-ray radiation bursts as observed on ion chambers alongside the struc- 

ture also coincide with these pulses. 

(e) The RGA exhibits temporary increases in all C-related lines [shown in 

Fig. 5.32(b)]. 

(f) The overall pressure increases to - 10s7 Torr. 

5. These events generally last for only one RF pulse (2.5 ps) or sometimes two 

or three consecutive pulses, unless power is raised too fast, in which case the 

pressure can increase to 10F5 Torr or higher, causing multiple breakdowns 

and impeding any further progress in RF processing. If the power is simply 

kept constant for a few minutes, the vacuum improves, C-related lines 

return to steady-state and gradual RF processing can resume. 

6. Our observation is that this sequential pattern of breakdown, subsequent 

recovery and gradually increasing field repeats itself all the way up to the 

maximum field (- 340 MV/ m on the disks at S-band). With freshly con- 

structed structures or structures processed earlier but exposed to air for 

several hours, this process has taken between three and fourteen hours (for 

a typical schedule, see Fig. 5.35). Th ere seems to be no observable differ- 

ence between the breakdown events in the range from 170 to 340 MV/m, 

except that the steady-state FE current increases as the field increases. 

Once the maximum field is reached (beyond which the cavity breaks down 

almost continuously), it is possible to decrease the power input and then 

instantaneously increase it back to its maximum value without any break- 
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Fig. 5.35. Typical RF processing schedule for S-band, seven-cavity structure. 
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down. If, after this, the structure is left under good vacuum (10m7 to 

10m8 Torr) for several days, the process takes only a few minutes. Un- 

der these conditions, repeatable data points for Fowler-Nordheim plots 

(iFE/E2.5 versus l/E) can be obtained. Field enhancement ,&values of 

-60 have been measured over a wide range of conditions for S-band and 

j3 N 38 for C-band (see Fig. 5.36). 

7. After completion of the tests, the disk edges in the structure exhibit numer- 

ous pits, cracks and crater-like holes, several tens of microns in diameter 

(see Fig. 5.37). The longer one has operated the structure, the more pits 

one finds. The number of pits does not seem to affect the breakdown level, 

but it probably increases the steady-state FE current. It shifts the Fowler- 

Nordheim plots up, but it does not change their slope from their typical 

value of N 60. 

8. Controlled exposure of the evacuated cavities (lo-’ Torr) to gasses was tried 

with CO and CO2. Exposure to 50 milli-Torr of CO for three minutes, 

followed by pump-down, had the temporary effect of increasing iFE by 

about 30%, but RF processing for about 15 to 30 minutes lowered it back 

to its pre-exposure asymptotic value. A very similar experiment carried 

out subsequently with CO:! had almost no effect at all. 

9. “RF scrubbing” with argon and helium was also tried. The result for argon 

is illustrated in Fig. 5.38. In both cases, the gas was introduced into the 

cavities at about 10T4 to 10s5 Torr and RF processing proceeded at moder- 

ate level (corresponding to about 100 MV/m peak field). After pumpdown, 

iFE was found to be somewhat lower than before “scrubbing,” but the value 

of ,B remained essentially unchanged, and the ultimate breakdown field did 

not increase. It should be noted, however, that these “RF scrubbing” ex- 

periments were done after the cavities had undergone many hours of RF 

processing in vacuum and the disk edges were already considerably pitted. 
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Fig. 5.36. Fowler-Nordheim plots for S-band and C-band structures. 
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Fig. 5.37. Scanning electron microscope pictures of S-band cavity nose cone showing 

RF breakdown damage (note four successive degrees of magnification). 

-- 
124 



5-66 

IO-‘2 

IO-l3 

IO--l5 

I I I I I I I I I I I I I - 

\ 

July 22,85’ 
B=54 \\\ 

t \\\ .-.\ 

IO-l6 

Fig. 5.38. RF Fowler-Nordheim plots for S-band (seven-cavity, 27r/3-mode) structure 

-- as a function of time. Curve (4) was recorded shortly after argon scrubbing and 

pumpdown. 
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5.7. CONFRONTATION OF RESULTS WITH EXISTING MODELS 

The measurements and observations presented in preceding sections must now 

be examined in the light of existing models for field emission and breakdown. 

As presented in Section 5.4.3, the theories for enhanced field emission are 

based on two basic models which, separately, probably cannot explain all the 

observed facts. The first theory states that the enhancement depends on surface 

geometry, typically sharp peaks, cracks, whiskers or microprotrusions. For the 

sake of simplicity, we shall call this the “mountain” model. In recent years, 

the pure “mountain” model has fallen into partial disfavor because few optical 

observations have revealed “peaked” enough mountains to explain the data. This 

observation is certainly true in our case: if we examine the size of the protrusions 

and craters on our damaged disks, we can explain geometric p-values (call them 

a- ,f3r) in the range of 5 to 8, but certainly not 40 to 60. Before the damage is done, 

the ,& values are probably in the range of 2-4. Furthermore, even though we can- 

not get stable Fowler-Nordheim plots when we start RF processing, the effective 

p, call it &, is probably greater than 40-60 at the beginning of RF processing 

since breakdown appears at a lower macroscopic field, say -100 MV/m. Where 

then does this @,ff come from ? For this we need help from the second theory. 

This theory, proposed by Lat ham,42y45l46 assumes surface oxides, adsorbed or- 

ganic residues, dielectric inclusions on the surface or between crystal boundaries, 

dust, etc. For succinctness we shall call this the “snow” model, in analogy with 

layers of snow on the mountains. 

According to the FIHEE (Field-I n d uced Hot-Electron Emission) mode1,45 one 

can invoke Richardson-Dushman thermionic emission at the insulator-vacuum 

interface and write the emitted current density as: 

j, = K T,” exp(-ex/kTe) A/m2 (5.39) 

-- 

where x is the height of the surface potential barrier (i.e. the electron affinity 

of the insulator), T, is an enhanced temperature of electrons, K is a constant 
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(- 1.2 x 10m6Am- 2), Ic is Boltzmann’s constant and the energy of the hot elec- 

trons is measured by the kinetic energy they acquire in the dielectric layer of 

width Ad and of relative dielectric constant 6: 

;kT.=eAd . 
E 

(5.40) 

The average RF current density analogue to Eq. (5.32) is then: 

e 2 AdE 2.5 7, = 2.36 x 1O-7x-o.5( $ (- 
e ) 

exp 

By comparison, Latham introduced a “dielectric p” which we shall call /32: 

(5.41) 

p:! = 4.353 x log $1.5 5 . 

Assuming 4 = 4.65 eV, x = 4 eV and Ad measured in nanometers, we see that 

*- p2 = 10.9~ 
c * 

N ow, combining the effect ‘of “mountain and snow”, we can invoke 

an effective /3 which is the product of pr and p2: 

(5.43) 

Thus, for example, assuming c = 3 and an initial j3r = 3, to get an initial 

P eff of roughly 200 would require a dielectric layer of -18 nm. After multiple 

breakdowns, let us assume that the surface damage seen in Fig. 5.37 explains PI’s 

of magnitude 6 and that a multiplicative ,& of magnitude 10 due to a dielectric 

layer gives a final ,Q = /3r/32 = 60. Using the same parameters as in Eq. (5.43), 

we then find that the final Ad dielectric layer on the damaged metal surface is 

reduced to 2.8 nm. 

-- 

Although we have no direct measurements of these respective layer thick- 

nesses, they are at least plausible. When we begin an RF processing cycle, the 

evidence is that the internal cavity surfaces are indeed covered with impurities 

and that the FE currents at a given field level are comparatively high. As elec- 

tron and photon bombardment proceeds and gas desorption and pumpdown take 

place, FE decreases and seems to reach an asymptotic lower level. 
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Unfortunately, we do not have an evolutionary measurement of p during the 

RF process. The reason is that until a cavity has been RF processed to the point 

where it operates at its asymptotic field (either through successive breakdowns 

or through “RF scrubbing” with argon), a single-valued and accurate Fowler- 

Nordheim plot over a reasonable range of l/E cannot be obtained. By the time 

the total range of fields can be scanned without breakdown, the impurities are 

desorbed to a substantial degree and the surface damage from multiple breakdown 

events is already irreversible. The measured /3 is then the final p. 

That this scenario is approximately correct can also be concluded from our 

observation that after our S-band two-cavity structure was exposed to CO, the 

FE current was at first increased. However, as pointed out earlier, after 15 to 30 

minutes of RF processing (i.e., of “snow” removal) it returned to its pre-exposure 

level, i.e., the few mono-layers were desorbed. 
a- 

Now let us focus on the breakdown process. In contrast to field emission, 

which is a relatively steady and reproducible process, breakdown is a catastrophic 

phenomenon. As with many such phenomena, we seem to be able to list the 

general conditions which lead to it, but we are not able to predict the exact time 

when and exact location where it takes place. 

In Section 5.5.2, we discussed some vacuum breakdown models. For the RF 

case, if we consider that the power dissipation is caused by an average field emitted 

current instead of a DC current and the characteristic times for a breakdown event 

are much shorter than the pulse length, the earlier discussions of DC breakdown 

can be extended to the RF case. 

To be more specific, let us consider that the local microscopic field (&Es) 

at a site reaches 8-10 GV/m. In this range, the FE current density is on the 

order of 1012-1013 A/ m2. The heat dissipation per m3 through ohmic loss from 

such a current in a medium of resistivity p is then T2p. If we assume to first 
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order that this heat does not have the time to be conducted away, it will raise 

the temperature of the volume by AT(“C) in a time 

At = 
4.18 x lo6 MCAT 

T2P 
(5.44) 

where M is the density in gram/cm 3, C is the heat capacity in Cal/g . deg, and p 

is measured in ohms . m. As it turns out, the time to reach the melting point of 

the metal does not depend very much on which metal is considered (in agreement 

with the results of Ref. 26.) and is roughly equal to: 

2 x 109 
At= _ 

j2 
seconds . (5.45) 

Thus, for y = 1013 A/m2, At N 2 nsec. This result is consistent with our obser- a- 

vations (Fig. 5.33) and that of other reports that breakdown, on the microsecond 

scale, is essentially instantaneous. In our case, i.e. pulsed RF, all subsequent 

observations as we reported them above are consistent with the model, i.e. we 

witness: 

- a large current jump (by a factor of 20-30) due to the ionization of the 

plasma and the release of electrons, 

- emission of light (the cathode flare or spark reported by others), 

- a sudden power reflection from the structure (due to the consumption of a 

significant fraction of the few joules stored in the cavity and the collapse of 

the fields), 

- a sudden rise in carbon-related molecules in the RGA (the evaporated cop- 

per is too heavy to reach the RGA and is locally reabsorbed by the cold 

walls of the cavity), 

- that the cavity disks, upon subsequent examination, are damaged. 
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5.8. CONCLUSIONS AND REMAINING PROBLEMS 

Having convinced ourselves that our scenario of “snow-covered mountains” 

sometimes subject to “volcanic eruptions” is a rather plausible one, let us now 

draw our conclusions and list some remaining questions and problems. 

1. In our S-band structures, breakdown first appeared at -86 MV/m in the 

seven-cavity section and at -170 MV/m in the somewhat cleaner two-cavity 

structure. Both were processed up to over 300 MV/m peak field. We believe 

that the early breakdown events happened predominantly due to “snow” 

and that the surface was damaged after explosive electron emission. We 

did not examine the inside of the cavities until we reached the top field. By 

that time, there were plenty of “mountains” and “craters” formed. 

2. Close to the top field, immediately after a breakdown event, the FE current 

generally returns exactly to its pre-breakdown level. What does this mean? 

Why doesn’t the modification of the one local mountain with its local snow 

change the FE current ? Probably because by this time, there are many 

similar sites which produce numerous other secondary emitted electrons 

and swamp the effect of the local change. 

3. We observed throughout our experiments that the FE current was indepen- 

dent of the pressure in the cavity, a fact which is consistent with the above 

model. The probability of breakdown occurrence was also quite pressure- 

independent in the 10s8 to 10m6 Torr range. When the pressure at the 

pumps approaches 10m5 Torr, the frequency of breakdown does increase 

and the measurements become somewhat unstable. It must be stated that 

the exact pressure in our cavities subject to breakdown is not known be- 

cause the pumps (see Fig. 5.6) are about a meter or so away, and local puffs 

of gas (“clouds” over the mountains) cannot be measured accurately: they 

can only be inferred. Thus it is possible that at these higher pressures the 

breakdown threshold is affected by ion formation (a la Kilpatrick!) with ex- 

tra surface bombardment, sudden space charge neutralization which raises 
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the local field, or even a more complex phenomenon. Thus to carry our 

geophysical analogy one step further, it may be that the volcanic eruption 

of a snow-covered mountain is precipitated by the cloud floating above it. 

4. Another question that remains unanswered is the frequency dependence of 

Eq. (5.3). On th e one hand, it more or less agrees with the Kilpatrick crite- 

rion of Eq. (5.37) even though the scale is off by a factor of 8. On the other 

hand, the principal mechanism behind EEE does not seem to require the 

hydrogen ions which are involved in the derivation of this criterion. Thus, 

the resemblance between the two formulas may be purely fortuitous, un- 

less the ultimate breakdown “trigger” before EEE takes place is somehow 

related to the ion energy which scales as (eE)2/mof2. Note however, as 

we just pointed out, that in our experiments the probability of breakdown 

events was quite pressure-independent in the low8 to 10s6 Torr range. A 

second possibility is that the probability of breakdown is related to the 

energy stored per unit length, which scales as E2/f2. However, this argu- 

ment also appears to be flawed because the energy required to melt a surface 

irregularity on the order of (l-10 pm)3 is an extremely small fraction of the 

few joules stored in each cavity. A third possibility is the model proposed 

by Halbritter47 mentioned in Section 5.4.3 of this thesis, which indicates 

that the “dielectric ,B (our & above) may be decreasing as a function of 

frequency. This theory, however, is still speculative and requires further 

confirmation. 

5. Neither our model nor our observations seem to say anything about the 

breakdown dependence on pulse length. The S-band measurements shown 

in Table 5.2 and ranging between 1.5 and 2.5 ps pulse length showed only 

a small (<5%) d ecrease in breakdown field for the longer (2.5 ps) pulses. 

What happens at much shorter pulses, say 50 ns, which are contemplated 

for the next generation of linear colliders? If the breakdown due to EEE 

can occur in one nanosecond or less, why should some workers in the field 

131 
. :r 1 



give breakdown field dependences scaling as perhaps t-l or tm1i3? We are 

not sure. More work is needed to elucidate these interesting questions. 

6. Finally, we have to ask ourselves if there is some way of suppressing or 

at least controlling the field emission and the breakdown in an actual ex- 

tremely high-gradient accelerator. The field emission is detrimental because 

it can absorb a substantial fraction of the RF energy, cause wakefields and 

x-ray radiation, and, if captured over a long accelerator length, be hard to 

separate from the real beam. The breakdown is detrimental for obvious 

reasons: it interrupts the operation of the machine, it dama.ges the struc- 

ture, and through the formation of surface defects, it increases or at least 

creates a high level of asymptotic field emission. 

Since surface contamination of one sort or another during the manufac- 

turing process is probably inevitable, RF processing will undoubtedly be 

needed to clean up the internal surfaces of the accelerator. The question 

then is: can this be done without damage to the surface, thereby ending 

up with a p of -10 rather than 60? The answer is that it may be possi- 

ble to avoid surface damage by starting the RF processing at a low-field 

level with argon or helium, or treatment with another gas such as atomic 

oxygen. The reduction of the ultimate microscopic field would not only 

give us an extra margin of safety, particularly for future structures’ with 

higher peak-to-average fields, but it would also reduce field emission at the 

operating level, an important feature to reduce detrimental dark currents 

which can cause transverse wakefields and absorb RF energy. 

A series of new experiments are being planned at SLAC with a novel damped 

wakefield structure and a demountable cavity to pursue the above research. 
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