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Abstract

Scene labeling research has mostly focused on outdoor

scenes, leaving the harder case of indoor scenes poorly

understood. Microsoft Kinect dramatically changed the

landscape, showing great potentials for RGB-D percep-

tion (color+depth). Our main objective is to empirically

understand the promises and challenges of scene labeling

with RGB-D. We use the NYU Depth Dataset as collected

and analyzed by Silberman and Fergus [30]. For RGB-

D features, we adapt the framework of kernel descriptors

that converts local similarities (kernels) to patch descrip-

tors. For contextual modeling, we combine two lines of ap-

proaches, one using a superpixel MRF, and the other us-

ing a segmentation tree. We find that (1) kernel descriptors

are very effective in capturing appearance (RGB) and shape

(D) similarities; (2) both superpixel MRF and segmentation

tree are useful in modeling context; and (3) the key to label-

ing accuracy is the ability to efficiently train and test with

large-scale data. We improve labeling accuracy on the NYU

Dataset from 56.6% to 76.1%. We also apply our approach

to image-only scene labeling and improve the accuracy on

the Stanford Background Dataset from 79.4% to 82.9%.

1. Introduction

Scene labeling, aiming to densely label everything in

a scene, is a fundamental problem and extensively stud-

ied. Most scene labeling research focused on outdoor

scenes [29, 13, 8]. Perhaps with the exception of Manhat-

tan world layout [20, 11], indoor scene labeling has been

largely ignored, even though people spend most time in-

doors. This is partly because indoor scenes are the harder

case [25]: challenges include large variations of scene

types, lack of distinctive features, and poor illumination.

The release of Microsoft Kinect [22], and the wide

availability of affordable RGB-D sensors (color+depth),

changed the landscape of indoor scene analysis. Using ac-

tive sensing, these RGB-D cameras provide synchronized

color and depth information. They not only provide direct

3D information that’s lost in typical camera projection, but

Figure 1. We jointly use color and depth from a Kinect-style RGB-

D sensor to label indoor scenes.

also provide a channel independent of ambient illumina-

tion. For a wide range of problems, depth and color+depth

dramatically increased accuracy and robustness, such as in

body pose estimation [28], 3D mapping [12], object recog-

nition [19], and 3D modeling and interaction [14].

How much does the RGB-D revolution change indoor

scene labeling? Silberman and Fergus [30] early adopted

Kinect for RGB-D scene labeling. The NYU work achieved

56.6% accuracy on 13 semantic categories over 7 scene

types with encouraging results on SIFT features, relative

depth, and MRFs. A related work from Cornell also showed

promising results labeling 3D point clouds from merged

Kinect frames [15].

In this paper, we build on the NYU work and develop

and evaluate a scene labeling approach that combines rich

RGB-D features and contextual models using MRFs and hi-

erarchical segmentation. We carry out extensive studies of

features and models on the NYU dataset. The class-average

accuracy of our best model reaches 76.1% accuracy, a large

step forward on the state of the art in RGB-D scene labeling.

We achieve high labeling accuracy by studying both

RGB-D features and labeling algorithms. Motivated by

progress in object recognition, we use kernel descrip-

tors [2, 3] to capture a variety of RGB-D features such as

gradient, color, and surface normal. We show that linear

SVMs work well to utilize large-scale data to classify su-

perpixels [26, 33] and paths in segmentation trees [21, 23],

and, interestingly, combine well with superpixel MRFs.

While our main focus is on RGB-D scene labeling, our

approach also applies to image-only scene labeling. We val-

1



idate using the Stanford Background Dataset [8] with 8 se-

mantic categories. Again, we find large improvements using

our approach: while previous works reported pixel accuracy

between 76% and 79%, we achieve 82.9% accuracy using

kernel descriptors along with segmentation tree plus MRF.

2. Related Works

Scene labeling has been studied extensively. A lot of

work has been put into modeling context, through the use of

Markov random fields (MRF) [8, 18, 16, 32] or conditional

random fields (CRF) [17, 10, 13, 29, 9]. He et al. proposed

multi-scale CRFs for learning label patterns [10]. Gould et

al. encoded relative positions between labels [9] and devel-

oped inference techniques for MRFs with pairwise poten-

tials [8]. Ladicky et al. used hierarchical MRFs combin-

ing pixels and regions [18]. Tighe and Lazebnik combined

scene recognition and MRF-based superpixel matching on

large datasets [32]. Socher et al. used recursive neural net-

works for scene parsing [31].

While superpixels have been widely used both for effi-

ciency [13] and for aggregating local cues [33], it is well

known that segmentation is far from perfect and its impre-

cision hurts labeling accuracy. This motivated approaches

using multiple segmentations [27, 16, 6] or hierarchical seg-

mentations [21, 23]. Kumar and Koller searched through

multiple segmentations [16]. Lim et al. used segmentation

“ancestry” or paths to do exemplar-based distance learn-

ing [21]. Munoz et al. used stacked classification to classify

nodes in a segmentation tree from top down [23].

The release of Kinect [22] and other cheap depth sen-

sors [24] has been transforming the landscape of vision re-

search. The Kinect work used a large-data approach to solve

the body pose problem using depth only [28]. At the junc-

tion of vision and robotics, there have been a series of works

on RGB-D perception, combining color and depth chan-

nels for 3D mapping and modeling [12, 14], object recogni-

tion [19] and point cloud labeling [15].

For indoor scene labeling, Silberman and Fergus [30]

presented a large-scale RGB-D scene dataset, and carried

out extensive studies using SIFT and MRFs. Our work is

motivated and directly built on top of theirs, demonstrating

the need for rich features and large-scale data. Related but

different are the works on indoor scene recognition [25] and

Manhattan world box labeling [20, 11].

What features should be used in scene labeling? The

TextonBoost features from Shotton et al [29] have been pop-

ular in scene labeling [8, 18, 16], which use boosting to

transform the outputs from a multi-scale texton filterbank.

Recently, SIFT and HOG features start to see more use in

scene labeling [30], bringing it closer to the mainstream of

object recognition. We will use the newly developed kernel

descriptors, which capture different aspects of similarity in

a unified framework [2, 4, 3].

(a) Flowchart (b) Tree path + MRF

Figure 2. We use kernel descriptors (KDES) [2] to capture both im-

age and depth cues. Transformed through efficient match kernels

(EMK) [4], we use linear SVM classification both on superpixels

and on paths in segmentation trees. We compare and combine tree

path classification with pairwise MRF.

3. Overview

Indoor scene labeling is a challenging and poorly under-

stood problem. Kinect-style RGB-D cameras, active sen-

sors that provide synchronized depth and color, provide

high hopes but do not automatically solve the problem. The

pioneering work of Silberman and Fergus [30] showed that

RGB-D significantly improves scene labeling, but still the

accuracy is near 50%, much lower than outdoor scenes [8].

We seek robust solutions to RGB-D scene labeling that

can achieve a much higher accuracy, studying both fea-

tures and labeling algorithms. An outline of our approach is

shown in Figure 2. For RGB-D features, we follow a proven

strategy in object recognition by extracting rich features at

low-level and encoding them to be used in an efficient clas-

sifier, linear SVM in our case. We use kernel descriptors

(KDES) [2, 3], a unified framework that uses different as-

pects of similarity (kernel) to derive patch descriptors. Ker-

nel descriptors are aggregated over superpixels and trans-

formed using efficient match kernels (EMK) [4].

For contextual modeling, we combine and validate two

strategies, one using segmentation trees, and the other using

superpixel MRFs. We use gPb [1] (modified for RGB-D)

to construct a fixed-height segmentation tree, and classify

features accumulated over paths from leaf to root. For the

MRF we use linear SVM scores and gPb transitions.

3.1. Scene Labeling Datasets

The main focus of our work is on RGB-D scene labeling,

validated using the recently collected and released NYU

Depth Dataset [30] from Silberman and Fergus. The data

covers 7 scene types in 2, 284 Kinect frames (480x640)

annotated through Mechanical Turk. Following the setup

in [30], we use WordNet to reduce the labels to 12 com-

mon categories (see Fig. 8), plus one meta-category “back-

ground” for all other objects. We use class-average accu-
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racy (mean of the diagonal of the confusion matrix) as the

main evaluation criterion, excluding unlabeled regions.

We also show evaluations on the Stanford Background

Dataset [8], commonly used in scene labeling research. The

Stanford dataset contains 715 images of size 240x320, with

8 semantic categories as well as 3 geometric/surface cate-

gories. The evaluation criterion is the pixel-wise accuracy.

3.2. Generating Segmentation Trees

To generate segmentation trees, we use the widely

used gPb/UCM hierarchical segmentation from Arbelaez et

al. [1]. gPb combines a number of local and global con-

trast cues into a probability-of-boundary map on pixels. It is

an interesting question, and beyond the scope of our work,

what is the best way of adapting gPb to RGB-D frames. We

use a simple strategy to combine color and depth images:

run the gPb algorithm on the color image to obtain (soft

and oriented) gPb rgb, run the same algorithm on the depth

map (in meters) to obtain gPb d, and linearly combine them

(before non-maximum suppression)

gPb rgbd = (1− α) · gPb rgb + α · gPb d (1)

While this linear combination is crude, we empirically

find that it significantly improves gPb performance. We use

α = 0.25, and the F-measure values (from precision-recall

evaluation as in [1]) are listed in Table 1.

Boundary Maps Image Depth Image+Depth

F-measure 0.465 0.421 0.481

Table 1. F-measure evaluation for RGB-D boundary detection.

We threshold the UCM boundary map from gPb rgbd

at multiple levels. Each threshold creates a cut through

the segmentation hierarchy, and the result is a tree of fixed

height. The thresholds are chosen such that the number of

segments are roughly half-octave apart.

4. Image and Depth Features

For image and depth features, we learn from object

recognition research and employ features more sophisti-

cated than typically used in scene labeling. In particular, we

extensively use kernel descriptors, a flexible framework that

has proven to be useful for RGB-D object recognition [3].

4.1. RGBD kernel descriptors

Kernel descriptors (KDES) [2] is a unified framework

for local descriptors: for any pixel-level similarity func-

tion, KDES transforms it into a descriptor over a patch. We

use and evaluate six kernel descriptors (as in [3]): gradient

(G), color (C), local binary pattern (L), depth gradient (GD),

spin/surface normal (S), and KPCA/self-similarity (K).

As an example, we briefly describe the gradient kernel

descriptor over depth patches. We treat depth images as
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Figure 3. Evaluating six types of kernel descriptors. (left) Label-

ing accuracy using a single KDES (with and without geometric

features), and (right) using a pair (without geometric features).

grayscale images and compute gradients at pixels. The gra-

dient kernel descriptor Fgrad is constructed from the pixel

gradient similarity function ko

F t
grad(Z) =

do
∑

i=1

ds
∑

j=1

αt
ij

{

∑

z∈Z

m̃zko(θ̃z, pi)ks(z, qj)

}

(2)

where Z is a depth patch, and z ∈ Z are the 2D relative

position of a pixel in a depth patch (normalized to [0, 1]).
θ̃z and m̃z are the normalized orientation and magnitude

of the depth gradient at a pixel z. The orientation kernel

ko(θ̃z, θ̃x) = exp(−γo‖θ̃z − θ̃x‖
2) computes the similar-

ity of gradient orientations. The position Gaussian kernel

ks(z, x) = exp(−γs‖z−x‖2) measures how close two pix-

els are spatially. {pi}
do

i=1 and {qj}
ds

j=1 are uniformly sam-

pled from their support region, do and ds are the numbers of

sampled basis vectors for the orientation and position ker-

nels. αt
ij are projection coefficients computed using kernel

principal component analysis. Other kernel descriptors are

constructed in a similar fashion from pixel-level similarity

functions (see [2] and [3] for details).

In addition to the appearance features provided by

KDES, we add a standard set of geometric/prior fea-

tures [8]: position (up to 2nd order), area, perimeter, mo-

ments. For RGB-D, we add relative depth (as in [30], up to

2nd order) as well as the percentage of missing depth.

Figure 3 shows labeling accuracy using individual KDES

and their combinations. For single KDES, the left panel

shows results with and without geometric features. We see

that they all perform reasonably well on the task, with the

SIFT-like gradient KDES performing best on both image

and depth, and the KPCA descriptor being the weakest. As

can be seen in the right panel, a good feature pair typically

mixes an image descriptor (No. 1-3) with a depth descriptor

(No. 4-6). We observe the correlation (and redundancy) be-

tween gradient and local binary pattern descriptors, which

is expected as they capture local variations in similar ways.

While spin images were not used in [30], we find exten-

sive uses for our spin KDES, a spin-image like descriptor

encoding normals without orientation invariance. The best
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combinations are: image gradient + spin/normal, and color

+ depth gradient. We use all four in our final experiments.

4.2. Classifying superpixels

We extract kernel descriptors over a dense grid, and use

efficient match kernels (EMK) [4] to transform and aggre-

gate descriptors in a set S (grid locations in the interior of

a superpixel s). EMK combines the strengths of both bag-

of-words and set kernels that maps kernel descriptors to a

low dimensional feature space (see [4, 2] for details). We

average the EMK features over the spatial support to obtain

fixed-length features on superpixels.

Let Φ(s) be the combined features (KDES+geometric)

over a superpixel s. For each layer (height) t ∈ {1, · · · , T}
in the segmentation tree, we separately train a 1-vs-All lin-

ear SVM classifier: for each semantic class c ∈ {1, · · · , C}
at height t, we have a linear scoring function

ft,c(s) = w⊤
t,cΦ(s) + bt,c (3)

One interesting question is how to weigh the data in-

stances, as superpixels have very different sizes. Let c be

the groundtruth class of s, As the area of s, and Qc the set

of all the superpixels q in the class c. We weigh f(s) by

As/(
∑

q∈Qc

Aq)
p (4)

where 0 ≤ p ≤ 1 defines a tradeoff between class balance

and pixel accuracy. We use p = 1 for NYU Depth, and p =
0 for Stanford Background. We will discuss the balancing

issue in the experiments. A weighted version of liblinear is

used for efficient training [7]. We set the groundtruth label

of a superpixel as the majority class of the pixels within.

5. Contextual Models

For contextual modeling, we use both superpixel MRFs

and paths in segmentation trees. Our superpixel MRF is de-

fined over linear SVM outputs and gPb boundaries. Our tree

path classification directly uses a linear SVM on concate-

nated features. We show that both models help and comple-

ment each other: combining them leads to a large boost.

5.1. Classifying paths in segmentation tree

As discussed, we construct a single segmentation tree

of fixed height for each scene. For each leaf node, there

is a unique path to the root. Comparing to earlier works

that used the paths for exemplar distance learning [21] or

stacked classification [23], we choose a direct approach by

concatenating the outputs from (separately trained) linear

SVMs computed on features at each layer, generating a tree

feature for each superpixel s:

Tree(s) = {ft,c(st)} , ∀t, c (5)
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Figure 4. Change in accuracy when going through layers in seg-

mentation trees: accumulating features or current layer only.

where s is a superpixel at the bottom layer, {st}, t ∈
{1, · · · , T} the ancestors of s, and {c} all the classes. Clas-

sifiers on Tree(s) are trained with groundtruth labels at the

bottom layer. We again find linear SVMs efficient and per-

forming well for classifying Tree(s), better or no worse

than other choices such as kernel SVM or sparse coding.

In Figure 4 we show superpixel labeling accuracies for

each layer (height) in the segmentation tree, as well as the

accuracies when we accumulate features along segmenta-

tion paths up to a certain layer. We see that single-layer

classification has a “sweet spot”, with superpixels being not

too small, not too large. If we accumulate features over

paths, the accuracy continues to increase to the top level,

which has only a handful of segments. On the other hand,

the initial part of the curves overlap, suggesting there is lit-

tle benefit going to superpixels at too fine scales (about 200
per image suffice), consistent with previous studies.

5.2. Superpixel MRF with gPb

Our second contextual model is a standard MRF formu-

lation. We use Graph Cut [5] to find the labeling that mini-

mizes the energy of a pairwise MRF:

E(y1, · · · , y|S|) =
∑

s∈S

Ds(ys) +
∑

{s,r}∈N

Vs,r(ys, yr) (6)

where ys is the label of superpixel s, N is a set of all pairs of

neighbors. For the data term Ds, we use −ft,c, the output

from the per-layer SVM, weighted by area. For the pairwise

term Vs,r, we use

Vs,r = β exp (−γ · gPb rgbd(s, r)) (7)

weighted by the length of the boundary between s and r. As

the RGB-D gPb captures various grouping cues into a single

value, the MRF only has two parameters, easy to set with

cross-validation. We find the superpixel MRF useful both

by itself and when combined with treepath classification.

6. Experimental Evaluations

We show our experimental analysis of the kernel de-

scriptors and the labeling algorithms on both the NYU
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SIFT+MRF [30] 56.6± 2.9%

KDES Superpixel (RGB) 66.2± 0.3%
KDES Superpixel (Depth) 63.4± 0.6%

KDES Superpixel (RGB-D) 71.4± 0.6%

KDES Treepath 74.6± 0.7%
KDES Superpixel MRF 74.6± 0.5%

KDES Treepath+Superpixel MRF 76.1± 0.9%
Table 2. Class-average accuracy on the NYU Depth dataset. Su-

perpixel results (w/ and w/o MRF) are reported using the best layer

in the segmentation tree (5th).

Depth [30] and the Stanford Background Dataset [8]. We

follow standard practices: for NYU Depth, we use 60% data

for training and 40% for testing; for Stanford Background,

572 images for training and 143 images for testing. Un-

less otherwise mentioned, the accuracy on NYU Depth is

the average over the diagonal of the confusion matrix, and

the accuracy on Stanford Background the pixelwise accu-

racy. The final results in Table 2, 3, and 4 and Figure 5 are

averaged over 5 random runs.

Extracting kernel descriptors. Kernel descriptors

(KDES) are computed over a regular grid (with a stride of 2
pixels). They are transformed using efficient match kernels

(EMK), to “soft” visual words, then averaged over super-

pixels. For gradient, color, local binary pattern, and depth

gradient descriptors, we use a patch size of 16x16. For spin

and kpca descriptors, we use a larger patch size of 40x40.

Comparing to [3], we use larger scales for normal compu-

tation and spin descriptors, adapting the descriptors from

targeting small objects to large scene elements.

Classifying superpixels and paths. For NYU Depth,

we use 4 kernel descriptors: gradient, color, depth gradient,

and spin kernel descriptors, with 200 words in the EMK

transform. With 15 geometric features, the length of the

feature vector is 815. We use segmentation trees of 11 lev-

els. For Stanford Background, we use 3 kernel descriptors:

gradient, color, and local binary pattern, and 400 words in

EMK, making the feature length 1211. We use segmenta-

tion trees of 13 levels. For single-layer results, we always

use the best performing layer (not the bottom layer).

Final Results on NYU Depth. Results are shown in

Table 2. Comparing to [30], we achieve much higher ac-

curacies in all cases. Single-layer superpixel classification

gives us 71%. The two contextual models, classifying paths

in segmentation tree and pairwise MRF using gPb bound-

aries, both provide a boost of over 3%. We empirically

find that our path classification approach compares favor-

ably (about 1% higher) to a stacked approach where clas-

sification scores are passed from layer to layer. Our MRF

model is also effective compared to that in [30], partly be-

cause gPb captures all low-level boundary cues in one value,

making our MRF easy to configure.

One interesting finding, which has not been explored be-

Pixelwise Average

Region-based energy [8] 76.4± 1.2% 65.5%
Selecting regions [16] 79.4± 1.4% -

Stacked Labeling [23] 76.9% 66.2%
Superpixel MRF [32] 77.5% -

Recursive NN [31] 78.1% -

This Work 82.9± 0.9% 74.5%
Table 3. Pixelwise and class-average accuracies on the Stanford

Background dataset (8 semantic classes).

Region-based energy [8] 91.0± 0.6%
Superpixel MRF [32] 90.6%

This Work 92.2± 0.5%
Table 4. Pixelwise accuracy on the Stanford Background dataset

(3 geometric classes).

fore, is the combination of contextual modeling from seg-

mentation paths and superpixel MRF. We find that they

complement each other well, leading to the final accuracy

of 76.1%. Retrospectively, this makes a lot of sense, con-

sidering that a single segmentation tree may capture the

“mode” of groupings and generate large-scale (and impre-

cise) segments, while a superpixel MRF captures soft local

connectivities. This opens up future possibilities for explor-

ing more sophisticated interactions of these two types of

models. Examples are shown in Fig. 8 and 9.

The 13-class confusion matrix of our final results is

shown in Figure 5(a). We can see that the easy classes

are: bookshelf 89%, ceiling 93%, and floor 93%. The hard

classes are: cabinet 66%, table 60%, window 59%, and

background 35%. The background class is an interesting

case: as it covers all other objects in a scene, we find it

difficult to model its appearance. We also see confusions

between Blind and Window, and Cabinet and Table, partly

because there are inconsistent labels in the groundtruth.

Final results on Stanford Background. Table 3 shows

our results on the Stanford Background Dataset, compar-

ing to existing works. We achieve pixelwise accuracy of

82.9%, a large improvement from the previous state of the

art 79.4%. We improve the class-average accuracy from

66% to 74.5%. Examples are shown in Fig. 10.

The 8-class confusion matrix of our final results is shown

in Figure 5(b). Consistent with other studies, the hard

classes are: water 68%, mountain 29%, and foreground

63%. It is interesting to compare these to the per-class accu-

racies reported in [23, 8]. We do much better on the hardest

category mountain, achieving 29% vs 14% and 5%.

One naturally wonders why we achieve high accuracies;

is it because of kernel descriptors or SVM classification on

trees? We believe the answer is both. We conduct a compar-

ative experiment, where we feed kernel descriptor features

into the boosting+CRF approach of [8] using the authors’

code. We increase the rounds of boosting to 2500 (from

500). The resulting accuracy is 79.9 ± 1.1%, higher than
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Figure 5. The confusion matrices of our final results on the NYU

(RGB-D, 13 classes) and Stanford (RGB only, 8 classes) datasets.
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Figure 6. How labeling accuracy varies with different amounts of

training data (single layer). Accuracy increases fast and is not

saturated, suggesting the need for all the data (and more).

using TextonBoost features [8] but still 3% lower than our

complete pipeline. Using Texton features in linear SVM, on

the other hand, yields lower scores. The kernel descriptor

features go well hand-in-hand with linear SVM.

Amount of training data. One major advantage of our

KDES+linear SVM approach is that we are capable of us-

ing a large amount of training data. In our approach, each

superpixel is a training instance, and we routinely deal with

200K to 800K data points. To verify the need of data, we

run classification experiments (on a single layer) using a

varying amount of training data, from 10% to 100%. The

results are shown in Figure 6. On the NYU dataset, we

see a large drop in accuracy when subsampling ( 3% lower

for using 50% data), and there is no saturation around full

data. This suggests that although the NYU dataset contains

over 2000 frames, there are a lot of variations in the indoor

scenes, and the training data is far from enough. The effect

also exists for the Stanford dataset in a weaker form. This

finding is consistent with that from the recognition commu-

nity, that large-scale data is a key to high accuracy.

Scene types. The NYU Depth dataset has 7 scene

types, from bedroom, kitchen to office. In Figure 7(a), we

show both class-average and pixelwise accuracies for each

scene type. The distribution of semantic labels across scene

types are very different (e.g. no Bed in Kitchen), mak-
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Figure 7. (a) Accuracies for individual scene types in NYU Depth.

(b) Imbalanced classes with vastly different pixel counts: pixel-

wise, class-average, and PASCAL labeling score when using dif-

ferent amounts of balancing (with 0 ≤ p ≤ 1).

ing the class-average accuracies lower than the aggregate

case. Nonetheless, the patterns are consistent, with bath-

room (close view), cafe (small amount of training data) and

office (large layout variations) being the most difficult scene

types. Future work will need to address these scene types

with either stronger models or more data.

Balancing classes. As noted in [30], the (im)balance

between semantic classes is a delicate issue for the NYU

Depth dataset. The “large” classes, such as Wall, occupy

over 20% of all pixels. The “small” classes, such as Tele-

vision, are less than 1%. This not only creates a problem

for learning, but also reveals a conceptual issue: should

we “weigh” Wall vs Television equally, or by their occur-

rences? There is no definitive answer.

We use a value 0 ≤ p ≤ 1 to normalize weights across

classes (Eq. 4), from unbalanced (p=0) to completely bal-

anced (p=1). Figure 7(b) shows how labeling performance,

under different evaluation criteria, changes with p. Pixel-

wise accuracy prefers the unbalanced case, class accuracy

prefers balanced, and the PASCAL score TP/(TP +FP +
FN) seems more robust to balancing. This suggests the

PASCAL score being a better criterion or the need to show

such curves as accuracies vary with balancing.

7. Discussion

In this paper we presented our study on scene labeling

both with RGB-D and with images. We improved RGB-D

labeling accuracy on the NYU Depth dataset from 56.6% to

76.1%, and that on the Stanford Background dataset from

79.4% to 82.9%. We achieved high labeling accuracy by a

combination of color (and depth) features using kernel de-

scriptors, and by combining MRF with segmentation tree.

One key finding of our work, not a surprise, is the need to

have and to use a large amount of data. We showed that

labeling accuracy increased with the size of training data.

Linear SVM, efficiently utilizing possibly high dimensional
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Figure 8. Examples of 13-class semantic labeling on the NYU Depth dataset. The four rows are (1) color frame, (2) depth frame, (3) result

and (4) groundtruth. We do well in many challenging cases with complex scene layouts. Meanwhile there is clearly room for improvement.

A A A A 

(a) (b) (c) (d) (e)
Figure 9. An illustration of using segmentation trees. (a) The fourth example above. (b-d) Superpixel classifications at three tree layers

(2nd,5th,9th), colored as above and overlaid with segmentation. We show the SVM outputs (linear scores, not a histogram, of 13 classes)

at a wall point A, which is misclassified in (b) due to over-segmentation and in (d) due to under-segmentation. (e) Treepath classification,

where we combine the SVM outputs from all the layers to classify the bottom layer, capturing both fine-scale structures (missing in (d))

and coarse-scale structures (missing in (b)). An MRF on (e) further enforces the smoothness of labels to produce the final results in Fig. 8.

data, may continue to work well despite its simplicity.

Our study confirmed that indoor scenes are more diverse

and difficult than outdoor scenes, and the labeling prob-

lem is far from solved even with RGB-D. We systematically

studied RGB-D features and showed that their combinations

largely improve scene labeling accuracy. Meanwhile, our

technique is generic and performs well on outdoor scenes

where dense depth is not readily available. We plan to in-

vestigate RGB-D specific techniques in future work.
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