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Introduction 

A Riemannian metric in a plane domain can be expressed by ds = 
X I dz + ad z I where X = X(z) > 0 and p = p(z) is complex valued with 
I p 1 < 1. A mapping f is said to be conformal with respect to ds, or p- 
conformal, if it satisfies the Beltrami equation 

(1) A PA 
where 

(2) A = 2 iy), fe =! (f+ ify). 2 2 

If I < k with a constant k < 1, then f is quasi-conformal. There are 
two main problems: to find a p-conformal mapping of the whole plane on 
itself, and of a disk on itself. In both cases a mapping exists, and with 
appropriate normalization, it is unique. 

The primary aim of this paper is to investigate f in its dependence on 
p. In particular, if p depends analytically, differentiably, or continuously 
on real parameters, the same is true for f; in the case of the plane, the 
result holds also for complex parameters. In order to make the paper 
self-contained we include proofs of existence and uniqueness. 

Bibliographical note. For a Holder continuous p the existence of local 
I-conformal mappings is classical (Korn [8], Lichtenstein [10]; modern- 
ized proofs have been given by Bers [2] and Chern [7]). The global mapping 
theorems follow from the local theorem by use of the general uniform- 
ization theorem. Vekua [13] and Ahlfors [1] gave direct proofs of the 
global theorems. 

For measurable It the mapping theorem is due to Morrey [12]; earlier, 
the case of a continuous p had been treated by Lavrentiev [9]. New proofs 
of Morrey's result were given by Bers and Nirenberg [3], and by Boyar- 
skii [4]. One owes to Boyarskii the important observation that the 
generalized derivatives of f are of class Lp for some p > 2. 

* Work supported by the N.S.F., the A.F.O.S.R., the O.O.R., and the O.U.R.P.A.F. 
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1. Preliminaries 

1.1. If f(x, y) is of class C' the derivatives f,, fy are defined by (2). 
More generally, if f is locally integrable in a region &2, then fz, fe are said 
to be generalized derivatives of f if they are locally integrable and satisfy 

|| fzpdxdy - fpdxdy 

(3 fzpdxdy = - f9 dxdy 

for all p e C' with compact support in &2. 

LEMMA 1. If ft = 0, then f is holomorphic. 

More precisely, there exists a holomorphic function which is almost 
everywhere equal to f. The lemma and the proof are well known. 

LEMMA 2. Suppose that p, q are continuous and pi = q, in a simply 
connected region &2. Then there exists a function f e Cl(n) which satis- 
fies fz= p, fj = q. 

While less familiar than Lemma 1, the proof follows the same lines (use 
of a smoothing operator). 

1.2. From now on &2 will be the whole plane. We consider the operators 
P and T defined by 

(Pg)(Z) = ||jg() (a. -Cd 

1 g' O- 'Z (Tg)(z) = I7 () )2Wdid C 

LEMMA 3. Suppose that g e Lj(f), p > 2. Then Pg exists everywhere 
as an absolutely convergent integral, and Tg exists almost everywhere 
as a Cauchy principal limit. The following relations hold: 

(4) (Pg)i = g, (Pg) = Tg 

(5) | Pg(Z) - Pg(Z2) I ?_ CPIIgIIIZ1 -Z21-2/ 

(6) 1I Tgip _< CjgjI .p . 
Actually, (6) holds for p > 1, and for p _ 2 it can be replaced by 

(7) 1j Tgjj112 = -jgj12 

The relations (4) and (7) are easy to verify. Condition (5) is an imme- 
diate consequence of the H6lder inequality, while (6), a deep result, is 
due to Calder6n and Zygmund [5]. 
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LEMMA 4. Cp 1 for p - 2. 

This is a consequence of the Riesz convexity theorem together with 
(7). 

2. The nonhomogeneous Beltrami equation 

2.1. Throughout the paper all functions denoted by p, with or without 
subscripts, are subject to the restriction j I l < k with a fixed k < 1. 
The exponent p will be any number which satisfies 

(8) p > 2, kCP < 1. 

By Lemma 4 there are such p, whatever the value of k. 
We introduce the Banach space BP of functions w, defined on the whole 

plane, which satisfy a global H6lder condition of order 1 - 2/p, which 
vanish at the origin, and whose generalized derivatives coz and wOi exist 
and belong to L0(2). The norm is defined by 

11 O) HlBp= SUP I a0 ( 2) I+ || 0Z lip + || co- || 

THEOREM 1. If a e Lp(f2) the equation 

(9) = ?z+ a 

has a unique solution a)OIL e BP. This is the only solution with o(0) = 0 
and oh e L0(n). 

PROOF. To establish the uniqueness we must show that a solution of 
the homogeneous equation 

(10) adz = PFz 

reduces to 0 if o)(0) = 0 and -o e Lp(f2). It follows by (4) and Lemma 1 
that 

= p(oj) + F, 

where F is holomorphic. We obtain 

(11) ohZ = T (pco.) + F', 
and by (6) 

11F'IJp ; (1 + kCp) InzlipI. 

But II F' IIp < ?? only if F is a constant. Hence F' = 0, and (11) yields 
I IZ InIP < kC, I Iz I Iap, a contradiction unless oh = 0, a) = 0. 

To prove the existence we solve the equation 

(12) q = T(y1q) + Ta 
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in L,. This is possible because Ta e L, and the norm of the transforma- 
tion Tp is < kCp < 1. We set 

(13) = P(iq + a) 

and verify that a), = q, co = pq + a. Hence a is a solution of (9). 
It follows from (12) that 

11 q Ilp < kCp, 1I q Ilp + Cp 11 a Ilp, 

and thus 
(14) lq Ilp < c1a Ilp 
where we use the notation c for unspecified constants that may depend 
on k and p. With the aid of (7) we obtain further 

(15) 1 a(Z1) - )(Z2) IC I Il aI IIP I Z1-Z2 11-21P 

We have shown that ao, e BP, and we have also proved 

LEMMA 5. The mapping a , oa' tis a bounded linear transformation 
from Lp to B, with a bound that depends only on k and p. 

2.2. Because a - o"'a is a bounded linear transformation o)gto depends 
continuously on a, and because the bound does not depend on p the con- 
tinuity is uniform with respect to p. 

We show now that w' is also continuous in f. The simultaneous con- 
tinuity in [ and a would follow, but it is just as easy to prove it directly. 

LEMMA 6. If n Al f almost everywhere and 11 an - a IIP - 0, then 
&Layn On C)9 aL to iBP. 

PROOF. We set 2 =-)9n On - o and q n = ,On' q - call From 

Qz = p1nqn - [q + an - a = [en[2 + (On - )q + an - a 

we conclude that QI2 - COn with X = (pi -p)q ? an-a. But I X 
for II (kiln- [)q I 1p ' 0 by dominated convergence and 1 1 an - a 11- 0 by 
assumption. Hence, by Lemma 5, &2 o 0 in BP. 

For convenient reference we exhibit the estimate 

(16) - | I1bOl - )IL2E2 ?IB < c(I I I P - ft2 1II a 62 11x + 11 - a2 IIp) 

2.3. We will now study the situation which arises when f and a are 
functions of real or complex parameters. Again, although the dependence 
on a is quite trivial, it is a convenience to treat f and a simultaneously. 

Let t = (t1,... tn) be a real or complex vector variable, and suppose 
that p(t) and a(t) are defined on an open set. We say that p is differen- 
tiable at t if we can write 
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(17) ft(t + s) -(t) = Ena,(t)si + I s I a(t, s), 

where a,(t) e L., I I a(t, s) is bounded, and a(t, s) o 0 almost every- 
where as s ) 0. 

Similarly, a is differentiable if 

(18) a(t + s) -_ (t) = Enb,(t)si + I s 13(t, s) 

with b(t) e Lp,, 1j(t, s)JJ,,, O as s )0. 
We say further that the partial derivatives ai(t) are continuous if 

I ai(t + s) II. is bounded in a neighborhood of s = 0, and if ai(t + s)-*ai(t) 
almost everywhere as s - 0. The continuity of bi(t) shall mean continu- 
ity in Lp. 

THEOREM 2. If ,C and a are differentiable, then oY'0' is differentiable 
as an element of Bp. If ,C and a have continuous partial derivatives, so 
does w-oit. 

PROOF. We use subscripts 0 when the argument is t and no subscripts 
when it is t + s. As in the proof of Lemma 6, the difference 
n = (Ol" - c0'9oa satisfies 

Z = pf2 + (f - fo)qo + a -O 

and thus Q2 - OY A with X = (p - p0)q0 + a - a0. On using (17) and (18) 
we obtain, by linearity, 

n = Eln)y ,aiq0+bjS, + I S I a)F"p 

with p = aqq0 + ,8. Because a is bounded and tends to 0 almost every- 
where we may conclude that p o 0 in Lp, and hence that &oi9" - 0 in Bp. 
At the same time C0gaiq0+bi 0?,aiq0+bi in Bp, and therefore n2 has a 
development 

n= n~c(t)si + I Sky(t, s) 

with c, = c oaiqo+bf and I I(t, s) IIBP 0. The continuity of ci(t) follows 
by Lemma 5. 

COROLLARY. The generalized derivatives o4)'z and o)z' are differenti- 
able as elements of Lp, and the derivations with respect to the parameters 
commute with the derivations with respect to z and z. 

Indeed, 

f2Z = E ci(t)zsi + I s Iyz(t, s) 
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with II y2(t, s) I-. 0, and a similar relation holds for f2i. 

2.4. If t is complex, Theorem 2 permits us to conclude that aoY)' is a 
complex analytic function of each variable. It is true, even for functions 
with values in a Banach space, that analyticity in each variable implies 
simultaneous analyticity, at least if, as in the present case, the function 
is known to be continuous. 

THEOREM 3. Let p and a be analytic functions of the complex vari- 
ables r, m, when regarded as elements of Lo. and Lp respectively. 
Then ao0a depends analytically on the same variables when viewed as an 
element of BP. 

For the case of a single variable we prefer to give a direct proof which 
has the advantage of leading to an explicit power series development. 

THEOREM 3'. Suppose that p and a have power series developments 

(19) ,= mo+ m1: + + In n+ 

a = So + S1 +**??+ Snt.n?+. 

which converge in Lo. and LP respectively. Then 

(20) o Wof = (o ?1 + * ?w* ? )n . + 

in BP, where n = m)a'An and the Xn are determined recursively by 
BO = s09 

(21) Xn = Sn + mlI)n-1,z + m2-)n-2,?.z + MnOk, 

PROOF. The relations (21) are obtained by formal substitution of (19) 
and (20) in (9). All that needs to be proved is the convergence of (20). 

We have I Ian,, IIP C I Hn I IP, by Lemma 5, and the convergence of (19) 
for some r # 0 implies II Inn < CMn, 11 Sn IHP < cMn. It follows by (21) 
that 

(22) 11 Xn IP < c(Mn + M11 Xn-1 HP + M2 11 Xn-2 IHIP +?.* +Mn 11 X0 11P) 
By the method of majorants, or by induction, (22) implies 

11 Xn IIP < C(1 + C)nMn 

and we conclude that (20) has a positive radius of convergence. 

3. Local properties of p-conformal mappings 

3.1. In addition to the restriction 1 IIp.. < k < 1 we assume in this 
section that all functions denoted by p vanish outside of a fixed compact 
set. We study the solutions of the homogeneous Beltrami equation 



RIEMANN'S MAPPING THEOREM 391 

(23) fA = p]8 . 

A continuous solution of this equation, not necessarily one to one, is said 
to be p-conformal if f, is locally of class L2. 

THEOREM 4. There exists a unique s-conformal function f'" which 
vanishes at the origin and satisfies ft - 1 e Lj(f). It is given by 

(24) f'(z) = z + Co'S F(z) 
It is evident that f ' is a solution of (23). Since ft is locally of class L, 

with p > 2 it is also locally of class L2. 
We remark that fF' is independent of the choice of p. Indeed, because 

, has compact support, f' is analytic in a neighborhood of oo. Together 
with f9- 1 e Lp,(fl) this implies fz" = 1 + 0(1/I Z 12), and hence f" -1 e Lq(f2) 
as soon as 1 < q < p. 

3.2. If f is smooth, then f'9 can be expected to be smooth. We prove 
in this respect: 

LEMMA 7. If pe, e L,, then ft e C1. Moreover, f'9 is a homeomorphism 
of the whole plane on itself, and the Jacobian is positive. 

PROOF. First of all, M= PrIz + F with an analytic F, which shows 
that , is continuous. 

Set X = oP/ Lz and p = el. Then p satisfies 

pi = fpz + 1zp = (ap)z . 

By Lemma 2 there exists a function f e C1 which satisfies f. = p, fz = pap. 
Its Jacobian is ifz 2- 12 = p2(1 _ I p 12) > 0 . This implies that the 
mapping is locally one to one. 

We have X 0 = 0 near oo. Because X= O(I z 11-2/P) it follows that X has 
a limit X(oo ) for z)oo . f is analytic near oo and fzA eA (-. This shows that 
f - co for z - oo, and for topological reasons f must be a homeomorphic 
mapping of the plane onto itself. It is clear that fI(z) = eA(-'(f(z) -f(0)). 

3.3. It is possible to find a sequence {ftn}, ft e C1, with fixed compact 
support such that kiln ) 4 almost everywhere, and, as a consequence, 
I fti1, - I O. It follows by Lemma 6 that f~n-fs - 0 in B,. We use 
this approximation to prove: 

LEMMA 8. ft is always a homeomorphism of the whole plane on itself. 
PROOF. Let gn be the inverse of fin=f/kn, known to exist by the preced- 

ing lemma. One finds that 

gnz= ngnz 

with 
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Vn = - *L a 
'n)gn, 

I 1n I = I k logn 

By use of H6lder's inequality we obtain 

1 Vn 1 jdxdy = ||j2n Ip(If 12f - Ifnn, 2)dxdy 
Q Q 

'| n1 Ix-21 1dxdy < I| Pyn I1dxdy) 1 tfn'j IPdxd) 

But 11 f I = I I n(,)-n n,1 ? C 1 II P, and we have shown that 

(25) || Vn IIP < C 11 S-n IIP 
It is evident that gn = fln, for gno - 1 as z - oo. We conclude that 

I gJ g&(?2)I I C2 1 + c cI In IIP I C1 - C2 112/p 

or, equivalently, 

I Z1 IZ2 I I fn(Zl) -fn(z2)1 + c IUIn IIP Ifn(Zl) -fn(z2) 1 

On letting n tend to oo it follows that f 9(zl) = fIL(z2) implies z1 = Z2, and 
we have proved that f'9 is one to one. The fact that ft -k 1 for z oo is 
sufficient to show that the mapping is onto. 

3.4. A homeomorphism f is said to be measurable if measurable sets 
are mapped on measurable sets. An equivalent condition is that null-sets 
are mapped on null-sets, or that the set-function mes f (e), defined for 
Borel sets e, is absolutely continuous. 

LEMMA 9. The mapping f', and its inverse are measurable. Moreover, 
ft # 0 almost everywhere, and 

(26) mes f t(e) = ||(IfJ2- Jfi12)dxdy 

for any measurable e. 
PROOF. Let e be an open set. Let X denote the characteristic function 

of f'g(e), and Xn that of fn(e). Then X < lim inf Xn, and consequently 
mes f'g(e) < lim inf mes fn(e) 

We have 

(27) mes fn(e) = (ifn, 12- f 12)dxdy < !i Ifnfz 12dxdy 

and by Holder's inequality 

| |I 1 2dxdy ? (| I fn z l Pdxdy) (mes e)l21 
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Here 

( Ie < I < I fz- 1 I + (mes e)"/P ? c 11 I + (mes e)1P, 

and we obtain 

mes f.(e) ? (c 1 1. IIp + (mes e)1/P)2(mes e)'-2p. 

Because I I Ip I I f IIp these estimates show that mes fI(e) tends to 0 
with mes e. Since every null set is contained in an open set of arbitrarily 
small measure we have proved that null sets are mapped on null sets, and 
thus f' is measurable. 

Precisely the same reasoning can be applied to the inverse function, 
for (fp)-l = lim fan and 11 Vn IIp is bounded. 

If e is open and bounded it follows by (27) and the preceding inequality 
that 

mes f9(e) < 12 - f 2) dxdy , 

for fn, z f and fj f - in L2(e). For compact sets e the reverse ine- 
quality is true, either by the same argument or by taking complements 
with respect to a large disk. On approximating an open set by compact 
subsets it is easily concluded that the equality (26) holds for all open sets. 
It will therefore hold for closed sets, for Borel sets, and finally for all 
measurable sets. 

Because the inverse function maps null sets on null sets it is impossible 
that I f t 12 _ I ftS 12 vanish on a set of positive measure. 

3.5. It is important to formulate conditions under which a composite 
function hoft has generalized derivatives. 

For convenience we simplify the notation f t to f. 
LEMMA 10. Suppose that hz, hi are locally of class Lq, q > 2. Then 

hof has generalized derivatives given by 

(hof)z = (hzof)fz + (hjof)fz 

(hof)i = (hzof)fi + (hjof)AF 

and 

(29) 11 (hof)z IIr < M(jI hz IIq + 1j hiq) , r = pq 
p+ q-2 

where the norms are over corresponding bounded regions f2l, f (12), and 
M is independent of h. 

PROOF. We show first that (28) implies (29). By Holder's inequality 
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| (h( I hzofTq fZ o Idxdy f 2dxd) (| IfPdxdy) 

and by use of Lemma 9, 

pi hrofq Ifz I2dxdy I <| IhZofj(jfZ12- IfjI2)dxdy 

00 ~ ~ ~ !k'f~ hgo dd 
I h. Ihlqdxdy 

-k2 f (Qo) 
A similar estimate applies to (hlof) fz, and (29) follows. 

The formulas (28) hold if h and f are of class C1. By well known prop- 
erties of generalized derivatives it is possible to find hm, fn e C1 in such 
a way that hm h, fnh - f and 

sjsi ( h(m -hz 12 + I hmj - h1 12) dxdy , 0 
f ( QO) 
Zj If -Z 12 + I fn',zf 

_ 
2 f~ g> - fn ? 1f~2 dxdy--0 

Consider 

I"=|\ l(hmlzof) -(hzof) I Ifz I dxdy 

I2 = jI (hmzf) - (hmzofn) I Ifz I dxdy go 
I3-I I hm'Zofn I I fz -fn~z I dxdy. 

By the same estimate that was used to prove (29) it is seen that A1 can 
be made arbitrarily small by choosing m sufficiently large. When m is 
fixed it is evident that I2 and I3 tend to 0 for n c co. Consequently, it is 
possible to choose m and n so that 

Nj I (hmzofn)fn, - (hsof)fz I dxdy 

is arbitrarily small. The same is true of 

1i j(hmzofn)fnz - (h-zof)fj I dxdy, 

and we conclude easily that the first relation (28) is valid. The second is 
proved in the same way. 

3.6. The preceding lemma is used to prove: 

LEMMA 11. (fA)-l = fv with 

(30) _ f 
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PROOF. We remark first that v is measurable because f' is a measur- 
able mapping. Therefore f" exists and f" is locally of class L.,. 

We compute (fvof ), by formula (28) and find that it is 0 almost every- 
where. Hence q) = fzofP is analytic, and since it is a homeomorphism it 
must be a linear function. But D(O) = 0 and V'(z) 1 for z o co. Hence 
(I(z) = z, and fV is the inverse of f ". 

3.7. We collect in a single theorem a number of results which are easy 
consequences of Lemma 10. In this theorem we do not need to assume 
that , has compact support. 

THEOREM 5. Let f be any a-conformal homeomorphism, defined in a 
region fi2. The following is true: 

( i ) fz is locally of class Lp. 
(ii) fA # 0 almost everywhere. 
(iii) fl has generalized derivatives which are locally of class Lp. 
(iv) (f-')z and (f-')z are determined by the classical formulas. 
(v) f and f'- transform measurable sets into measurable sets. 
(vi) Integrals are transformed according to the classical rule. 
(vii) If p is any fl-conformal function in f?,, then pof'- is analytic, 

and vice versa. 
PROOF. Since all assertions are of a local nature it is no restriction to 

assume that QO is a bounded region. We extend 4a to the whole plane by 
setting 1 = 0 in i2 - i2,. The results (i )-(vi) follow from the fact that 
fo(fj)-1 is analytic, and (vii) follows because po(fj)-1 and fo(f1k)- are 
both analytic. 

4. Homeomorphisms of the plane and the disk 

4.1. In this section w'k denotes a fl-conformal homeomorphism of the 
whole plane onto itself which is normalized by w'(0) = 0, w'(1) = 1, 
W0(o0) = o0. Similarly, WI' is a f-conformal homeomorphism of the closed 
unit disk onto itself which satisfies W"(0) = 0, W"k(1) = 1. If they exist, 
it follows from Theorem 5 that w' and WI' are uniquely determined. 

The existence is proved in several steps. 

LEMMA 12. If a = 0 in a neighborhood of oo, then 

(31) wI, (z) = f I(z)/f!'(1) 

If 0 = 0 in a neighborhood of the origin, then 

(32) w'(z) = 1/wx(1/z) 

with X(z) = (1/z)z2/Z2. 
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LEMMA 13. Set [=p,11+ p2 where p, p2 vanish near 0 and oo respec- 
tively. Then wI = WXOW12 with 

(33) X = ( (W2)- 

LEMMA 14. If p(z) = p(j/)2/z2, then W', is the restriction of w" to 
the unit disk. 

Lemmas 12 and 13 are proved by direct verification. Together they 
show that w', exists, for an arbitrary it can be decomposed in the sup- 
posed manner. As for Lemma 14, one proves by means of the unique- 
ness that wtl(z) = 1/(1/z). Hence I wik(z) I = 1 for I z I = 1, and it 
follows that the restriction of w'n maps the unit disk onto itself. It is 
evident that Lemma 14 proves the existence of Wh. 

THEOREM 6. There exist unique p-conformal homeomorphisms of the 
whole plane and the unit disk onto themselves with fixpoints at 0, 1, co 
and 0,1 respectively. 

4.2. The following preliminary result will be needed: 

LEMMA 15. If p= O for I z I > 1, then c-1 < ? wi(el0) < c. 
PROOF. We have p j , < c and therefore, by (24) and Lemma 5, 

If"(z)I ? IZI + CIZ l-2/p 

By virtue of Lemma 11 and the inequality (25) the same reasoning can 
be applied to the inverse function and yields 

I Z < If f(z) I + Cjf"(Z) jl-(2/p) 

These estimates imply 
(1 + C)-(2p-2)(p-2) < I w(el0) I < (1 + C)(2p-2'j'p-2. 

4.3. Let [z1, Z2] denote spherical distance. The following spherical Hold- 
er condition holds for all it. 

LEMMA 16. 

(34) [w'9(z1), W'I(Z2)] < C [Zl, Z2J , a > 0 

PROOF. We represent w' as in Lemma 13, choosing /11(z)=O for Iz I >1, 
p1(z) = p(z) for I zJ < 1. Then I X II_. ? k1(k) < 1, and by Lemma 15, 
together with (33), X vanishes in the disk I z I < 1/c. It is sufficient to 
prove (34) for w'2 and wx. Also, because the spherical distance is invari- 
ant under inversion, we way replace wx by w"(z) = 1/wx(1/z) where 

= X(1/z)z2/z2 (see Lemma 12). Thus we need to prove (34) only for 
the case that p = 0 for I z I > R; c and a may depend on R. 
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We know that I fA(1) I > c-1(see the proof of Lemma 15). It follows by 
(31), (24) and Lemma 5 that 

I W"(Z1)- W"(Z2) <C I Zc - Z2 11-2/p 

This implies (34) if, for instance, I Z1 1 I Z21 < 3R. 
The function g(z) = 1/wk(1/z) is holomorphic for I z I < 1/R, and if R > 1, 

as we may suppose, Lemma 15 yields I g(z) I < c for I z I < 1/R. Hence 
g'(z) I < 4cR for I z I < 1/2R. This implies (34) if I z1 , I Z2I > 2R. 
Finally, (34) is trivially fulfilled if I Z1 I < 2R, I I > 3R. 
COROLLARY. I W1(Z1) - WS'(Z2)| < C I Z1-Z2 |2 

In this estimate the best possible value of a is (1 - k)/(l + k), and the 
best value of c which does not depend on k is 16 (Mori [11]). 

4.4. For a fixed R, O < R < co, we consider w'k as an element of the 
Banach space BR,, with norm 

11 W IIB =SUP111,1Z 
I 

W(21R w) - W(Z2) Iz + 11 w Idxdy) 
R, 2 f-H 

I Z1- Z 11-2/p j_'6 

The L.-norm of the restriction to I z I < R will be denoted by II wI 
and constants that depend only on R, k and p will be designated by c(R). 

THEOREM 7. 

(35) II Wk IIB R. p<g C (R) 

PROOF. If Lemma 16 is applied to (w')-1 we obtain 

[z, co] <_ cOw11) c], 

and this implies 
(36) II W' IIR,, < c(R) - 

Let X(z) be a fixed function of class C1 with 0 < X < 1, X(z) 1 for 
IZI<RX(z)=Ofor zI>2R. Wehave 

(Xw'jz- = P(Xw9). + p 

where 

(37) = (X- - pXz)w' . 

By use of Lemma 5 we conclude that 

I|I Wk IIBRV P < I|| XW I IBP= I || 1)' |IBP < C || IIP, 

while (36) and (37) show that I I II P < c (R). This proves (35). 

COROLLARY. IIW| I WIB1 < C. 
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5. Continuity, differentiability, and analyticity 
5.1. We proceed to investigate the dependence of w' on p. In this 

section p and v will both be subject to the restriction Ko < k, v < k. 

LEMMA 17. 

(38) [w'(z), WV(Z)] < c -v 

PROOF. We can write w' = wPowV with 

( I - z W W V) - 

Since ]p oo < c ftv - o it follows that it is sufficient to prove (38) for 
v = 0. In other words, we need to show that 

(39) [w"(z), z] < c p I I I 
We use again the representation p = p1 + p2 with p2 = 0 for ] z > ? 1, 
= Q for I zI<1. On setting w, - W?OWA2 we have 1x11 < ciu K1 and 

[wA(z), z] < [WXOWM2, Wik2] + [W12P z] 

It will therefore suffice to prove (39) for X and P2, and because spherical 
distance is invariant under inversion we have reduced the problem to the 
case where p = 0 for I z I > R, say. 

Under this condition we have pI t IIP < c (R) II p II., and Lemma 5 yields 

(40) I fF(z) -z I = I ol',(z) I < c(R) II II1 
for I z ? < R. Because f't(z) - z is holomorphic for I z I > R, including 
z = 00, this inequality is valid in the whole plane. 

There is nothing to prove unless 11 r 11. is small, and we may therefore 
assume that c(R) II p II <1/2. Then (40) gives the preliminary esti- 
mate ftl(1) I > 1/2, and by use of 

Jwt(z) -zI < I f(z) -zI + IZJ flf(1) - i 

we are able to conclude that (39) holds for z < R. 
On assuming that R > 1 it is seen by Lemma 15 that (39) implies 

I 1 _I1 | < c(R) 11 IfI 
w'"(z) z 

for I z J = R, and by the maximum principle the same is true for I z > R. 
It follows that (39) holds for all z. 

5.2. We can now prove 
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THEOREM 8. | | WS-WV |IBR p < c(R) | |ip-j | |oo 

PROOF. Let X be as in the proof of Theorem 7. One verifies that 

[X(w - wv)] = P[X(w" - WI)]z + a 
with 

a = ( p--z)( w-W) + X( -)w 

By Theorem 7 and Lemma 17 we see that II a II, < c(R) I - llo, while 
Lemma 5 yields the inequality 

II W - WV IIBR P I IBP_< C | a HI. 

COROLLARY. I WB- WVIIBl CJ||i-p 110. 

5.3. LEMMA 18. If n-. ,e almost everywhere, then 

(40) || Win-_WSl, || ? ?. 
PROOF. It follows by Theorem 7 that there exists a subsequence of the 

win which converges to a limit function w, uniformly on every disk I z I <R. 
The same theorem, applied to the inverse functions, shows that w is 
a homeomorphism. In view of the local weak compactness of L2 we 
may also assume that win U, w -n v in the sense of weak L2-conver- 
gence on every disk. It follows easily that u = wz, v = wz, and w1 = 
4cw,. Since w is normalized we may conclude that w = wP, and that 
1 W'k - W II.,. 0 for the original sequence. 
Lemma 18 can be strengthened to 

THEOREM 9. If PKn p p almost everywhere, then 

II W1Ln - WL II BRp )0O. 

PROOF. Let x be the same function as in the proof of Theorem 7. One 
verifies that 

[X(w'kn - Wk)], = 4[X(W"n - W")]z + Arn 

with 
an = (Xi - PeXz) (wn - Wk) + (Pe - ien)(Xzw + XWO). 

The hypothesis, together with Theorem 7 and Lemma 18, shows that 
II aS I P - 0. Therefore, by Lemma 5, 11 X(w'n - wj) IJIBP 0, and the as- 
sertion follows. 

COROLLARY. If Pn Jo almost everywhere, then 

I1 I n - I' I IB,, s p 

5.4. If p depends differentiably on one or more parameters we wish to 
show that the same is true of w/h. The following preliminary lemma is an 
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immediate consequence of the corresponding result for (oil" (Theorem 2). 

LEMMA 19. Let a and a(s) be bounded measurable functions of z, the 
latter depending on a parameter s, 0 < s < so. Suppose that II a(s) IKI c, 
and that a(s) - 0 almost everywhere as s , 0. In addition, we assume 
that a and a are identically 0 in a fixed neighborhood of oo. 

Then 

= 1im lm wsa+ sc(s) - z 
S 

exists as a limit in BR P for all R > 0 and is given explicitly by 

(41) Oa(Z) = Pa(z) -zPa(1) . 

PROOF. Because wi(z) = fk(z)/fk(1) and fp(z) = z + a1" 9(z) the exist- 
ence of Oa follows directly from Theorem 2. We know by the corollary 
to the same theorem that derivations commute. Therefore 

= limS..0 I Wsa+sv(s) = lim (a + a(s))wsa+scz(s) = a s 

where the limits are in L, over I z f < R and the last equality is a conse- 
quence of Theorem 9. 

Furthermore, near infinity Oa is expressed as a limit of holomorphic 
functions with at most a simple pole at z = co. Therefore Oa has itself 
at most a simple pole at co, and because it vanishes at z = 0 and z = 1 
it must be of the form (41). 

LEMMA 20. The conclusion of the preceding lemma remains valid if 
a and a vanish in a fixed neighborhood of 0, except that Oa will be given 
by 

(42) Oa(z) = Z2P6(z) - zPa(1) 

where a(z) = a(z)z-2. 
PROOF. Set a(z) = a(l/z)z2/-2 and a(z) = a(1l/z)z2/2. By (32) we have 

wsa+at5(Z)=1Iwsa+s;;(1Iz). It follows by use of Lemma 19 that Oa exists, 
at least as a pointwise limit, and that 

6a(z) = - Z2Oa(1/Z) = - z2(PI) (l/z) + zPd(1) 

One verifies, however, that 

(43) (Pa)(z) + (Pa)(1/z) 

is holomorphic in the whole plane, excepting z = 0. For z - oo we know 
that (Pa)(z)= ?(1 z l2/P) while (Pd)(1/z)-*0. For z 0 both terms tend 
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to 0. Hence (43) is identically 0, and we see that Oa can be written in 
the form (42). 

The contention that Oa is actually a limit in BR P is easily proved by 
use of the fact that Wsa+sols) is holomorphic in a fixed neighborhood of the 
origin. 

5.5. By a change of variable the preceding result can be generalized 
to the case where s = 0 corresponds to an arbitrary p. 

LEMMA 21. Under the same assumptions as before 

(44) -a = lim wi+sa+s"(s) - WI 

s 

exists in BRP and satisfies 

(45) -iia = OboWj 

with 

(46) b = (O WL WS)(wI)-. 

PROOF. One verifies that W/P+sa+sc5(s) - WSb+jS(s)oW/L where b is given by 
(46) and ,8(s) 0 almost everywhere. It is true, moreover, that 11 ,8(s) I K 
is bounded and that b and ,8(s) vanish in a fixed neighborhood of oo or 0. 
The existence of Opa as a pointwise limit and equation (45) are direct con- 
sequences of Lemmas 19 and 20. 

To show that Oaa is a limit in BRP it is convenient to use the same 
method as in the proof of Theorem 7. We observe first that 

(a4,a = p,,La + awl, 

by direct computation. Let X be as in the proof just referred to, and set 
Wp+sa+sw(s) _ W-L 

s 

One verifies that 

(XX) = P(xx)z + a 
with 

a = (XA - pxz)X + xaWP+sa+sm + ?Ma(Wp+sa+sw _ WI,) 

It is seen by Theorem 8 that X is bounded for I z I < 2R, and we conclude 
by use of Theorems 7 and 9 that II a I, 0. By Lemma 5 this implies 
11 XX IIBP - 0 and hence 11 X IIBR, -P 0, which is what we wanted to prove. 

5.6. We have defined Oa in two different ways, depending on whether 
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a vanishes near co or near 0. It follows from the two lemmas, or by di- 
rect verification, that the two definitions coincide if a satisfies both con- 
ditions. Suppose now that a is arbitrary, except for being bounded and 
measurable. Then we can write a = a, + a, where a, = 0 near 0 and 
a2 = 0 near oo. We set, by definition, 

da = Oal + 0a2. 

Because the formulas (41) and (42) depend linearly on a, the result is in- 
dependent of the decomposition. 

The definition (45) of &,, a will also be carried over to arbitrary bounded 
a. The differential equation (47) remains in force. The following further 
properties will be needed: 

LEMMA 22. 
(i) Oa(z) < c(l + Izf)log(1 + Izf)ffaf0; 
(ii ) O1,,a fBRp < c(R)1 a I.; 
(iii) if ten - 1u, an - a almost everywhere and II an 1f1 < c, then 

11I/.Lnan - OLaJIB ?RP 0 . 

PROOF. The elementary estimate (i) is left to the reader. It follows 
by (45) and Theorem 7 that II II R,. O< c (R)IIafII.. From this one ob- 
tains (ii) by use of (47) and the auxiliary function X. 

The rest of the proof follows the same pattern as the proof of Lemma 
18 and Theorem 9. We can choose a subsequence which satisfies &pnLanS ), 
uniformly on each I z I < R, and 6)lLn an , 6, .Lna an O.S, weakly in L2 for 
every disk. It is concluded that 6)- = pOz + awl. Hence a - 6),ta is a 
holomorphic function of w'P. But it follows by ( i ) and (45) that 6) - Pa= 

0(1 w'i 12 ) at oo. Because a - 6)'a vanishes at 0 and 1 we conclude that 
aO = 6Lta, independently of the subsequence. We leave it to the reader to 
complete the proof by showing that the convergence 9tLnan 6)iia takes 
place in BR,P. 

5.7. We are now ready to prove the differentiability theorem in full 
generality. In this theorem t = (tan ., tn) and s = (son ., sn) denote real 
vectors. 

THEOREM 10. For all t in some open set A, suppose that 

P(t + s) = P(t) + Enai(t) si + I s I a(t, s) 

with 11 a(t, s) 11. < c and a(t, s)- 0 almost everywhere as s- 0. Suppose 
further that the norms f a(t + s) llf .are bounded and that a(t+s)- a,(t) 
almost everywhere for s - 0. Then wP't) has a development 
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(48) W11(t+S) - W11(t) + En i(t)sai ||(ts) 

with | |7(t, s) I IBR -*Ofors -0. 

PROOF. Let g be the characteristic function of l z < 1, and set 

p(t, u) = gp(t) + (1 - g)p(u) 
where (t, u) = (tj,..*, tn, Uia . * un) e A x A. By Lemma 21 the function 

w(t, u) = w-(" ) 
considered as an element of BR,P, has partial derivatives 

aw O=(tu),gaj(t) 

at, 
aW - 0(tu),(1-g)a(uf 
auj 

It follows from (iii) of Lemma 22 that these derivatives are continuous 
as functions of t and u. Therefore we can write 

w(t + S, u + v) = w(t, u) + En0jL(tu),ga,(t)S, 

+ En t(t)(-g)aj(u)V + (t u s v) 

where (t, us , V) IIBRp O as I s I + I vI -0. We need merely set u = 
t, v = s to obtain the development (48). 

COROLLARY. Let 1u be as in Theorem 10, except that it is defined for 
| z I < 1. Then WP is a continuously differentiable function of t with 
values in B1,. The partial derivative 

a WP 
atj 

is the solution of the non-homogeneous Beltrami equation 

p= pf2 + ajwl 
which satisfies the conditions 

WP(O) = W"(1) = 0 
and 

Re [52(z) W'(z)] = 0 for zI = 1 

5.7. THEOREM 11. If It depends holomorphically on complex parame- 
ters (ri,.* , n), as an element of L&(f2), then wP is a holomorphic function 
of these parameters, as an element of the Banach space BR,p. 

PROOF. Set r,=zr+irj'. By Theorem 10 w'P is a continuously differen- 
tiable function of ( , r ', , z"). Setting apl/ar = a1, ap/ar" = b, we 
have a, + ibj = 0 and, by Theorem 10, 
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SW IL _ o wl = oil, aj-ibj = O = - 0~ 
aOr/ ar/" 

COROLLARY. If p e L4o(l z I < 1) depends analytically on real parame- 
ters (tn , *., tn), so does W9, as an element of the Banach space B1,,. 
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REFERENCES 

1. L. V. AHLFORS, Conformality with respect to Riemannian matrices, Ann. Acad. Sci. 
Fenn. Ser. Al, No. 206 (1955), 1-22. 

2. L. BERS, Riemann Surfaces (mimeographed lecture notes), New York University, (1957- 
58). 

3. AND L. NIRENBERG, On a representation theorem for linear elliptic systems 
with discontinuous coefficients and its applications, Convegno internaz. equazioni 
lineari alle derivate partiali, Rome (1954), pp. 111-140. 

4. B.V. BoYARSKII, Generalized solutions of systems of differential equations of first order 
and elliptic type with discontinuous coefficients, Mat. Sb., 43 (85) (1957), 451-503. 
(Russian). 

5. A. P. CALDERON AND A. ZYGMUND, On the existence of certain singular integrals, Acta 
Math., 88 (1952), 85-139. 

6. , On singular integrals, Amer. J. Math., 78 (1956), 289-309. 
7. S. S. CHERN, An elementary proof of the existence of isothermal parameters on a sur- 

face, Proc. Amer. Math. Soc., 6 (1955), 781-782. 
8. A. KORN, Zwei Anwendungen der Methode der sukzessiven Anntiherungen, Schwarz 

Festschrift, Berlin (1919), pp. 215-229. 
9. M. A. LAVRENTIEV, Sur une classe des representations continues. Mat. Sb., 42 (1935), 

407-434. 
10. L. LICHTENSTEIN, Zur Theorie der konformen Abbildungen; Konforme Abbildungen 

nicht-analytischer singularitatenfreier Fldchenstiicke auf ebene Gebiete, Bull. 
Acad. Sci. Cracovie, (1916), 192-217. 

11. A. MORI, On an absolute constant in the theory of quasi-conformal mappings, J. Math. 
Soc. Japan, 8 (1956), 156-166. 

12. C. B. MORREY, On the solutions of quasi-linear elliptic partial differential equations, 
Trans. Amer. Math. Soc., 43 (1938), 126-166. 

13. I. N. VEKUA, The problem of reducing differential forms of elliptic type to canonical 
form and the generalized Cauchy-Riemann System, Doklady Akad. Nauk USSR, 
100 (1955), 197-200. (Russian). 


	Article Contents
	p. 385
	p. 386
	p. 387
	p. 388
	p. 389
	p. 390
	p. 391
	p. 392
	p. 393
	p. 394
	p. 395
	p. 396
	p. 397
	p. 398
	p. 399
	p. 400
	p. 401
	p. 402
	p. 403
	p. 404

	Issue Table of Contents
	The Annals of Mathematics, Second Series, Vol. 72, No. 2 (Sep., 1960), pp. 201-420


