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Thermal rate constants for the prototypical H2 + OH→ H + H2O reaction are calculated using quan-
tum dynamics simulations including all degrees of freedom and accurately accounting for overall
rotation via close-coupling. Results are reported for a recent, highly accurate neural network potential
[J. Chen et al., J. Chem. Phys. 138, 154301 (2013)] and compared to results obtained on a previous,
semi-empirical potential. Thermal rate constants between 300 K and 1000 K are reported and very
good agreement with experimental work is found. Additionally, reasonable agreement for the close-
coupling simulations on both potentials is found. In contrast to previous work, we find that the J-shifting
approximation works well for the title reaction given that a high-level PES is used for the dynamics cal-
culation. Moreover, the importance of treating the spin-orbit coupling in the reactant partition function
is discussed. The highly accurate results reported here will provide a benchmark for the development
of approximate methods. Published by AIP Publishing. https://doi.org/10.1063/1.5033358

I. INTRODUCTION

The reaction of H2 + OH is one of the main routes for
water formation in the interstellar medium1–4 and is an impor-
tant prototypical reaction for combustion and atmospheric
chemistry.5–7 Thus, its reaction dynamics and kinetics have
attracted considerable theoretical and experimental work.6,8–12

However, to date, the only full-dimensional quantum dynam-
ical calculation of thermal reaction rate constants for the title
reaction that accurately accounts for overall rotation has been
performed on an inaccurate semi-empirical potential energy
surface (PES) developed in 1980.13,14

The last two decades have brought about major advances
in the creation of highly accurate PES for polyatomic sys-
tems15–17 based on routinely available high level, i.e., coupled-
cluster singles doubles and perturbative triples (CCSD(T)),
ab initio calculations. For the title reaction, Zhang and co-
workers presented a globally accurate Shepard interpolated
PES based on CCSD(T) energies in 2001 (YZCL2)18 and an
improved version in 2011 (XXZ).9 Bowman and co-workers
presented an accurate global PES employing permutation-
ally invariant polynomials (FKB).19 A very accurate and
computationally efficient global PES based on neural net-
works (NN) was developed recently (NN1).20 Despite these
advances, no rigorous quantum dynamical calculation of ther-
mal rate constants including overall rotational motion and
employing accurate ab initio potentials has been performed for
any poly-atomic system. Additionally, full-dimensional quan-
tum dynamics calculations of rate constants employing the
J-shifting approximation are only available for a few poly-
atomic reactions.21–27

a)Electronic mail: ralph.welsch@desy.de

Most accurate thermal rate constant calculations for
polyatomic molecules employ the quantum transition state
concept28–35 and the multi-configurational time-dependent
Hartree (MCTDH) approach.36,37 The quantum transition state
concept has been proven as the most efficient method to
treat the reaction dynamics of polyatomic systems rigor-
ously.22,35,38–47 The quantum transition state concept is par-
ticularly efficient for the calculation of thermal rate constants.
In the quantum transition state concept, the eigenstates of the
thermal flux operator, which represent the relevant vibrational
states of the activated complex, are employed. These eigen-
states, which are located in the transition state region, are then
propagated toward the reactant and product asymptotic area.
To obtain thermal rate constants, only short time propaga-
tion is required. The wave-packet propagation for polyatomic
systems can be efficiently carried out using the MCTDH
approach36,37 and its various extensions.33,48–52

Besides the exact calculation of thermal rate constants
employing the quantum transition state concept, various
approximate methods have been employed to calculate ther-
mal rate constants on modern PES. Successful approximate
approaches include instanton calculations,53 the ring-polymer
molecular dynamics (RPMD) approach,54,55 and various
semi-empirical tunneling corrections to transition state the-
ory (TST).56 All these approaches have been employed to
study the title reaction.57,58 It should also be noted that,
while RPMD and semi-empirically corrected TST account
for overall rotation, this is not true for instanton calculations,
which employ the J-shifting approximation,59 which previ-
ously has been assessed to give significant errors for the title
reaction.13

In this article, accurate full-dimensional close-coupling
calculations of the thermal rate constant for the title reaction
are presented. The article is organized as follows. In Sec. II, the
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underlying theory and computational methods are described.
Section III presents the system details and parameters. The
results are presented and discussed in Sec. IV, and the main
conclusions are presented in Sec. V.

II. METHODS
A. Quantum transition state concept

The quantum transition state concept provides an estab-
lished framework for the calculation of thermal rate con-
stants.23,28–35,60–70 This work employs the scheme introduced
in Ref. 32 and slightly revised in Ref. 33.

The quantum transition state concept is based on flux-
flux correlation functions. The cumulative reaction probability
(CRP) is given as

N(E) = 2π2 tr
(
F̂ δ(E − Ĥ)F̂ δ(E − Ĥ)

)
, (1)

where F̂ = −i[Ĥ , h] denotes the flux operator and h is a Heav-
iside step function that equals 1 on the product side and 0 on
the reactant side of the dividing surface of the reaction. Within
the present scheme, the thermal flux operator,71

F̂T0 = e−
Ĥ

2kT0 F̂e−
Ĥ

2kT0 =
∑
fT0

��fT0

〉
fT0

〈
fT0

��, (2)

at a reference temperature T0, is employed to evaluate the
trace. Thus the CRP can be written as

N(E) =
1
2

e
E

kT0

∫
dt
∫

dt ′ eiEt e−iEt′
∑
fT0

fT0

〈
fT0

����e
iĤt′F̂e−iĤt ����fT0

〉
(3)

or as

N(E) =
1
2

e
E

kT0/2
∑
fT0

∑
f ′T0

fT0 f ′T0

�����

∫
dt eiEt

〈
fT0

����e
−iĤt ����f

′
T0
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2

. (4)

Thermal rate constants are obtained from N(E),

k(T ) =
1

2πQr(T )

∫
dE N(E) e−

E
kT . (5)

Here Qr(T ) denotes the partition function of the reactants. In
the present work, the partition function is calculated as

Qr(T ) =
1
σ

Qrot(T ) Qvib(T ) Qtrans(T ) Qelec(T ), (6)

Qrot(T ) =
(
kT · 2 IH2

)
· (kT · 2 IOH), (7)

Qvib(T ) =
2∏

i=1

e−0.5~ωi/kT

1 − e−~ωi/kT
, (8)

Qtrans(T ) = *
,

√
mkT
2π~

+
-

3

, (9)

with σ being the symmetry factor, IH2 and IOH being the
moments of inertia of H2 and OH, respectively, ω1 and ω2

being the harmonic frequencies of H2 and OH, respectively,
and m being the reduced mass of the scattering coordinate. The
electronic partition function Qelec(T ) contains a factor due to
spin-orbit splitting of magnitude ∆E, which is neglected in the

construction of the PES and therefore also in the dynamics. It
can be approximated in two ways,72

Qelec(T ) =
(
1 + e−∆Eelec/kT

)
(10)

or
Qelec(T ) =

(
e∆Eelec/2kT + e−∆Eelec/2kT

)
. (11)

The first approach assumes that the given spin-orbit free state
is the correct ground state and assumes that the spin-orbit
excited state is ∆E higher. The second approach assumes that
the given spin-orbit free state is an equal average of both spin-
orbit split states and thus that the true ground state is ∆E/2
lower and the spin-orbit excited state is ∆E/2 higher than
the given state. The latter approach performs better for the
Cl + H2→ HCl + H reaction, where potentials with spin-orbit
coupling and without spin orbit coupling are available.72 As
both the Schatz-Elgersma (SE) and NN1 PESs are constructed
from electronic structure data that do not include spin-orbit
splitting, the latter approach is the logical consistent way to
account for spin-orbit splitting in this work. Alternatively,
the spin-orbit coupling can be neglected, and a factor of two
is added to the partition function as only one of the initial
electronic states is reactive.

In previous work, it was found that splitting the imag-
inary time propagation can increase the numerical stabil-
ity.13,23–25,73 This scheme is also employed in the present work,
and consequently, Eq. (4) is replaced by

N(E) =
1
2

e
2E
kT2

∑
fT1

∑
f ′T1

fT1 f ′T1

×
�����

∫
dt eiEt

〈
fT1

����e
−Ĥβ2 e−iĤt e−Ĥβ2

����f
′

T1

〉�����

2

, (12)

where T1 > T2 is a higher reference temperature used
to initially calculate the thermal flux eigenstates. After
that, these eigenstates are propagated in imaginary time for
β2 =

1
2 ( 1

kT2
− 1

kT1
). A similar modification can also be used for

Eq. (3).
Furthermore, a harmonic extrapolation is used to account

for the non-explicitly treated thermal flux eigenstates. If the
N(E) calculation includes n thermal flux eigenstate pairs, the
best estimate for the rate constant reads74

k(T ) =
1

2πQr(T )

∑∞
i=0 exp(−(Ei − E0)/kBT )∑n−1
i=0 exp(−(Ei − E0)/kBT )

∫
dE N(E) e−

E
kT ,

(13)

where Ei is the energy of the ith vibrational state of the
activated complex in the harmonic approximation.

Overall rotational motion can be considered using a sta-
tistical sampling approach.60,69,75,76 In this approach, a set of
M random rotational wave functions |Ψ(j)

rot〉 (j = 1, . . ., M) is
used to define a statistical thermal flux operator,

F̂ j
T0
= e−

Ĥ
2kT0 F̂ |Ψ(j)

rot〉〈Ψ
(j)
rot |e

− Ĥ
2kT0 , (14)

where the rotational wave functions are defined as

|Ψ
(j)
rot〉 =

Jmax∑
J=0

Min(J ,Kmax)∑
K=−Min(J ,Kmax)

(−1)αJ ,K (j)
√

2J + 1|JKM〉 (15)
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with αJ,K (j) being the random integer numbers, |JMK〉 being
the Wigner rotation matrices, and the quantum number M
chosen arbitrarily. The projector |Ψ(j)

rot〉〈Ψ
(j)
rot | commutes with

the flux operator F̂, and the random functions fulfill the
completeness relation,

1 = lim
M→∞

1
M

M∑
j=1

|Ψ
(j)
rot〉〈Ψ

(j)
rot |. (16)

Therefore, the standard flux operator can be written as

F̂T = lim
M→∞

1
M

M∑
j=1

F̂ j
T . (17)

While the eigenstates of the thermal flux operator correspond
to rovibrational states of the activated complex, the eigenstates
of the statistical thermal flux operator F̂ j

T correspond to vibra-

tional states. Due to the projection |Ψ(j)
rot〉〈Ψ

(j)
rot |, the rotational

progression disappears from the spectrum of the statistical
thermal flux operator. Thus, the eigenstates of F̂ j

T can effi-
ciently be computed by an iterative diagonalization approach.
The CRP is obtained analogously to Eq. (3) as

N(E) = lim
M→∞

M∑
j=1

1
2

e
E

kT0

∫
dt

∫
dt ′ eiEt e−iEt′

×
∑
f (j)
T0

f (j)
T0

〈
f (j)
T0

����e
iĤt′F̂e−iĤt ����f

(j)
T0

〉
. (18)

If rotational and internal motion can be considered to be
separable, only the internal motion has to be taken into account
in the dynamics simulations. The full thermal rate constant can
be approximated employing the J-shifting scheme59 as

k(T ) =
Q‡rot(T )

2πQr(T )

∫
dE NJ=0(E) e−

E
kT , (19)

where Q‡rot is the (classical) rotational partition function at the
transition state given as

Q‡rot(T ) =
√
π(2kT )3I‡1 I‡2 I‡3 , (20)

where the moments of inertia at the transition state, I‡1 , I‡2 , and

I‡3 , are given in Table I.

TABLE I. Parameters employed in the calculation of the partition functions.

Parameter SE PES NN1 PES

σ 2 2
IH2 (a.u.) 1 800.0 1 806.32
IOH (a.u.) 5 861.0 5 813.73
I1 (a.u.) 4 078.66 5 948.79
I2 (a.u.) 37 519.9 38 242.44
I3 (a.u.) 41 598.5 44 191.22
ω1 (cm�1) 4 192 4 398
ω2 (cm�1) 3 573 3 741
m (a.u.) 3 309 3 309
∆Eelec (cm�1) 140 140

B. Quantum dynamics

The calculation of the thermal flux eigenstates as well
as the subsequent imaginary and real time propagation
requires an efficient scheme for high-dimensional wave-packet
propagation. Thus, the multi-configurational time-dependent
Hartree36,37 (MCTDH) approach is employed.

The ansatz for a set of MCTDH wave functions within the
state-averaged approach33 reads

Ψw(x1, . . . , xd , t) =
n1∑

j1=1

· · ·

nd∑
jd=1

A1
w;j1...jd

(t)
d∏

k=1

Φ
1;k
jk

(xk , t).

(21)

In this two-layer representation, time-dependent basis func-
tions Φ1;k

jk
(xk , t), called single-particle functions (SPFs), are

used. They are subsequently expanded in a time-independent
basis { χk

j (xk)},

Φ
1;k
jk

(xk , t) =
Nk∑

ik=1

A2;k
jk ;ik

(t)χk
ik

(xk). (22)

This approach can be extended to a multi-layer (ML) rep-
resentation,48,49 where the SPFs are recursively expanded in a
time-dependent basis. Considering, e.g., two layers of SPFs,
the multi-layer (ML) MCTDH ansatz reads

Ψw

(
x1

1 , . . . , x1
d , t

)
=

n1∑
j1=1

· · ·

nd∑
jd=1

A1
w;j1...jd

(t)
d∏

k=1

Φ
1;k
jk

(
x1

k , t
)
,

Φ
1;k
p

(
x1

k , t
)
= Φ1;k

p

(
x2;k

1 , . . . , x2;k
dk

, t
)

=

nk,1∑
j1=1

· · ·

nk,dk∑
jp=1

A2;k
p;j1...jdk

(t)
dk∏

l=1

Φ
2;k,l
jl

(
x2;k

l , t
)
,

Φ
2;k,λ
p

(
x2;k
λ , t

)
=

Nα∑
j=1

A3;k;λ
p;j (t)χαj

(
x2;k
λ

)
,

with

α = λ −

k−1∑
i=1

di.

An efficient scheme for the propagation of MCTDH
wave functions is the constant mean-field (CMF) integra-
tion.77 This work uses a revised version, the CMF2 scheme.78

Matrix elements of a general potential energy surface (PES)
are obtained using the correlation discrete variable repre-
sentation (CDVR)50 scheme with its multi-layer extension
(ML-CDVR)49,51 throughout this work.

III. SYSTEM DETAILS

Hyperspherical coordinates employing reactant Jacobi
coordinates are used in this work. r1, r2, and R denote the
H–H, O–H, and H–H center of mass to O–H center of mass
distances, respectively. θ1 and θ2 are the angles between~r1 and
~R and between ~r2 and ~R, respectively. The angle ϕ describes
the torsional motion. The hyperspherical coordinates ρ and α
are obtained from r1 and R as

ρ =
√
µRR2 + µ1r2

1 , (23)
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α = arctan

(√
µRR
√
µ1r1

)
, (24)

with the reduced masses

µ1 =
mH

2
, (25)

µ2 =
mHmO

mH + mO
, (26)

µR =
(mH + mH)(mH + mO)
mH + mH + mH + mO

, (27)

where mH is the proton mass and mO is the oxygen mass. A
body fixed frame is defined with the R-axis being the z-axis
of the frame and the r2-axis lying in the x-z-plane of the body
fixed coordinate system. The kinetic energy operator in these
coordinates is given in Ref. 13. The hyperspherical angle α is
employed as a reaction coordinate, and the corresponding flux
operator reads

F̂ =
i

ρ2

[
∂2

∂α2
, θ(α − α0)

]
, (28)

where θ(x) is the Heaviside function and α0 = 1.30 a.u. locates
the dividing surface close to the transition state.

Both the Schatz-Elgersma (SE) PES14 and the neural
network-based PES (NN1) developed by Zhang and co-
workers20 are employed in this work. In the statistical treat-
ment of the rotational motion, five samples, i.e., M = 5, have
been sufficient to obtain rate constants for most basis sets
employed with a statistical error of less than 10%. A prop-
agation time of 25 fs (SE PES) or 30 fs (NN1 PES) was used.
15 pairs of thermal flux eigenstates have been employed at a
reference temperature of T1 = 2000 K. These eigenstates have
then been thermalized down by imaginary time propagation to
a temperature of T2 = 1200 and T2 = 800 K before the real
time propagation has been performed. Employing the formula
given in Eq. (4), CRP at half the employed temperature, i.e.,
at 1000 K, 600 K, and 400 K, can be obtained for the rate con-
stants employing J-shifting. Details of the employed basis sets
as well as convergence studies are given in the supplementary
material. The particular values of the constants employed in
the partition function calculations [Eq. (6)] of this work are
given in Table I.

IV. RESULTS
A. Close-coupling calculations

Accurate thermal rate constants on the NN1 PES in the
temperature range from 300 K to 1000 K are presented in Fig. 1
and Table II. Based on convergence studies presented in the
supplementary material, the error in the new results is esti-
mated to be less than 10% for the temperature range between
300 K and 600 K. At the highest temperature employed, effects
due to the limited number of thermal flux eigenstates that can
be employed are resulting in a slightly larger error. It should
also be noted that all results presented in the main text employ
a low reference temperature to obtain reliable results in the
low to mid temperature range. To obtain more reliable results
at high temperatures, results obtained with a higher refer-
ence temperature, as presented in the supplementary material,
should be used. Additionally, rates calculated on the semi-
empirical SE PES with a much larger basis set as compared

FIG. 1. Thermal rate constants k(T) in cm3/s for the title reaction. Rigorous
close-coupling results on the NN1 and SE PESs are given as a black line and
a blue dotted line, respectively. For comparison, various other theoretical and
experimental results are given: Previous close-coupling results13 on the SE
PES are given as an orange dashed line. Harmonic TST (HTST) results57 are
given as a gray dashed-dotted line. Semi-empirically corrected TST results57

are given as black pluses and blue crosses. Results obtained from RPMD58 are
given as orange stars. Theoretical results employ the NN1 PES if not stated
otherwise. Filled symbols give experimental results.79–82

to previous work13,32 are presented in Fig. 1 and Table II.
The rates calculated for the SE PES are in very good agree-
ment with previous work.13 Comparing the accurate close-
coupling results on both surfaces, a difference of up to 50% is
observed. Most noticeably is the difference toward the lower
temperature and the slightly different shape of k(T). The accu-
rate thermal rate constants on the NN1 PES agree well with
experimental results79–82 and are within the experimental error
bars. At the highest temperatures employed, larger devia-
tions are found due to the higher errors of the close-coupling
results at higher temperatures, as discussed above. Good agree-
ment is also found with the approximate rates obtained by
RPMD58 and semi-empirically corrected TST, while less good
agreement is found for results obtained by harmonic TST
(HTST).

B. J-shifting approximation

Most quantum dynamical and approximate approaches
calculating thermal rate constants employ the J-shifting
approximation59 to obtain thermal rate constants for the full

TABLE II. Thermal rate constants k(T) in cm3/s for the title reaction. Rig-
orous close-coupling results and J-shifting results on both the NN1 and SE
PESs are given.

NN1 PES SE PES

T (in K) Close-coupling J-shifting Close-coupling J-shifting

300 5.81× 10�15 6.85× 10�15 8.50× 10�15 1.86× 10�14

350 1.58× 10�14 1.77× 10�14 2.01× 10�14 3.86× 10�14

400 3.43× 10�14 3.81× 10�14 4.01× 10�14 7.22× 10�14

450 6.38× 10�14 7.20× 10�14 7.07× 10�14 1.23× 10�13

500 1.07× 10�13 1.23× 10�13 1.14× 10�13 1.93× 10�13

550 1.65× 10�13 1.93× 10�13 1.71× 10�13 2.84× 10�13

600 2.39× 10�13 2.85× 10�13 2.43× 10�13 3.98× 10�13

700 4.36× 10�13 5.40× 10�13 4.33× 10�13 6.95× 10�13

ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-148-019819
ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-148-019819
ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-148-019819
ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-148-019819
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system from calculations ignoring the overall angular momen-
tum (J = 0). It was shown previously that for the semi-empirical
SE PES this is not a good approximation leading to errors
up to 50%.13,32 In Fig. 2, accurate results for the high-level
NN1 PES including overall rotation are compared to quan-
tum dynamical results obtained through J-shifting. Addition-
ally, the same set of results is shown for the semi-empirical
SE PES. For the SE PES, big differences of up to 50% between
the close-coupling and J-shifting results are found, in accor-
dance with the previous results.13,32 For the NN1 PES, a
different picture emerges as the overall J-shifting error is small.
Errors due to J-shifting amount to 15% or less in the range of
300 K–600 K. At higher temperatures, a slightly larger devia-
tion is found. However, this is not an effect due to the J-shifting
but due to better convergence of the J-shifting results for the
higher temperatures considered. Employing a higher reference
temperature in the close-coupling results as presented in the
supplementary material results in differences below 10% for
the close-coupling and J-shifting results on the NN1 PES at
higher temperatures. As was pointed out in previous work, the
fit of the SE PES to the ab initio data is not great, in partic-
ular, around the transition state,13,83 which results, e.g., in a
large difference for the moments of inertia at the transition state
when computed on the PES and with the ab initio calculations.
As the moments of inertia are crucial for the J-shifting approx-
imation, it is not surprising that J-shifting is not good for this
PES. However, the NN1 PES was fitted with much more accu-
racy than the SE PES and reproduces the transition state region
very well. Thus, it can be concluded that for the title reaction
the overall rotational motion can be well separated and that
J-shifting is reasonable. This validates the use of the J-shifting
approximation in earlier approximate calculations on the
NN1 PES.

C. Spin-orbit coupling

An additional source of error when comparing accurate
calculations to experimental results or when employing cal-
culated rate constants in kinetic models is the treatment of
spin-orbit coupling. As most potential energy surfaces do
not include spin-orbit coupling, an additional term has to be

FIG. 2. Thermal rate constants k(T) in cm3/s for the title reaction. Rigorous
close-coupling results and J-shifting results on both the NN1 and SE PESs are
given.

FIG. 3. Thermal rate constants k(T) in cm3/s for the title reaction. Rigorous
close-coupling results are given employing different treatments of the spin-
orbit coupling. See the text for details.

included in the partition function. As given in Eqs. (10) and
(11), there are two ways to do this. The first approach assumes
that the given spin-orbit free state is the correct ground state
and assumes that the spin-orbit excited state is ∆Eelec higher.
The second approach assumes that the given spin-orbit free
state is an equal average of both spin-orbit split states and thus
that the true ground state is ∆Eelec/2 lower and the spin-orbit
excited state is ∆Eelec/2 higher than the given state. The latter
approach performs better for the Cl + H2 → HCl + H reac-
tion, where potentials with spin-orbit coupling and with-
out spin-orbit coupling are available.72 As both the SE and
NN1 PESs are constructed from electronic structure data that
do not include spin-orbit splitting, the latter approach is also
the logical consistent way to account for spin-orbit splitting in
this work. Please note, however, that several previous and also
some recent work do use the former approach. Alternatively,
the spin-orbit coupling can be neglected and a factor of two
is employed in the partition function as only one of the initial
electronic states is reactive.

Figure 3 presents results that ignore spin-orbit coupling
and that include the spin-orbit coupling in the partition func-
tion, as described in Eqs. (10) and (11). Ignoring spin-orbit
coupling matches the second strategy well, while results
obtained from the symmetric and asymmetric splitting differ
by up to 40% in the temperature range considered. Following
Ref. 72 and the logical argument presented above, we assume
that the second strategy is more accurate and all results pre-
sented in this work are obtained employing Eq. (11). It should
be noted that the difference between the different ways to
incorporate spin-orbit splitting is about the magnitude of the
difference between the results presented here and the RPMD
results,58 which employ the first strategy.

V. CONCLUSION

Accurate thermal rate constants including overall rotation
and employing a high-level ab initio potential energy surface
are presented for the H2 + OH → H2O + H reaction. The
rate constants agree very well with experimentally obtained
rate constants. It is found that the J-shifting approximation is
reasonable for the title reaction. This is in contrast to results

ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-148-019819
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obtained on the semi-empirical SE PES.13,32 Additionally, the
importance of including spin-orbit coupling is highlighted.
Differences in the treatment of the spin-orbit splitting can give
errors in the rate constants of up to 40% at room tempera-
ture. As the title reaction is of atmospheric and astrochemical
importance, accurate rate constants at low and ultra-low tem-
peratures are of great interest. Highly accurate benchmark
results as presented in this work are necessary to benchmark
more approximate methods.

SUPPLEMENTARY MATERIAL

See supplementary material for basis set sizes and con-
vergence tests.
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