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ABSTRACT Cardiovascular disease (CVD) is reported to be the leading cause ofmortality in themiddle east-
ern countries, including Qatar. But no comprehensive study has been conducted on the Qatar specific CVD
risk factors identification. The objective of this case-control study was to develop machine learning (ML)
model distinguishing healthy individuals from people having CVD, which could ultimately reveal the list
of potential risk factors associated to CVD in Qatar. To the best of our knowledge, this study considered
the largest collection of biomedical measurements representing the anthropometric measurements, clinical
biomarkers, bioimpedance, spirometry, VICORDER readings, and behavioral factors of the CVD group
from Qatar Biobank (QBB). CatBoost model achieved 93% accuracy, thereby outperforming the existing
model for the same purpose. Interestingly, combining multimodal datasets into the proposed ML model
outperformed the ML model built upon currently known risk factors for CVD, emphasizing the importance
of incorporating other clinical biomarkers into consideration for CVD diagnosis plan. The ablation study on
the multimodal dataset from QBB revealed that physio-clinical and bioimpedance measurements have the
most distinguishing power to classify these two groups irrespective of gender and age of the participants.
Multiple feature subset selection techniques confirmed knownCVD risk factors (blood pressure, lipid profile,
smoking, sedentary life, and diabetes), and identified potential novel risk factors linked to CVD-related
comorbidities such as renal disorder (e.g., creatinine, uric acid, homocysteine, albumin), atherosclerosis
(intima media thickness), hypercoagulable state (fibrinogen), and liver function (e.g., alkaline phosphate,
gamma-glutamyl transferase). Moreover, the inclusion of the proposed novel factors into the ML model
provides better performance than the model with traditional known risk factors for CVD. The association
of the proposed risk factors and comorbidities are required to be investigated in clinical setup to understand
their role in CVD better.

INDEX TERMS Cardiovascular disease, coronary heart disease, cerebrovascular disease, risk factor,
machine learning, Qatar Biobank (QBB), Qatar.

I. INTRODUCTION

Cardiovascular disease (CVD) is a group of diseases
that includes hypertension, coronary heart disease (CHD),
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heart failure, cerebrovascular accident (CVA-also known as
stroke), peripheral vascular disease (PVD), ischemic heart
disease, etc. and is taking a massive toll on the public health
([1], [2]). The World Health Organization (WHO) consid-
ers CVD as a primary cause of death worldwide [3]. In its
2018 report on noncommunicable diseases (NCD), the WHO
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stated that NCDs accounted for 71% of worldwide death
in 2016 in which CVDs alone contributed to 44% (31%)
of the total NCDs (overall global deaths) [4]. In the East
Mediterranean region, this rate is even higher and CVD
caused 54% of the total NCDs deaths [5]. In Gulf Cooperation
Countries (GCC), including Qatar, CVD is reported to be the
primary death cause [6]. According to the Ministry of Public
Health (MoPH) in Qatar, CVD is the primary cause of death
among Qataris and is now considered an economic burden for
this small wealthy country of the gulf [7].
Risk factor identification for CVD is an active and open

research area, and many studies exist along this line [8], [9]
[10], [11] [12]. The INTERHEART study focused on risk
factors identification for acute myocardial infarction (AMI)
across 52 countries, considering more than 15000 partici-
pants from AMI and control group [13]. The study reported
smoking, lipid profile, diabetes, hypertension, psychosocial
factors (stress, depression, life events, and locus of con-
trol), abdominal obesity, fruits and vegetables daily intake,
physical activity, and alcohol as potential risk factors asso-
ciated with AMI. The first phase of the INTERSTROKE
study focused on risk factors identification for intracerebral
haemorrhagic and ischaemic from 22 countries [14]. In the
INTERSTROKE study’s second phase [15], the number of
countries increased to 32 regions worldwide, and the sample
size also increased to cover more than 13000 stoke cases
and additional 13000 cases as control. In the second phase,
hypertension, diet, diabetes, physical activity, smoking habit,
alcohol consumption, apolipoprotein ratio, waist-to-hip ratio,
and psychosocial factors (stress, depression) were identified
as being associated with stroke. It is important to stress that
both the INTERSTROKE and INTERHEART studies high-
lighted nine common risk factors, i.e., diabetes, hypertension,
obesity, lipid profile, diet, alcohol consumption, smoking,
physical activity, and psychosocial factors that, collectively,
could be attributed to 86% of the CVD cases [16]. The
Prospective Urban Rural Epidemiology (PURE) is another
large scale study that focused on recruiting participants from
low, middle, and high-income countries to study the associ-
ation of social influence on lifestyle, CVD risk factors and
NCD incidents [17]. Yusuf et al. studied modifiable risk
factors on CVD and mortality based on 21 countries from
the PURE study and mentioned lipid profile, blood pressure
(BP), diabetes, obesity and behavioral factors (e.g., use of
tobacco, diet, physical activity, alcohol, and sodium intake)
were significantly associated with CVD [9]. There exist only
a few studies along this line focusing on CVD risk factors
identification from the Middle East countries. Alhabib et al.
investigated a CVD cohort from Saudi Arabia and reported
obesity, diabetes, hypertension, hypercholesterolemia, smok-
ing, physical inactivity, and diabetes as potential CVD risk
factors [10]. Al-Shamsi et al. presented a retrospective cohort
study on CVD within 9-year (2009-2018) incidents and
its related risk factors in the United Arab Emirates [11].
The findings from their study suggested that men, com-
pared to women, were at greater risk of getting CVD.

For both genders, elevated level of systolic BP (SBP), esti-
mated glomerular filtration rate, Hemoglobin A1c (HbA1c)
were observed. The study also suggested that age and
smoking in men and total cholesterol to high-density
lipoprotein (HDL) cholesterol ratio among women could be
considered as potential risk factors. Recently machine learn-
ing (ML) based models have gained a lot of attention from the
scientific community to predict CVD-associated risk factors.
Hu et al. presented a study that considered health behaviors,
sociodemographic factors, prevention and environmental data
to predict CVD in US [12]. The authors utilized Bayesian
Additive Regression Trees (BART) to rank those factors
and showed that obesity, physical activity, cholesterol, binge
drinking, and age (> 65 years) are the top predictors for
CVD. Many CVD risk score calculators also exist in clinical
setups to determine the susceptibility of CVD for the pop-
ulation. Framingham risk calculator considered age, gender,
BP, cholesterol amount, and smoking as risk factors for CVD
([18], [19]). Atherosclerotic Cardiovascular (ASCVD) risk
calculator considered age, gender, BP, cholesterol amount,
diabetes, race, and smoking as risk factors for CVD [20].
In QRISK calculator, atrial fibrillation, body mass index
(BMI), kidney disease, rheumatoid arthritis, ethnicity, and
family history of CVD were considered along with the tra-
ditional CVD risk factors [16]. Table 1 presents a summary
of the literature focusing on the identification of associated
risk factors for CVD.

Considering the above backdrop, it is essential to empha-
size that there exist no unanimous agreement of the risk
factors for CVD and it may vary across cohorts from different
ethnicity, countries and risk calculators [16]. Moreover, most
of the studies conducted on CVD were based on population
from North America or Europe [23], and none of the large
scale comprehensive studies like INTERSTROKE, or PURE
considered the Qatari cohort as part of their analysis. Based
on our literature review, we found only two studies focus-
ing on the risk factor identification for CVD considering
the Qatari population. Rehman et al. adopted ML-based
approach to report potential group of CVD risk factors in
Qatar [22]. The authors designed a case-control study based
on a Qatar Biobank (QBB) cohort to differentiate CVD group
from the control group. Several MLmodels were applied, and
Decision Tree achieved the highest accuracy of 82.98% on the
testing set. Based on that study, Bioimpedance measurements
and clinical biomarkers contributed to the better classifica-
tion accuracy of the proposed model. Zainel et al. designed
a cross-sectional study to investigate CVD risk factors in
Qatar [2]. The study conducted on electronic medical records
collected from the Primary Health Care Corporation health
centers in Qatar, reported that modifiable CVD risk factors
(e.g., diet and lifestyle) can be controlled by raising aware-
ness among the Qatari population. The reported risk factors
for CVD in the Qatari population were age (old people have
high risk of developing CVD), gender (men have a high risk),
nationality (Northern African, West and South Asian nation-
alities have high CVD risk), high BP, insulin resistance and
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TABLE 1. Related studies focusing on the CVD risk factor identification in chronological order of publication year.
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low serum high-density lipoprotein (HDL). The lack of study
focusing on risk factor identification for the Qatari population
motivated us to explore if the current known traditional risk
factors of CVD are prevalent in Qatar and, moreover, to find
any other factors that could be considered as novel risk factors
for the Qatari population. To fulfill this goal, we collected
the largest collection of biomedical measurements from QBB
to identify the associated risk factors and comorbidities for
Qatari CVD cohort. The objective of this case-control study
was to develop an ML model distinguishing CVD group
from the control group focusing on a Qatari adult cohort to
identify CVD-associated risk factors and comorbidities. The
contributions of this study can be summarized as follows:

• We introduced a novel clinical dataset describing
lifestyle and behavioral factors, carotid artery related
measurements, vicorder, bioimpedance, spirometry and
physio-clinical biomarkers from a Qatari CVD group
covering more than 150 measurements.

• We proposed a highly accurate ML model to distin-
guish the CVD group from the control group within the
dataset. To the best of our knowledge, this case-control
study is the first, which considered such a large vari-
ety of clinical measurements to distinguish CVD from
the control group leveraging ML techniques for Qatari
nationals.

• We identified a list of potential novel risk factors which
are linked to CVD comorbidities such as renal disorder,
hypercoagulable state and liver function and recom-
mended additional clinical attributes to be integrated in
real life clinical setup.

The rest of this article is organized as follows:
Section II provides the details of the dataset we used, data
pre-processing steps, and the development of ML models.
Section III presents the details of the results from differ-
ent experimental setups; Section IV compares the proposed
model against the existing model and the possibility of
incorporating additional clinical parameters in risk score
calculation. Additionally, the association of novel risk factors
to other comorbidities are also highlighted. In Section V we
describe the limitations of this study, and finally, Section VI
concludes the article.

II. MATERIALS AND METHODS

A. ETHICAL APPROVAL

We conducted this study under the regulation of the Ministry
of Public Health, Qatar. The Institutional Review Board,
Hamad Medical Corporation, Qatar approved this study and
only de-identified dataset was collected from QBB.

B. DATA COLLECTION

The methodology of the data collection by QBB can be
found in [24], [25]. Briefly, participants were invited at QBB
and they were interviewed by the clinicians and nurses to
collect data on background, family history, dietary habit, and
other lifestyle-related information. Then bloods samples were

collected from the participants to measure different biochem-
ical markers. For bioimpedance measurements analyzer from
Seca GmbH & Co. KG, Hamburg, Germany was considered.
Anthropometric measurements (e.g. hip circumference, waist
circumference, height, weight, etc.) were captured using Seca
Stadiometer. Pneumotrac Vitalograph from Vitalograph Ltd,
Ireland was used to assess the respiratory function of the par-
ticipants. VICORDER device from SMT medical GmbH &
Co. KG; Bristol, UK was utilized for assessing participants’
arterial stiffness. A total of 153 measurements were obtained
from each participant. The dataset is not publicly available
in accordance with the Qatar Biobank data-sharing policy.
Table 2 summarizes the list of clinical measurements that
were incorporated as part of this study.

TABLE 2. Summary of the information obtained from each participant at
QBB.

C. COHORT DESCRIPTION

From theQBB cohort, the CVDgroupwas comprised of adult
participants, aged above 18 years, and having self-reported
history of heart attack, stroke, angina, high BP, transient
cerebral ischemic attacks and abnormalities of heartbeat
or heart revascularization (bypass, angioplasty, coronary
atherectomy). All the CVD group participants were free from
self-reported diabetes, cancer, and other diseases. As control,
a group of participants with no history of CVD, stroke, dia-
betes, hypertension, sleep disorder, or cancer were selected.
These groups were determined by QBBmedical practitioners
and nurses. All the participants were Qatari nationals. The
cohort consisted of 500 participants where 250 participants
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were from the CVD group and 250 were from the control
group.

D. DATA PRE-PROCESSING

For all participants, we collected the clinical measurements
(will be considered as variables/features for downstream
computational analysis) from QBB. Variables with more
than 30% missing values were discarded. For the remaining
variables, we replaced missing values by the mean value
which was calculated from the respective group. CVD and
control groups were considered as the positive and negative
classes respectively in the proposed classification model. The
remaining variables were then normalized using the min-max
method (also known as range normalization) [26]. Since all
variables have values with various scale differences, we nor-
malized them to be within the range [0,1] using the following
equation:

x
′

i
=

xi − mini{xi}
maxi{xi} − mini{xi}

(1)

where for each feature (xi), the normalized feature (x ′
i )

is calculated using its minimum (mini{xi}) and maximum
(maxi{xi}) values.

E. STATISTICAL SIGNIFICANCE OF THE CLINICAL

VARIABLES

We considered the Anderson-Darling test [27] to ver-
ify if variables are normally distributed. Student’s t-test
[28] was applied on the normally distributed variables to
determine the statistical significance of each variable (p-
value<0.05) when comparing both groups (i.e., CVD vs.
control). Mann-Whitney [29] test was applied on the other
variables for the same purpose.

F. MACHINE LEARNING MODEL DEVELOPMENT

We considered six different ML algorithms: Decision Tree
(DT) [30], Artificial Neural Network (ANN) ( [31], [32]),
Random Forest (RF) [33], Extreme Gradient Boosting
(XGBoost) [34], CatBoost [35] and Logistic Regression (LR)
[36] to separate the CVDgroup from the control group. For all
models, we used GridSearchCV from Python’s Scikit-learn
package for hyperparameter tuning with 10-fold nested cross
validation [37]. GridSearchCV finds the parameters that con-
tribute to the best performance from a set of given ranges of
values for some parameters [38]. The details of parameter
optimization for the models are provided in Supplementary
File 1. Figure 1 shows the workflow adopted for this study to
select the features and compare ML models’ performances.

G. MODEL EVALUATION

The training and validation of theMLmodels were performed
considering 10-fold nested cross validation approach [37].
Therefore, 90% of the available data was used for training
and 10% thereof were used for independent testing. This was
repeated for ten times following the principle of nested cross

FIGURE 1. Workflow adopted in this study to discover the important
features and ML model development.

validation. The performance of different machine learning
models was analyzed with several metrics for performance
evaluation (Eq.2 – Eq.6): accuracy, sensitivity, precision, F1
score and Matthews Correlation Coefficient (MCC).

Accuracy =
tp+ tn

tp+ tn+ fp+ fn
(2)

Sensitivity(recall) =
tp

tp+ fn
(3)

Precision =
tp

tp+ fp
(4)

F1score =
2 ∗ Precision ∗ Recall
Precision+ Recall

(5)

MCC =
tp ∗ tn− fp ∗ fn

√
(tp+ fp)(tp+ fn)(tn+ fp)(tn+ fn)

(6)

Here tp, tn, fp, and fn stand for the number of true posi-
tive, true negative, false positive, and false negative samples,
respectively. As our dataset was balanced, we considered
accuracy as the prominent metric for performance compar-
ison of different ML models.

H. FEATURE SUBSET SELECTION

We applied various feature subset selection techniques to
filter out redundant or un-correlated features.We applied both
the Pearson correlation coefficient and Spearman correlation
coefficient on the features against the class label (positive
class: CVD, negative class: control). The range of correla-
tion values from Pearson correlation coefficient and Spear-
man correlation coefficient were (−0.49, 0.46) and (−0.48,
0.48), respectively (Supplementary File 2). This indicated
that none of the individual variable had high correlation with
the class label. Therefore, we considered all the features in the
downstream computational analysis and ranked them based
on Pearson correlation coefficient and Spearman correlation
coefficient.We considered ANOVAF-test to rank the features
and determine their relative importance in distinguishing
CVD group from the control group. We also applied recur-
sive feature elimination (RFE) and particle swarm optimiza-
tion (PSO) based method with cross validation to identify
a subset of features from the pool of all features. For RFE,
we used RF as an estimator and evaluated the model on all
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features one by one to select only features that contributed
best to achieve the highest accuracy. For PSO based feature
subset selection, we evaluated the performance with different
classifiers (i.e., RF, DT, XGBoost, and ANN) on the whole
dataset [39].

III. RESULTS

A. BASELINE CHARACTERISTICS OF THE COHORT

The baseline characteristics as well as their smoking habit
and sedentary lifestyle pattern of the cohort are summarized
in Table 3. In the CVD group, 54.8% (45.2%) of participants
were male (female); where in the control group, the samples
were distributed evenly (i.e., 50% each). The mean of the
age of the CVD group was 42 where it was 30.276 for
the control group. Furthermore, all participants used in this
study were Qatari nationals. The mean BMI for the CVD
group was 26.172 where it is 23.29 for the control group (p-
value <0.001); this indicates that the CVD group participants
were having higher weight in comparison with the control
participants [40]?. Waist and hip sizes were elevated in the
CVD group compared to the control group. CVD group was
spending more time in sports, but alarmingly, they are still
smoking more than the control group. This is in perfect align
with the other Qatari CVD cohort that we studied earlier [41].

TABLE 3. Baseline characteristics for the CVD group and the control
group. (FMI stands for fat mass index).

B. PERFORMANCE OF ML MODELS BASED

ON ABLATION STUDY

To check the effectiveness of different types of clini-
cal measurements, we developed machine learning models
considering individual data categories as well as their com-
binations. Based on ablation study, the contribution of fea-
tures representing sedentary and smoking habits, Spirometry,
VICORDER were not high (Table 4). Considering carotid
artery related measurements (e.g., intima medium thickness),
the models achieved nearly 75% accuracy. But the most dom-
inant set of features were the set of physio-clinical biomarkers
and Bioimpedance achieving over 84% and 91% accuracy,
respectively (Table 4). Interestingly, when the models were
developed based on all clinical features, sedentary lifestyle

TABLE 4. Performance of ML models for ablation study. Numbers in bold
highlight the highest value of evaluation metric considering the specific
experimental setup.

and smoking habit related features, we obtained the best per-
formance with over 92% accuracy (using DT and XGBoost)
(Table 4). We also developed ML models with the known
CVD risk factors. However, the highest achieved accuracy
was slightly over 82% (82.6%with XGBoost; 82.4%with DT
and CatBoost) (Table 4). This clearly indicates the superiority
of our model developed by integrating variety of clinical mea-
surements, rather than relying upon the known risk factors
that are heavily used in current clinical setup for the diagnosis
plan of CVD.

C. PERFORMANCE OF ML MODELS BASED ON AGE- AND

GENDER-STRATIFIED SAMPLES

Considering all the features, we developed ML models on
age- and gender-stratified samples. Among the ML models,
CatBoost achieved the highest accuracy of 93.9% and 88.2%
for distinguishing CVD group form the control group for
male and female participants, respectively (Figure 2). This
indicates that the ML models were able to perform slightly
better for males than females considering gender-stratified
samples.

Based on the age-stratified samples, ML models achieved
the highest MCC of 0.82, and 0.86 for the middle-aged
(30 to 39 yrs), and senior (40 and above) groups, respectively
(Figure 3). This is very close the performance of the models
considering the full dataset achieving 0.85 MCC (Table 4).
But the performance of the ML models for the young adult
group (18 to 29 yrs) were relatively lower (MCC = 0.66).
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FIGURE 2. Performance of different ML models based on
gender-stratified groups.

This might be due to the few CVD cases (only 43 in CVD
compared to 134 in the control group) in this age group
(Supplementary File 3), and MLmodels could not learn from
such a small number of samples. We may conclude the ML
models were more effective in detecting middle-aged and
senior CVD participants than the small number of young
CVD participants.

D. PERFORMANCE OF ML MODELS BASED ON SELECTED

SUBSET OF FEATURES

To filter out redundant features, we used multiple feature
subset selection techniques to identify a smaller number of
features which can represent the whole dataset. Considering
the ANOVA F-test based feature ranking, we developed ML
models using top ranked 1%, 5%, 10%, 15%, 20%, 25%
and 30% features. Using the top 5% and 10% features,
we achieved 92.8% accuracy using DT model (Figure 4).
When RFE and PSO was applied on the dataset, a subset
of 10 and 9 features were selected, respectively (Supplemen-
tary File 2). Considering the selected features from RFE and
PSO, we achieved the highest accuracy of 92.4% and 92.6%,
respectively (Table 5). After combining the feature subsets

TABLE 5. Performance of ML models on the selected features by
different methods.

returned by RFE and PSO we got in total 16 features and
slightly better level of accuracy (93.0%) was achieved with
RF and CatBoost (Table 5).
Among the 16 features selected by RFE and PSO, three

features, namely BMI, SBP and bioimpedance hydration
are well known risk factors of CVD, and were selected by
both methods (Supplementary File 2). In addition to those
three features, PSO selected bicarbonate, beats, spirometry
forced expiratory time as well as bioimpedance vector anal-
ysis (which measures body composition) and bioimpedance
phase angle. On the other hand, RFE also selected free tri-
iodothyronine, mean intima media thickness (left and right)
and bioimpedance measurements for fat mass index, vis-
ceral adipose, and energy. Figure 5 shows the biplot of the
first two components of principal component analysis (PCA)
based on the 16 features selected by RFE and PSO. The two
principal components explained nearly 47% of the variance
from the selected features (Figure 5). The vectors (direc-
tion) in Figure 5 indicates the high correlation between
BMI and intima media thickness-right; bioimpedance energy

FIGURE 3. Performance of different ML models based on age-stratified groups.
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FIGURE 4. Top ranked (1% to 30%) feature selected by ANOVA F-test. Best accuracy (92.8%) was achieved by DT considering top ranked 5% and 10%.

content and fat mas index; SBP and bioimpedance vis-
ceral adipose tissue. On the other hand, the direction of
free triiodothyronine is nearly opposite to BMI and intima
media thickness-right. There was little or no correlation
between free triiodothyronine and bioimpedance phase angle;
bioimpedance hydration and fat mass index.

E. STATISTICAL SIGNIFICANCE OF THE FEATURES BY

COMPARING CVD GROUP AGAINST CONTROL GROUP

Based on statistical analysis, 38 physio-clinical biomark-
ers were found to be statistically significant (p-value <
0.05) (Supplementary File 2). This list includes known risk
factors for CVD such as: BMI, HbA1c, total cholesterol,
low-density lipoprotein (LDL)-cholesterol, high-density
lipoprotein (HDL)-cholesterol, SBP, and DBP. The total
cholesterol and the HDL-cholesterol (good cholesterol) read-
ings form CVD and the control group indicate that they
were within the standard reference range (i.e., reference
range for total cholesterol < 5.2 mmol/L; HDL-cholesterol
>1.04 mmol/L (male) and > 1.30 mmol/L (female)) [42].
However, comparing CVD group against the control group
(CVD: control) total cholesterol (4.93:4.70) and LDL-
cholesterol(2.96: 2.78) was higher, but HDL-cholesterol
(1.41:1.47) was lower in CVD group. Though the BP was
within a reference range for both groups (SBP > 140 and
DBP > 90 is considered as high [43]), SBP (119:104.58)
and DBP (71.36:62.38) were higher in CVD group compared
to the control group. Also, we found novel factors such as
triglycerides, potassium, bicarbonate, C-peptide, fibrinogen,
uric acid, homocysteine, free triiodothyronine, total protein,
albumin, etc. were significantly (p-value< 0.05) different
between two groups.

We also discovered in total 26 statistically significant
(p-value< 0.05) features from bioimpedance measurement
(Supplementary File 2). A closer look at the features revealed
that almost all the bioimpedance measurements, except
hydration, were higher in the CVD group. Average fat mass
(24.49:18.38), relative fat mass (33.76: 28.573), visceral adi-
pose tissue (1.95:1.18), waist circumference (0.839: 0.75),
phase angle (27.36:23.58) were higher in the CVD group.
Almost all of the spirometry measurements related to forced
expiratory volume (FEV) were low in the CVD group (Sup-
plementary File 2) and this is in alignment with the outcome
of a recent study where FEV1 was linked with CVD and
mortality [44].

In summary, the results indicate that CatBoost was the
best performing model of all models tested considering MCC
(.868) and accuracy (93%) as the evaluation metrics. We also
found that the testedMLmodels attained a reasonable perfor-
mance on the task when applied to age- and gender-stratified
samples. Additionally, the ablation study we performed was
insightful in revealing the most dominant feature sets for the
CVD risk factor prediction are physio-clinical biomarkers
andBioimpedance, which is also corroborated by our analysis
revealing statistically significant (p-value<0.05) 38- and 26-
count of these features.

IV. DISCUSSION

A. COMPARISON OF THE PROPOSED ML MODEL’s

PERFORMANCE AGAINST THE EXISTING MODEL

A previous study proposed a decision tree based ML model
to differentiate the Qatari CVD group from the control
group with 82.98% accuracy [22]. In this study, we out-
performed the previous model by achieving 93% accuracy
(Table 5). Among the ML models we investigated, CatBoost
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FIGURE 5. PCA biplot for the selected features by RFE and PSO. BI: Bioimpedance. IMT: Intima media thickness.

model performed the best considering multiple evaluation
metrics such as accuracy and MCC. We also showed that
the performance of the proposed ML models for age- and
gender-stratified samples were very similar to the model
developed without stratification, and this clearly indicates
that proposed methodology fits well independent of the gen-
der and age of the CVD participants. Unlike the previous
study [22], we applied feature subset selection on the dataset.
Application of multiple feature ranking methods (e.g., Pear-
son correlation coefficient, Spearman correlation coefficient,
and ANOVA) and feature subset selected methods (e.g., RFE
and PSO) revealed a shorter list of 16 features from the pool
of all features.

B. APPLICABILITY OF EXISTING CVD RISK SCORE

CALCULATION METHODS FOR QATARI CVD PATIENTS

Both the Framingham scale ([18], [19]) and ASCVD scale
([20]) considered age, gender, smoking habit, diabetes status,
BP, cholesterol value to calculate the risk score for CVD.
Interestingly, statistically significant difference was observed
for all these variables in the Qatari CVD group compared
to the control group (Supplementary File 2). Diabetes status
(in terms of HbA1c), BP, cholesterol levels all were high
in the Qatari CVD group compared to the control group
(Supplementary File 2). This indicates that the existing CVD
risk score calculation mechanism could be applied for Qatari
CVD groups as well, though the effectiveness of different
multiple risk score calculation scales is out of the scope
of this study. To check the effectiveness of the proposed
clinical measurements from this study, we also compared the

proposed ML model against the ML model with traditional
known risk factors for CVD such as: smoking habit, level
of physical activity, diabetes (HbA1c), BMI, cholesterol and
BP. ML models considering traditional know risk factors
achieved 82.6% accuracy (Table 4). On the other hand, after
the inclusion of the clinical measurements proposed in this
study, CatBoostmodel achieved 93% accuracy (Table 5). This
clearly indicates the superiority of the proposed model as
well as the importance of integrating other measurements in
clinical setup for CVD diagnosis plan.

C. ASSOCIATION OF POTENTIAL RISK FACTORS AND

COMORBIDITIES FOR CVD IN QATARI POPULATION

Our study confirmed the known risk factors (e.g., BMI, SBP,
diastolic BP (DBP), low-density lipoproteins (LDL) choles-
terol, high-density lipoprotein (HDL) cholesterol, diabetes
marker (HbA1c)) for CVD that are used in multiple risk
score calculators (e.g., Framingham and ASCVD ) [16]. SBP,
DBP, total cholesterol, LDL-cholesterol were higher in CVD
compared to the control group. In addition, the triglycerides
outcome (CVD: Control = 1.23:0.99) indicates desirable
results (<1.7 mmol/L) [42] for both groups?. This, in sum-
mary, indicates that CVD group in Qatar needs to improve
their lipid profile and it is in perfect alignment with the other
CVD groups [45].

BMI, cholesterol, bioimpedance, hip and waist circumfer-
ence, measurements for absolute fat mass, visceral adipose
tissue, etc., were higher in CVD and these all can be well
linked to fat disposition in the body and clear indicator of their
role in the atherosclerosis. Due to the high body fat content
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and low level of hydration, clot could be formed easily in
the CVD group [46]. Moreover, high level of HbA1c and
C-peptide (an indirect measurement of the insulin level in
the body and has longer half-life in comparison to insulin)
reflects insulin resistance among CVD group which is a risk
factor for atherosclerosis and CVD. Low level of free tri-
iodothyronine observed in the CVD group can be associated
with a lower metabolic rate and this may affect the people to
be overweight or obese as well.
It is well known that activated partial thromboplastin

time, fibrinogen, and platelet contribute to the formation of
clot [47]. Our results showed that fibrinogen was higher
but activated partial thromboplastin time and platelet were
lower in the CVD group compared to the control group.
Therefore, for the Qatari population, it could be hypothesized
that the role of activated partial thromboplastin time and
fibrinogen towards leading to CVD is higher than the role
of platelet, however further study is required in this regard.
Hypercoagulable state indicated by higher fibrinogen level
and lower activated partial thromboplastin time may increase
the clotting likelihood in the blood vessel. The intima media
thickness for both the left and right coronary arterywas higher
in CVD group. This clearly indicates that thickness of intima
will shrink the lumen area for carotid artery. This reflects
the atherosclerotic condition of whole body, including renal
arteries; and may, ultimately, affect the renal function as
well [48]. Uric acid, homocysteine and creatinine all were
high in the CVD group. Creatinine is one of the known
biomarkers for renal function. Homocysteine is known to be
associatedwith CVD [49] and uric acidmay cause gout which
is also a risk factor of CVD [50]. As total protein was high and
albumin was low in the CVD group compared to the control
group, this may due to the possible loss of albumin in urine
as a result of chronic kidney disease complications [51]. All
these factor, in summary, may indicate the comorbidity of
CVD group for chronic kidney disease [52].
Potassium, bicarbonate, alkaline phosphate, gamma-

glutamyl transferase level were higher in the studied CVD
group compared to the control group. High potassium level
tend to lower the risk of CVD, such as stroke [53], indicating
that either the food intake by the CVD group was rich in
potassium or they were taking CVD medications which are
known to increase serum potassium. Higher bicarbonate level
(> 26 which is similar to this study) is associated with
CVD mortality rate [54]. Elevated alkaline phosphate and
gamma-glutamyl transferase in the studied CVD group may
deranges the liver function ( [55], [56]), however further study
is required in this regard.
In summary, our findings revealed that while the stan-

dard CVD risk score calculation scales such as Framingham,
ASCVD, etc. could be used for effective CVD prediction in
Qatari cohort, incorporating the novel risk factors discovered
in this study into these schemes could significantly improve
the performance of the CVD detection task. Additionally,
the proposed novel risk factors from this study could be
shown to be linked to multiple CVD-related comorbidities.

V. LIMITATIONS

Data set was relatively small having 500 participants from
Qatar only. So, the obtained results might be specific to Qatari
population only and this was one of the goals of this study.
We did not consider deep learning-based techniques such as
convolutional neural network, recursive neural networks etc.
for this study because the dataset we had from QBB is tabular
in nature, whereas the most popular deep learning-based
models, such as convolutional neural network and recursive
neural networks, are mostly suitable for image datasets and
sequence datasets, respectively. However, the interpretability
easiness of the models and more than 92% accuracy level
motivated us to rely on the models that we proposed. In the
future, this work will be extended on a larger cohort size from
Qatar.

VI. CONCLUSION

This work presented a case-control study to develop ML
models to differentiate CVD group from the control group.
We used a multimodal dataset from QBB covering more
than 150 attributes from various clinical measurements for
the Qatari population. A 93% accuracy was achieved by the
proposed CatBoost model which outperformed the existing
model developed for the same purpose.Multiple feature rank-
ing methods confirmed known risk factors of CVD such BP,
lipid profile, smoking, sedentary life, diabetes and proposed
novel risk factors linked to CVD-related comorbidities such
as renal disorder, liver function, atherosclerosis etc.
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