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The lifetime risk of suicide and suicide attempt in patients 
with schizophrenia are 5% and 25%–50%, respectively. 
The current meta-analysis aims to determine risk factors 
associated with suicidality in subjects with schizophre-
nia. We searched Pubmed, Web of Science, EMBASE, 
and the reference lists of included studies. Inclusion cri-
teria were met if an article reported a dichotomous sam-
ple of patients with schizophrenia with suicidal ideation, 
attempted suicide, or suicide compared to patients with-
out. We also performed a cohort study meta-analysis as 
a supplemental analysis. A total of 96 studies with 80 488 
participants were included in our analysis. Depressive 
symptoms (P < .0001), Positive and Negative Symptom 
Scale (PANSS) general score (P < .0001) and num-
ber of psychiatric hospitalizations (P < .0001) were 
higher in patients with suicide ideation. History of alco-
hol use (P = .0001), family history of psychiatric illness  
(P < .0001), physical comorbidity (P < .0001), history 
of depression (P < .0001), family history of suicide  
(P < .0001), history of drug use (P = .0024), history of 
tobacco use (P  =  .0034), being white (P  =  .0022), and 
depressive symptoms (P < .0001) were the most consist-
ent variables associated with suicide attempts. The first 
two were also significant in the cohort meta-analysis. 
Being male (P  =  .0005), history of attempted suicide  
(P < .0001), younger age (P  =  .0266), higher intelli-
gence quotient (P < .0001), poor adherence to treatment  
(P < .0001), and hopelessness (P < .0001) were the most 
consistently associated with suicide. The first three were 
also significant in the cohort meta-analysis. Our findings 
may help with future development of preventive strategies 
to combat suicide. Future studies may combine the above-
mentioned variables by using multivariate predictive 

analysis techniques to objectively stratify suicidality in 
schizophrenia.

Key words:  suicide/meta-analysis/risk 
factors/schizophrenia

Introduction

Suicide is the 10th leading cause of death in the United 
States, with 41 149 suicides in 2013 at a rate of 13/100 000 
persons.1 A  total of 1.3 million individuals older than 
18 attempted suicide that same year.2 The prevalence of 
schizophrenia is estimated to be around 1% worldwide,3 
and a recent meta-analysis has identified a lifetime risk of 
suicide of 5% in this population.4,5 It is also known that 
25%–50% of patients with schizophrenia attempt suicide 
in their lifetime.6 This represents a 50–100-fold increase in 
suicidality as compared to general population. However, 
suicide is a highly preventable event,7 and there are pre-
ventative strategies, such as cognitive behavioral therapy 
and clozapine, to reduce it in patients with schizophrenia.8

Suicide is sometimes viewed as an extreme response 
to a catastrophic event, such as loss of a close relative. 
However, many individuals, including patients with schiz-
ophrenia, go through these kinds of stressors and yet they 
do not attempt suicide.9 Consequently, a growing body of 
knowledge has put forward several risk factors associated 
with patients with schizophrenia that attempt suicide.5,10,11 
Particularly, the previous meta-analysis assessed categori-
cal risk factors for suicide in patients with schizophrenia.12 
They analyzed 26 articles and identified 7 categorical risk 
factors associated with increased suicide risk, which were 
previous depressive disorders, previous suicide attempts, 
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drug misuse, agitation or motor restlessness, fear of mental 
disintegration, poor treatment adherence, and recent loss. 
Since the publication of this meta-analysis in 2005, many 
large scale studies evaluating schizophrenia have been pub-
lished internationally. Therefore, in this study, our aim is to 
provide a systematic review and meta-analysis of both cat-
egorical and continuous risk factors for suicidal ideation, 
suicide attempts, and suicide. We will also explore sources 
of heterogeneity between studies using meta-regression 
analysis.

Methods

Guidelines

The present study was registered at PROSPERO 
(CRD42015027027). We utilized the guidelines described 
by the Preferred Reporting Items for Systematic 
Reviews and Meta-Analysis (PRISMA) statement.13 The 
PRISMA checklist we employed can be found in supple-
mentary table 1 and the flow diagram in figure 1. Further, 

since we examined observational studies, we also struc-
tured our selection criteria and statistical analysis in con-
cordance with the MOOSE guidelines for meta-analyses 
and systematic reviews of observational studies.14 There 
are 3 methodological categories of observational studies 
which we chose to include: prospective and retrospec-
tive cohort studies where patients with the risk factor (in 
this case, schizophrenia) are followed until an outcome 
occurs (suicidal behavior) within a certain time frame; 
case-control studies, where patients are included based 
upon an outcome and matched by demographic charac-
teristics to another patient without that outcome; and, 
cross-sectional studies, where patients with a risk factor 
are assessed a single time for presence of the outcome.

Search Strategy

We searched Pubmed, Web of Science and EMBASE 
with the following search terms: (“Schizophrenia” OR 
“Schizophrenias” OR “Schizophrenic Disorders” OR 

Fig. 1. Flowchart of review process and study selection.
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“Schizophrenic Disorder” OR “Dementia Praecox”) 
AND (“Suicide” OR “suicides”) AND (“Risk Factors” 
OR “Risk Factor”) from January 1, 1960 to December 18, 
2016. Medical Subject Heading (MeSH) terms were used 
in PubMed and Emtree terms were used in Embase. These 
were loaded onto EndNote online to remove duplicates. 
We also searched the reference lists of included studies. 
Two researchers (R.M.C. and F.Y.) independently screened 
and selected titles and abstracts for full-text inclusion, with 
disagreements mediated by I.C.P. who made the final deci-
sion. We sought out translated versions of articles in lan-
guages which none of the authors spoke. We did not search 
the grey literature, due to the large dataset we predicted 
acquiring with the above search strategy.

Selection Criteria

Inclusion criteria were met if  an article reported the follow-
ing: a dichotomous sample of patients with schizophre-
nia with suicidality (suicidal ideation, attempted suicide, 
or suicide) compared to schizophrenic patients without 
suicidality; at least 70% of the sample had a diagnosis of 
schizophrenia using either International Classification of 
Disease or Diagnostic and Statistical Manual of Mental 
Disorders criteria. All 3 kinds of observational studies 
(cohort, cross-sectional, and case-control) were included. 
Review articles and studies performed on children and 
adolescents were excluded. If  2 or more studies reported 
the same risk factor within the same data set, we included 
only the more recent one.

Data Extraction

Each article was reviewed and the information compiled 
into an Excel workbook. We used the online version of 
EndNote to remove duplicate data. The following variables 
were extracted; first author; publication year; primary psy-
chiatric diagnosis; diagnostic tool; study design; suicidality 
(suicidal ideation, attempted suicide, or suicide); conti-
nent; latitude of city where study was performed; number 
of patients in each group; sex; age; race; antipsychotic use 
(typical vs atypical); physical comorbidity; rural inhabit-
ance; employment status; child status; marriage status; 
whether the patient lived alone; family history of suicide, 
psychiatric disorders, alcohol abuse, depressive symp-
toms, and schizophrenia; personal history of attempted 
suicide, suicidal ideation, depressive symptoms, alcohol 
abuse, tobacco use, and illicit drug use; insight; current 
delusions; current hallucinations; presence of flat affect; 
psychomotor agitation; worthlessness; hopelessness; poor 
compliance with treatment; aggressiveness; age of onset of 
illness; duration of illness; number of psychiatric hospi-
talizations; intelligence quotient (IQ); years of education; 
PANSS scores; Hamilton Depression Rating Scale (HAM-
D); Beck Depression Inventory (BDI); Newcastle-Ottawa 
Quality Assessment Scale (NOQAS) score. For illness 

length, data were converted to years if reported as months. 
Child status was ultimately excluded as only one study 
reported this variable.

Authors were contacted for missing information, 
for mean and SD of continuous variables if  they were 
reported as median and interquartile range, and for sep-
arated outcomes data if  the study grouped 2 outcomes 
together (suicide ideation and suicide attempts, or suicide 
attempts and suicide).

Statistical Analysis

We began with meta-analysis of any risk factor which was 
reported in 2 or more studies, utilizing the metafor pack-
age (Version 1.9–8) in R (Version R 3.3.1) and R Studio 
(Version 0.99.902). A random-effects model with restricted 
maximum-likelihood estimator was used to synthesize the 
effect size across studies. This model incorporates both 
within-study variability and between-study variability.15,16 
The OR was used to assess the effect size for categorical 
risk factors because of the inclusion of case-control studies 
in the analysis.15 The standardized mean difference (SMD) 
was used to assess the effect size for continuous risk factors.15 
SMD was calculated by use of Cohen’s d. The significance 
level for this meta-analysis model was 0.05.15 For SMD, an 
effect size of 0.2 is considered a low effect, whereas 0.5 a 
moderate effect and 0.8 or more a large effect.17

Heterogeneity, Bias, and Quality Assessment

Two researchers (F.Y.  and R.M.C.) rated each article 
with the NOQAS to evaluate the risk of bias and qual-
ity of the study.18 Disagreements in score were resolved 
with discussion between F.Y., R.M.C., and I.C.P. Egger’s 
linear regression test was used to assess for asymmetry 
of the funnel plot in any case where 3 or more studies 
were included.19 If  the resulting P value is less than .1, we 
assumed asymmetry which may indicate publication bias. 
To account for this, we then employed the Duval and 
Tweedie’s trim and fill method and reported whether a 
significant effect persists. We also used the leave-one-out 
function15 for sensitivity analyses. This method consists 
of the removal of one study at a time from the dataset to 
run the meta-analysis. This analysis tests if  the effect size 
of the meta-analysis is driven by one study. We used the 
Q statistic to test the existence of heterogeneity and I2 to 
assess the proportion of total variability due to hetero-
geneity.20 An I2 value of about 25% could be regarded as 
low, about 50% as moderate, and about 75% as high.20 We 
used τ2 to estimate the total amount of heterogeneity.20

Meta-regression Analysis

We further explored sources of heterogeneity in studies 
using meta-regression analysis.21,22 For each risk factor 
with a significant effect size associated with suicidality, 
we performed univariate meta-regression with each of 
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the following moderators: mean age of the total sample, 
mean length of illness of the total sample, region where 
the study was performed, study design (cross-sectional, 
cohort, or case-control), latitude of the city where the 
study was performed, and NOQAS score. To correct for 
repeated sampling, we employed the Knapp & Hartung 
adjustment.23 When 2 or more moderators accounted 
for a significant amount of heterogeneity, a multivariate 
meta-regression with these moderators was conducted.15 
The pseudo-R2 statistic represents the variance accounted 
for by the model; this indicates what percentage of all 
heterogeneity is accounted for by the confounding effect 
of the covariates. Cohort studies explore the relationship 
between exposure and outcome and aid in identification 
of causal associations. Therefore, we ran a supplemental 
meta-analysis only with the prospective and retrospec-
tive cohort studies in order to provide further evidence of 
the robustness of the risk factors identified through this 
meta-analysis.

Results

We included 96 studies with 80 488 participants in our 
analysis. Figure  1 shows the study selection process. 
Quality of studies and characteristics of included studies 
are described in supplementary table 2.

Suicide—Categorical Risk Factors

For the categorical risk factors, poor adherence to 
treatment (P < .0001), history of attempted suicide  
(P < .0001), worthlessness (P < .0001), hopelessness  
(P < .0001), being male (P  =  .0005), being white 
(P  =  .0105), history of tobacco use (P  =  .0169), and 
history of alcohol use (P  =  .0378) were significantly 
associated with patients with schizophrenia who com-
mitted suicide (table  1). Family history of alcohol use 
(P =  .0590), sleep disturbance (P =  .0662), and history 
of depression (P  =  .0968) trended toward significance. 
Table  1 shows study heterogeneity and supplementary 
figures 1–8 show the forest plots of significant categorical 
risk factors for suicide.

Egger’s test revealed a publication bias for history 
of attempted suicide (P  =  . 0.0168), and being white 
(P = .0036). It could not be calculated for worthlessness 
because only 2 studies reported these variables.24,25 Duval 
and Tweedie’s trim and fill method was performed on 
history of attempted suicide (OR = 2.73; CI: 1.96–3.81;  
P < .0001 with 5 studies estimated on the left side) and 
was still determined to be significant. It was performed 
on being white (OR  =  2.98; CI: 0.87–10.23; P  =  .0822 
with 2 studies on the left) and was no longer significant.

The significance of the effect size remained robust 
when leave-one-out models were used for poor compli-
ance, history of attempted suicide, hopelessness, and 
being male. Significance testing revealed the effect size 

to be nonsignificant after removing 1 study history of 
tobacco use (supplementary table 5), any of 6 studies for 
history of alcohol use (supplementary table 6), 1 study 
for worthlessness (supplementary table 7), and 1 study for 
being white (supplementary table 8).

Suicide—Continuous Variables

For the continuous risk factors, IQ was higher (P < .0001) 
in patients with schizophrenia who committed suicide, ill-
ness length was shorter (P  =  .0069), and patients were 
younger (P =  .0266) (table 1). Table 1 also shows study 
heterogeneity and supplementary figures 9–11 show the 
forest plots.

Egger’s test revealed a potential publication bias for ill-
ness length (P = .0304). It could not be calculated for IQ 
because only 2 studies reported this variable.26,27 Duval 
and Tweedie’s trim and fill method results did not change 
the parameter estimates for illness length.

The significance of the effect size remained robust 
when leave-one-out models were used for IQ and illness 
length. Significance testing revealed the effect size to be 
nonsignificant after removing 1 study for age (supple-
mentary table 9).

Suicide—Meta-regression Analysis

In our investigation of sources of heterogeneity using 
univariate meta-regression analyses, we found that for 
male gender as a risk factor, NOQAS score, region, 
and mean age of the total sample accounted for heter-
ogeneity. For being male, NOQAS score negatively cor-
related (b  =  −0.1294, P  =  .0197), studies conducted in 
Asia were less associated (b = −0.7589, P = .0131), and a 
higher mean age of the total sample positively correlated 
(b = 0.0230, P = .0257) with the increased risk of suicide 
(supplementary table  3). The multivariate meta-regres-
sion of these moderators accounted for 100% (pseudo-
R2) of the heterogeneity (F = 15.6286, P = .0036, k = 16), 
but none of the moderators retained a significant effect 
on the association by themselves (supplementary table 4). 
Univariate meta-regression did not reveal a significant 
moderator effect on any other risk factor.

Attempted Suicide—Categorical Variables

For categorical risk factors, physical comorbidity  
(P < .0001), history of depression (P < .0001), fam-
ily history of psychiatric illness (P < .0001), family his-
tory of suicide (P < .0001), history of attempted suicide  
(P < .0001), hopelessness (P = .0001), history of alcohol 
use (P = .0001), history of drug use (P = .0024), history of 
tobacco use (P = .0034), and being white (P = .0022) were 
associated with patients with schizophrenia who attempted 
suicide (table 2). Being male (P = .0417) and living alone 
(P = .0338) were found to have a reduced risk of attempted 
suicide (table  2). Table  2 also shows study heterogeneity 
and supplementary figures 12–23 show the forest plots.
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Egger’s test revealed a potential publication bias for 
history of attempted suicide (P  =  .0009). Duval and 
Tweedie’s trim and fill method results did not change the 
parameter estimates for history of attempted suicide.

By using leave-one-out models, significance testing 
revealed the effect size to be nonsignificant after remov-
ing one study for hopelessness (supplementary table 10), 
either of 2 studies for living alone (supplementary 
table 11) and 18 studies for being male (supplementary 
table  12). The significance of the effect size remained 
robust when leave-one-out models were used for the other 
risk factors.

Attempted Suicide—Continuous Variables

For continuous risk factors, number of psychiatric hos-
pitalizations (P < .0001) and BDI score (P < .0001) were 
higher in patients with schizophrenia who attempted sui-
cide, while age of onset (P = .0397) was lower (table 2). 
PANSS positive score trended toward significance 
(P = .0967). Table 2 also shows study heterogeneity and 
supplementary figures 24–26 show the forest plots.

Egger’s test revealed a potential publication bias for 
number of psychiatric hospitalizations (P =  .0227) and 
age of onset (P = .0304). Duval and Tweedie’s trim and 
fill method results did not change the parameter esti-
mates for number of psychiatric hospitalizations or age 
of onset.

In leave-one-out models, significance testing revealed 
the effect size to be nonsignificant after removing any of 
the 3 studies for age of onset (supplementary table 13). 
The significance of the effect size remained robust when 
leave-one-out model was applied for other 2 continuous 
factors.

Attempted Suicide—Meta-regression Analysis

In our investigation of sources of heterogeneity using 
univariate meta-regression analyses, we found that for 
physical comorbidity, the mean age of the total sample 
was positively associated (b = 0.1977; P = .0474) with an 
increased risk for suicide attempt. For family history of 
psychiatric disorders, studies conducted in Africa were 
less associated (b = −0.8841; P = .0102) and studies con-
ducted in Oceania were more associated (b  =  0.5017; 
P = .0477) with an increased risk of suicide attempt. For 
history of drug use, NOQAS score was positively asso-
ciated (b  =  0.1271; P  =  .0239) with the risk of suicide 
attempt. For history of tobacco use, NOQAS score was 
positively associated (b = 0.1328; P = .0153) with the risk 
of suicide attempt. For being male, studies conducted 
at the lower latitudes were associated (b  =  −0.0074; 
P = .0022) with an increased risk of suicide attempt (sup-
plementary table 3). Univariate meta-regression did not 
reveal a significant moderator effect on any other risk 
factor. Multivariate meta-regression was not performed 

since no risk factor had more than one moderator with a 
significant effect.

Suicide Ideation

For the categorical risk factors, no variable was signif-
icantly associated with suicidal ideation (table  3). For 
the continuous risk factors, HAM-D score (P < .0001), 
BDI score (P < .0001), PANSS general score (P < .0001), 
and number of psychiatric hospitalizations (P < .0001) 
were higher in schizophrenic patients with suicidal ide-
ation (table 3). A higher PANSS positive score (0.0668) 
trended toward significance. Table 3 also shows study het-
erogeneity and supplementary figures 27 and 28 show the 
forest plots.

Egger’s test did not reveal publication bias for any risk 
factor.

The significance of the effect size remained robust 
when leave-one-out models were used for each of these 
variables. Univariate meta-regression did not reveal a sig-
nificant moderator effect on any risk factor.

Supplemental Analysis: Meta-analysis of Cohort 
Studies

As cross-sectional or case-control studies only delineate 
the association of variables with suicidality, we further 
performed a supplemental meta-analysis including only 
cohort studies to explore potential causality. We included 
6 cohort studies for attempted suicide, and 9 studies for 
suicide (supplementary table  14). The analyses showed 
that being male (P =  .0003), history of suicide attempts 
(P = .0034), history of tobacco use (P = .0401), younger 
age of onset (P = .0404), shorter disease length (P = .0058), 
younger age (P = .0014) are predictive for suicide (supple-
mentary table 15). For suicide attempts, predictive factors 
include history of attempted suicide (P < .0001), history of 
alcohol use (P = .0052), and family history of psychiatric 
illness (P = .0007) and younger age of onset (P = .0063) 
(supplementary table  16). Supplementary figures 29–34 
show the forest plots for suicide, supplementary figures 
35–38 show forest plots for suicide attempt.

Discussion

This is the first meta-analysis and meta-regression analy-
sis of risk factors associated to suicide ideation and sui-
cide attempts in patients with schizophrenia. It is also 
the first meta-analysis and meta-regression analysis of 
continuous risk factors associated to suicide in schizo-
phrenia. Furthermore, we also updated a previous meta-
analysis published in 2005 that assessed only categorical 
risk factors for suicide in patients with schizophrenia.12 
For the first time, we used strategies to explore hetero-
geneity and bias, namely: meta-regression, leave-one-out, 
Egger’s test, and trim and fill and performed a separate 
analysis only with cohort studies.
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Suicidal Ideation and Attempt

Our meta-analysis showed that some symptoms scales 
were associated with suicidality in patients with schizo-
phrenia. Depressive symptoms as assessed by BDI and 
HAM-D scores were associated with both suicide idea-
tion and suicide attempt. The PANSS general scale was 
also associated with suicide ideation. Future studies may 
identify more specific subscales for predicting suicide. 
Finally, a greater number of psychiatric hospitalizations 
was strongly associated with both ideation and attempts; 
this likely represents a more severe course of illness.

Suicide Attempt

Besides hopelessness, history of depression, history of 
attempted suicide, family history of psychiatric illness, 
family history of suicide, and being white, we found that 
history of alcohol, drug, and tobacco use were all asso-
ciated with increased risk of suicide attempts. Tobacco 
use is particularly common in patients with schizophre-
nia, and it was reported that smoking cessation reduces 
depression and suicidality in patients with psychosis.28 
Two protective factors were identified for suicide attempts: 
living alone and being male. Living alone was usually 
dichotomized against a group-living or long-term care 
facility, so it may represent a greater functional capacity 
and reduced disease burden. Male as a protective factor 
is consistent with the “gender paradox” phenomena in 
suicidology, where men are less likely to attempt suicide, 
but more likely to use lethal suicide means.29,30 Univariate 
models accounted for heterogeneity in several risk factors 
for suicide attempts (see “Results” section). For instance, 
for history of drug use and tobacco use, studies with high 
quality as assessed by NOQAS were more associated with 
an increased risk of suicide attempt.

Suicide

Three continuous risk factors, shorter illness length, 
younger age, and higher IQ were noted in our study to 
be associated with increased suicide; the first two were 
also significant in the cohort study. We also identified that 
history of tobacco use and history of alcohol use as sig-
nificant risk factors for suicide, while these factors were 
either not tested or not significant in the prior meta-anal-
ysis for suicide.12 We confirmed some results of the pre-
vious meta-analysis12: being male, history of attempted 
suicide, worthlessness, hopelessness, poor treatment 
adherence are significant risk factors of suicide in patients 
with schizophrenia. The first two remained significant in 
our cohort meta-analysis. A model composed of 3 vari-
ables (NOQAS score, region of study, and mean age of 
the samples) was able to explain all the heterogeneity for 
being male.

Most articles included in this analysis did not employ 
suicide risk assessment scales; when they did, often they 

were unique to that study and not used in any other, pre-
venting their inclusion in our analysis. This reflects the 
lack of consensus on how one assesses suicidality in 
schizophrenia. A  similar statement can be made about 
assessment tools for symptomatology; while we included 
scoring for schizophrenic symptoms, depression, and 
anxiety, many other scales were excluded because they 
were reported only within one article.

The 3 categories of suicidality described in this article 
had largely similar risk factors, with some notable differ-
ences. There are several reasons why this may be the case. 
First, there is a difference in the information available to 
collect in the case of suicide and suicide attempt, as most 
suicide studies were post-mortem psychological autop-
sies and things such as symptomatology scales could not 
be evaluated. Another reason is that these categories do 
seem to represent different phenomena; eg, it is well-es-
tablished that women are more likely to attempt suicide, 
but men are more likely to commit suicide, indicating 
that being female is a risk factor for suicide attempt, and 
being male is a risk factor for suicide. One goal of our 
study was to highlight these differences in risk factors for 
each category.

Strengths and Limitations

While we cannot infer causality from this pooling and 
analysis of observational studies, the results of this meta-
analysis have significantly strengthened and grounded 
the evidence for the existence of these risk factors for sui-
cidality in schizophrenia and provides an opportunity 
for clinicians to employ the typical strategies targeting 
reduction of these risk factors with the additional bene-
fit of reducing suicide risk. An important strength of our 
systematic review was the search strategy, since we have 
made an exhaustive effort to acquire data by contacting 
the authors. Thus, we were able to include a large num-
ber of papers, providing a more accurate estimate of the 
influence of these risk factors. In addition, we were able 
to perform a supplemental analysis only with cohort stud-
ies. Our study has some limitations. For the significant risk 
factors, high levels of between-study heterogeneity (I2 > 
50%) were recorded for illness length, history of attempted 
suicide and age for suicide, and for history of attempted 
suicide, history of drug use, history of alcohol use, and 
number of psychiatric hospitalizations for suicide attempt. 
However, univariate meta-regression analysis showed 
that quality of the included studies assessed by NOQAS 
explained a large amount of heterogeneity for history of 
drug use. Unexplained heterogeneity could be related to 
genetics, presence of different subgroups, or methodo-
logical variability. For instance, evaluation of potential 
risk factors often took place a long time before death or 
attempt occurred, and these factors might have changed 
in the intervening period. We were also unable to examine 
treatments in this meta-analysis, because medication was 
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often referred to in general terms, such as “antipsychotics” 
or chlorpromazine dose equivalence. However, our meta-
analysis showed that suicide risk is considerably increased 
in patients who adhere poorly to treatment. In addition, we 
could not exclude the effect of publication bias in the effect 
size of the following variables: illness length for suicide and 
history of attempted suicide and number of psychiatric 
hospitalizations for suicide attempt. Finally, a small num-
ber of studies may have driven the effect size observed, as 
the leave-one-out method demonstrated in some variables 
as reported in results section. Therefore, additional studies 
are needed for a definitive conclusion on these variables.

Conclusion

In summary, our study showed the risk factors associ-
ated with suicide ideation, suicide attempt, and suicide 
in patients with schizophrenia, indicating that suicidal-
ity in schizophrenia has a signature composed of several 
risk factors. The risk factors we identified, particularly 
for suicide attempts, in this population have compelling 
indications for clinical management. For example, effec-
tive treatment modality of substance use may be applied 
to reduce the risk of suicide attempts, as well as suicide 
in schizophrenia population. As we noted, patients with 
higher IQ were more vulnerable to suicide, better clini-
cal strategies of suicide prevention may be implemented 
for the care of this group of patients. Further, despite 
the promising evidence that antipsychotic therapy may 
reduce suicidal risk, we found in our study a gap in the lit-
erature regarding effective reporting and cataloguing of 
this effect. It is likely that this is because of the relatively 
inconsistent use of the suicide risk-reducing antipsy-
chotic clozapine; exposing this gap will provide impe-
tus to use these medications as a suicide risk-reducing 
method when a schizophrenic patient presents with many 
of the risk factors detailed in our study. The difference 
in identified risk factors for suicide and suicide attempts 
necessitates further research on the biological and psy-
chological underpinning of both processes. Future lon-
gitudinal studies examining the mechanism of how these 
variables are linked to suicidality might offer new insight 
into how to treat and prevent it. Future studies may com-
bine these risk factors with machine learning techniques 
in order to objectively predict at an individual level sui-
cide and suicide attempt in patients with schizophrenia.

Supplementary Material

Supplementary data are available at Schizophrenia 
Bulletin online.
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