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RMS Delay and Coherence Bandwidth Measurements
In Indoor Radio Channels in the UHF Band

Mercedes Sanchez Varela and Manuel Garcia Santimmnber, IEEE

Abstract—A study of time dispersion in different indoor line-of-  out from the IR is also presented. The parametgrs,., and
sight radio channels in the 492-862 MHz band is presented in this +,__ are obtained from this filtered IR.

paper. A combined method to filter the noise in the measured im- A linear relation betweer, ., and 7., and an inverse

pulse response is described. The effect of frequency windowing on . : . . .

the impulse responses and the root mean square (rms) delay spreadrelat'on _betweem}ns andB. are 'nV_eSt'gated for “n?'Of's'ght

is also investigated. It has been found that, in general, the use of (LOS) situations in the three environments considered, both
windows with lower side-lobe levels yields larger values of the rms for copolar and crosspolar components. The values of the least

ge:ay SpfeaghThel relgtion bet(;’yegp the mlean dc?'ay and Ithe kf]mS mean square (LMS) error and the 90% confidence interval are
elay spread has also been studied for copolar and crosspolar chan- ; ; ]
nels. The dependence of the coherence bandwidth on the rms delayglven for the different fts.

spread has been considered, and an inverse relation has been tested
for both components. [I. MEASUREMENTSETUP AND THEORETICAL FUNDAMENTALS

Index Terms—Communication channels, communicaton An HP 8510C VNA was used to obtain the frequency re-
systems, parameter estimation, UHF measurements, UHF radio sponse of the radio channelin the 470-862 MHz frequency band
propagation. [7]. The measurement setup is shown in Fig. 1. The copolar

component was measured with two vertical 3-dBi omnidirec-
|. INTRODUCTION tional dipole antennas connected to the input and output ports of

larized.
imum symbol rate that can be used without intersymbol inter- The measurement system output is the frequency response
ference [1]. The impulse response (IR) of the radio channel agflihe gevices connected between its two ports, including the
other parameters, as the mean delay..) and the root mean anne| antennas, cables, amplifiers, and frequency response
square (rms) delay spredd....) [2], [3], are frequently used ¢ ihe \NA itself. To compensate the effect of the system on
to characterize time dispersion of the channel. The coherenge measyrements, a calibration was carried out before the radio
bandwidth(B.), a parameter closely related witfls, is als0  channel measurements. With this purpose, the antennas were
used tf? describe frequenlcy se[ectmty in the ra_d'o channel. removed so that the transmitter output was directly connected
Previous wor_ks have mv_estlgated the relation betwBen to the receiver input, its frequency respotEéf),ysen being
and.,,;, and different solutions have been found for outdogfe a5 red. This result was automatically subtracted from the

environments [1]-[6]. But at present, few experimental resuliysequent channel measurements, thus reducing the effect of
exist that describe the relation betweBp and .., in indoor the system on the measurement

environments. In this paper, an experimental study on the
relation between these parameters inside buildings is presented. H(f,*)measured
H(f)system

The results are based on wide-band measurements taken in
three different indoor environments with a frequency swe L

q Y Pgme channel is linear, the IR can be calculated from the fre-
uency response using the inverse Fourier transform [8]

H(fa t)channel = (l)

radio channel sounder. The sounder, based on a vector netw

analyzer (VNA), has been used to measure the frequen%y

response of the radio channel in the 470-862 MHz frequency R 2 ft

band. From the frequency response, both theand the IR h(r,t) = [m H(f,t)e df. @

are obtained. The effect of the frequency windowing on the IR ) ]

Shapesmean, aNd7ms is analyzed. A method to filter the noiseHowever, since the measurements were performed over a lim-
ited frequency band, there was a windowing effect on the results
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The radio channel time dispersion is characterized by the rms
delay spread,,,s, calculated as

26,87m

()

jg-max (7_ - 7_meam)2f)h (T)dT
Trms = Triax .
fo By (7)dr

From (4), it can be demonstrated [10] that the channel delay
spread is overestimated, the increase being due to the window
shape

(Trms)zstimated = (Trms)ghannel + (TTIHS)VQvindOW (8)

where (7yms )window 1S the delay spread corresponding to the
window impulse response. Values @f,,s ) window fOr the four
different windows considered in this work have been calculated
and are presented in Table I.

The frequency correlation function of the radio channel can

Fig. 1. UHF measurement system. be obtained from the PDP as
TABLE | =
_ —j2wAfT
SLL AND rms DELAY SPREAD OF Ry (Af) —/ Pp(r)e dr. 9)
DIFFERENT WINDOWS e
WINDOW SLL [dB]  (Tyme)windowlDS] For a particular correlation leve] typically 0.9, 0.7, or 0.55,
. is the minimum frequency separation for which the norm of the
Rectangular -13 ~10 frequency correlation function crosses this level. As an example,
Hanning 42 1.02 By 5 is calculated as
Kaiser-Bessel (wind ter=3 -70 1.22 )
aiser-Bessel (window parameter=3) By 5 = min(Af) such thaiRy-(Af)| = 0.5. (20)
Blackman-Harris -92 1.36

For low values of;, this parameter represents the minimum fre-
guency separation to have the components of the radio signal

The shape of the window used in the frequency measuremertgiciently uncorrelated.

affects the IRs as follows:
I1l. ENVIRONMENT DESCRIPTION

h(7,t)estimated = P{T,)clannel Pwindow(T)- (4) Measurements were carried out in three different environ-

) ] ments: a computer laboratory with rows of PC desks; an elec-
As a result, the impulse response is averaged and the def@yics aboratory with electronic equipments such as oscillo-

resolution is reduced. Four different windows were considerggopes signal generators, and synthesizers on benches; and a
n ,th's study: rectangular, Hanning, BIackman—Harn;, arlgarridor. The plan of these environments, with the dimensions in
Kaiser-Bessel. The side-lobe levels (SLLs) for these windowsimeters, is given in Fig. 2. In each environment, the receiver
are given in Table I. The lower the SLL, the wider the maiQnenna was shifted to various positions separated one-eighth of
window lobe becomes [9]. A wider main lobe yields a loweg, \4yelength along a line. A total of 260, 240, and 50 different

delay resolution in the IR. ositions were used in the corridor, the computer laboratory, and

If the channel satisfies the wide sense stationary uncorrelajgd ejectronics laboratory, respectively. The transmitter and re-
scattering (WSSUS) assumption, the power delay profile (PDEQjyer antenna positions are also shown in Fig. 2. As can be seen,

is given by the LoS condition is always satisfied.
_ 2
Pr(r) = ([, 1)) ) IV. IMPACT OF WINDOWING ON THE ESTIMATED POWER
Wide-band parameters, as the mean dejay., the rms delay DELAY PROFILES AND DELAY SPREADS
spreadr.,;s, and the coherence bandwidth at lewet [0,1), Despite the fact that the measurement system averages the re-
B. are calculated. The mean delay.., is the average of the sults of several frequency sweeps to reduce the noise in the mea-
delays of all paths surement, the frequency response and the IR will be corrupted
. by noise. Generally, a noise threshold is applied to raw IRs in
] _ o TP (T)dT ©6) order to separate actual multipath components from noise. Sev-

Jom Pu(r)dr eral methods to calculate this threshold noise can be found in
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Fig. 2. Environment plan.

the literature [11]-[13]. In [11], for instance, an empirical/antated, and the threshold is chosen as the maximum of these three
alytical method is proposed that is not affected by the actualels.

noise level in the environment. To find the dynamic range noiseThe calculation of the first level is based on measurements
floor, first the lowest 25% of the delay profile amplitude pointef the actual noise. Real and imaginary parts of the noise
are sorted, and then the highest and the lowest 25% of these bw assumed to be random variables that follow a zero-mean
amplitude points are removed (median filtering). The remainir@aussian distribution. From the corresponding measured
low amplitude points are averaged to yield a power level thatégsmulative distribution functions (cdfs) of real and imaginary
the dynamic range noise floor. In this method, we assume parts of the noise, the value below which the random variables
average signhal-to-noise ratio of at least 10 dB across the meamain the 99.999% of the time is determined. The level is
sured profile. In [12], it is assumed that the noise level is mudhken as the square root of the sum of both squared values. The
lower than the side-lobe level (SLL) of the rectangular windovgecond level is also calculated from measurements of the noise,
so the noise threshold is given by the SSL. Other authors, sumft it becomes from the noise amplitude, which is assumed to
as [13], take into account the thermal noise of the system fdlow a Rayleigh distribution [14]. The measured cdf of noise
that the threshold becomes a function of the noise level. In tlamplitude is calculated and the limit for 99.999% of the time is
work, a new combined method to evaluate the noise threshgklected as the level. The third level is calculated as SSL (dB)
has been developed and used. Three different levels are calmlow the peak signal level. This level does not depend on the
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Fig. 3. PDPs obtained in a corridor for various selected windows. (a) Rectangular window, (b) Hanning, (c) Blackman—Harris, and (d) Kaiger=B&3gsel

actual noise level but on the frequency window used for the underestimated. The other windows present lower SLLs, so
measurements. The noise threshold estimation is improvedthg threshold is given by the actual noise level. For these cases,
the proposed method because it combines the limits given &larger number of multipath components are taken into account
the actual noise power and the limit imposed by the windoin the calculation and a better estimation of the delay spread is
SLL. obtained. In general, lower window SSLs yield larger values of
To illustrate the effect of the frequency windowing on the IRs;.,s. In terms of signal delay dispersion, this means that a larger
the PDPs and the delay parameters have been calculated, watlue is obtained when windows such as Blackman—Harris are
different frequency windows, at a fixed position in the corridoused.
They are shown in Fig. 3. The,, values range from 5.5 to
24.3 ns, depending on the window used. In view of the values
of (Trms )window Of Table |, the large variation of the delay spread
cannot be completely explained by the only effect described inThe dependence of the rms delay on the mean delay has
(8). been analyzed in the three different environments described
In order to gain a better understanding of the window effegt Section IIl for copolar (vertical-vertical) and crosspolar
on the delay spread, the threshold used to distinguish sigfartical-horizontal) components.
from noise in the PDPs has to be studied. When the rectanfrom the measurements collected in the three environments,
gular window is used (SSt —13 dB), the overall threshold is 7,02, and7,s have been estimated. They are plotted in Figs. 4,
fixed by the window SLL, because the two other levels are mu@h and 9 as a function of the separation between antennas. The
lower. In this case, due to the high value of the threshold, som@ues obtained are comparable to those found in the literature
low-power multipath components are not consideredand for indoor environments [10], [12], [15], [16]. The mean delay

V. RMS DELAY AND MEAN DELAY
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Fig. 4. Mean delay and rms delay versus transmitter—receiver separation in the corridor. (a) Copolar and (b) crosspolar component.
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Fig. 5. PDP in the corridor. (a) Copolar and (b) crosspolar component.

exhibits a trend to increase with distance. Some authors haleay spreads exhibit as the separation between the transmitter
reported that rms delay spread increases with antenna separalthe receiver is changed.

tion [15]. However, the rms delay spread is almost constant inValues of both parameters are lower for the copolar than for
the plots presented in this paper because of the short recether crosspolar component because the copolar IRs present a
antenna path. As the transmitter antenna is moved away frdeminant ray while the crosspolar ones do not. To illustrate
the receiver antenna, the amplitudes of the reflected signals thkse differences, a sample of the IRs corresponding to both
ative to the direct path become larger, and this produces the @@mponents is presented in Fig. 5. This difference can be quan-
crease of the mean and rms delays. However, due to the limitéigéd by calculating thes factor, which represents the ratio be-
delay resolution of the measurement system, some oscillatiawgen the power of the direct ray to the power of the reflected
are superimposed to the trend described above. After a thoroegimponents. The mean value of tRefactor along the corridor
analysis of the IRs, it has been found that contributions with 0.32 for the copolar measurements and 0.23 for the crosspolar
close delays cannot be resolved and interfere, giving rise bathes, so the relative contribution of the direct componentis more
to a fast spatial variation of some IR and PDP components asignificant in the copolar IR.

to the oscillation of the delay parameters with the distance be-The linear dependency between both delay parameters
tween antennas. It should be noted that no averaging of seveat be measured by their correlation coefficients. These
squared envelopes of the impulse responses is performed e been calculated and are listed in Table Il. The high
cause the effect of fast variation is also an issue of study. Thigrrelation values suggest that a linear relation in the form
explains the fluctuations that the estimated mean delays and rms;[NS] = amean[NS] — & can model the dependence between
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Fig. 6. RMS delay versus mean delay in the corridor: measured data, linear fit, and 90% confidence interval. (a) Copolar and (b) crosspolar component.
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Fig. 7. Mean delay and rms delay versus transmitter—receiver separation in the PC laboratory. (a) Copolar and (b) crosspolar component.
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Fig. 8. Rms delay versus mean delay in the PC laboratory: measured data, linear fit, and 90% confidence interval. (a) Copolar and (b) crossgaiar compon
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Fig. 9. Mean delay and rms delay versus transmitter—receiver separation in the electronics laboratory. (a) Copolar and (b) crosspolar component.
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TABLE I
a AND b PARAMETERS, CORRELATION FACTOR, CONFIDENCE INTERVAL, AND LMS ERROR FROM THETms VERSUSTcan LINEAR FIT

CORRIDOR PC LABORATORY ELECTRONICS
LABORATORY
Component Copolar Crosspolar Copolar Crosspolar Copolar  Crosspolar
Correlation factor 0.58 0.15 0.74 0.73 0.67 0.63
a 0.13 0.03 0.15 0.18 0.88 047
b (ns) -6.82 -13.05 -4.11 -6.97 19.68 0.35
90% confidence interval (ns) 1323 +4.17 0227 +3.78 +2.29 +3.82
LMS error 0.182 0.175 0.199 0.176 0.152 0.186

Tmean ANdTrs. The results of a linear fit to the measured data For the three environments considered, it has been found that
are presented in Figs. 6, 8, and 10 and in Table Il, including,.., and.,, are high correlated. It should be noted that both
the values of parametersand b, the confidence interval for parameters are calculated from the same impulse response and
90% of the data, and the LMS error of the fit. The goodness thifat both may have a dependence on a third common variable
the linear fit has been confirmed by a Kolmogorov—Smirnathat is the Tx—Rx separation. Again, the presence of a domi-
test [17], which shows that the residuals follow a Gaussiarant component in the copolar IRs makes the linear dependence
distribution. stronger for this component than for the crosspolar one.
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. , _ Normalisad Comelation Punction . B, values depicted in Fig. 12 have been compared.tQ

L values plotted in Fig. 4. This is done in Fig. 13, where the pairs
08 "'\\._ ] (Tems, B.) measured at each position in the corridor have been
ol 1 | plotted. Plots of the pairr,,s, B.) obtained in the PC labora-
1 tory and in the electronics laboratory are presented in Figs. 14
AN 1 and 15.
osk i A relation of the formB, = C72, whereB, is expressed

\\\.\ in [MHz] and 7.5 in [ns] [6], has been considered. In order
osr N SR 1 to fit the curve B, = C7.2, a log—log transformation of the

ms?

04l \ AN 7 i pairs (7ms, B.) is performed so the relation becomes linear.
S N \ Then a regression line is fitted to the scatter plot of pairs
- N 1 (In(7mms), In(B.)). The results of the fit are given in Table Il
N } and Figs. 13-15.
\ The lower bound forB,. given in [5] has been reported in
o1 \'\\,: 1 Figs. 13-15 for comparison purposes. It is observed that most
s ‘ . =t of the pairs(7.ms, Bo.g) are located above this curve. How-
° ey ton i 0 P "™ ever, for shorter values of,,., there are some pairs below the
lower bound. Lower values af,,,; correspond to shorter sep-
Fig. 11. Frequency correlation function at four different measurement poingrations between antennas. In this situation, the mean signal
Copolar component. value changes rapidly and the wide-sense-stationary property
assumed in [5] for the lower bound calculation is not verified.
The values forC' and 3, are lower than those found in [6],
The frequency correlation function is shown in Fig. 11 at fouvhere a different frequency band (900-1100 MHz) and correla-
different positions along the corridor. As expected [2], [3], thtion level (0.5) have been considered. In the corridor and in the
correlation decreases when increasing the frequency separaB@hlaboratory, values gf are around 0.5 for the copolar com-
and, due to the limited frequency band of the measurement, fainent and around 0.6 for the crosspolar one. In the electronics
to zero for a separation of 392 MHz. It can also be seen that fladoratory, shorter values ¢f have been obtained. Due to the
decrease is not monotonous because the presence of signifidgpendence of..,,. and5. on the IR shape, the crosspolar com-
multipath in the radio channel produces an oscillation on ti@nent presents a larger decaying slope than the copolar one.
general trend of the curve [2], [4], [18].
Once the correlation function is obtained and a correlation
level ¢ is given, B, can be estimated. At each antenna position VII. CONCLUSION
along the corridor, the coherence bandwidth for a correlation
level of 0.9 has been calculated. The results are plotted as dhe radio channel has been investigated in the 470-862
function of the antennas separation in Fig. 12 for copolar aiHz band in three different indoor environments. A combined
crosspolar components. The coherence bandwidth is larger fagthod is presented in order to filter noise from the frequency
the copolar component. This is consistent with thg, results response. With this method, more accurate estimations of
and the inverse relation between these two parameters. As hap=n and s can be calculated. The effect of four different
pens with the rms delay spread, some oscillations are superfrequency windows on the results has been analyzed. In gen-
posed to the mean coherence bandwidth. It was explained befer@l, windows with lower SLLs lead to larger valuesmQf.an
that these oscillations are caused by the multipath propagat@nd ... The Blackman—Harris window yields more accurate
and the absence of a spatial averaging. estimations and larger values of the delay parameters than other
The relation betweem,. andr,,,, has been long investigated.windows.
As a result of some experimental studies, Gans [19] proposed d'he variation Ofry,ean andrms With the antennas separation
relation of the formB,. = 1/(« - 7o), Wherea ranged from has been presented. As the receiver antenna is separated from
six to ten depending on the shape of the PDP. In Jakes [2], dba transmitter antenna, the amplitudes of the reflected signal
result of a theoretical analysis of exponentially decaying poweglative to the direct path become larger, which results in the in-
delay profiles, a value af = 27 was found. The inverse modelcrease 0f,ean andr.,,s. Due to the fact that the copolar com-
is also proposed in [7], withe = 1/0.15. In [16], for an indoor ponent contains the stronger contribution of the LoS wave, the
channel, it was found that could vary between small valuesvalues 0fryean andrms are lower for the copolar than for the
and ten. Also in [16], larger values of are observed in ob- crosspolar component.
structed situations than in LoS situations. A study based on at has been demonstrated for the three environments that both
two-ray model of the impulse response [18] supports the mogerameters exhibit a high correlation and a linear dependence.
B, = 1/(c-1ems), With a value ofx = 6. Other models used to In all the cases, the correlation and the linear dependence are
characterize the relation betweeg,; and B.. can be found in higher for the copolar than for the crosspolar component. The
[6], where, based on the results of a measurement campaignpgeelation is also higher in the laboratories than in the corridor.
relation of the formB, = C7_.7 isused, orin [5], where alower The linear fits have positive slopes that vary with the environ-

rms

bound of the formB, > (27 7.1,s) ~* arccos (c) is derived. ment and the polarization component considered.

03F

02

VI. DELAY SPREAD AND COHERENCEBANDWIDTH
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Fig.15. Coherence bandwidth atlevel 0.9 versus the separation between the transmitter and the receiver in the electronics laboratory.fd)Qapoksolar

component.

TABLE Il
PARAMETERS C' AND /3, CONFIDENCE INTERVAL, AND LMS ERROR FROM THEB. VERSUST,,. FIT

CORRIDOR PC LABORATORY ELECTRONICS
LABORATORY
Component Copolar Crosspolar Copolar Crosspolar Copolar  Crosspolar
C 30.92 40.88 29.87 39.97 19.38 23.81
B 051 0.64 0.45 0.60 0.30 0.43
90% confidence interval (MHz) +2.06 +1.19 +3.32 +1.62 +2.04 +1.53
LMS error 0.133 0.099 0.148 0.101 0.119 0.115

The coherence bandwidth for a correlation level of 0.9 hasis]

been calculated for each of the antenna positions along the cor-

ridor. It has been confirmed that an inverse relation betwgen

9]

and .55 exists. The results of the fit of the relation with the [10]

form B. = %

rms

are presented. Measurements are also com-
pared with the lower bound given in [5]. The differences in the[11

results for both polarization components are due to the different

shape of the IRs.
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