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#### Abstract

Summary This paper deals with path map generation of an unknown environment by an autonomous vehicle using a proposed trapezoidal approximation of road boundary. Radon transform is used to extract the road boundaries. At first, blind map of the unknown environment is generated in a computer. Image of the unknown environment is captured by the vehicle and sent to the computer using RF transmitter module. The image is pre-processed and the road boundaries are detected using the trapezoidal approximation algorithm and blind map is updated with road positions.
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## 1. Introduction

This paper is related to the map generation of the roads of an unknown environment and finding shortest path in the between two points using a self guided vehicle. Various methods are proposed in the past for road detection. A single camera with Conic Projection Sensor System has been used in [1], while a two camera system has been used in [2] to get real-time images and the 3-D perspective is removed for vehicle guidance. In [3], Hough Transform has been used to extract 3-D road boundaries in the images coming from a stereo-vision system. Geometrical features are used in [4] to find road boundaries. A multi order line segment description of the road boundary has been achieved through a statistical test, in [5]. In [6], low level structures are extracted via a non-linear transform and it proposes an algorithm for segmentation of images at multiple scales. In [7], a fast edge detection method is proposed. Also different techniques of vehicle guidance system in detected road are proposed in the past [8-13]. In our paper, a different technique is used. We have used a vehicle which is self controlled by detected road parameters. A wireless video camera is installed on the robot which takes the front view video of the robot and transmits it back to a PC. In the PC the video is analyzed to detect the road. At first, the vehicle moves from the source through the unknown environment having approximated boundary. The unknown environment is
modeled using a base matrix. Image frames are extracted from the video, converted to grayscale image and noise is reduced by using a $3 \times 3$ median filter [14]. This image is converted into binary image. By applying appropriate area threshold, only the road area is kept in the binary image. Then the edge is detected using Sobel method followed by detection of the continuous straight lines and curves of the edges using Hough transform [15]. Then we approximated a trapezium section of the road having defined length. The vehicle then moves through the trapezium and reaches the next approximated trapezium having a tilt angle with the previous one. According to the distances moved by the vehicle and corresponding tilt angles, the base matrix is updated. As the vehicle explores all possible roads of the unknown environment, the complete map of the unknown environment is finally obtained from the base matrix.
To avoid collision with any obstacle of the environment, an IR based obstacle detector is used [20]. As the vehicle can move in the environment without any collision, it can generate the complete map of the environment for subsequent shortest path estimation. For this obstacle detection system, Infra-red light is emitted from the IRLED and if there is any obstacle nearby then the light will be reflected and picking up the reflected signal, an IR-light detector module will relay the signal to the microcontroller to take the decision to control the vehicle movement.


Fig. 1. Block diagram representation of proposed system
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## 2. Data Set

We first of all make the analysis of all the data concerned with the vehicle like its motion, dimension, decision and detected road through which it is moving. We need following two data matrixes to represent all those data,

1. Blind matrix
2. Progression matrix

The constant terms used throughout this paper are as followed,
The units which will be constant throughout the paper is, $U N I T=1 \mathrm{~cm}$. The environment will be represented by four states - SOURCE = "*", DESTINATION = "\#", $U N K N O W N="-$ " and $R O A D=" 1$ ".

### 2.1 Base Matrix

Every point of the Environment where this vehicle will work is represented as Base matrix set in terms of X and Y Coordinates. Initially all the points of Base Set will be set to "-" except "*" and "\#". As the vehicle moves through the road and generates Progression Set, those data will be converted into X and Y coordinates values starting from "*" and each detected road coordinate will be marked as " 1 " in the Blind set. When the robot will proceed through the detected path, the rotation of the stepper motor of the driving wheel will give the distance moved. As it will face a division of the road, it will go through one path and will save another uninvestigated path position to detect on next stage. From the rotation of the stepper motor of the steering, the rotation angle of the robot will be found hence the accurate road position which will be used to update corresponding blind matrix position with " 1 ".

### 2.2 Progression Matrix

Initially the vehicle will move from the source to destination by detecting the unknown road. Each time, a segment of the road having length $l$ will be selected through which the vehicle will move and will enter into the next segment having a tilt angle with the previous segment. Every tilt angle is stored in Progression matrix.

## 3. Map Generation

Path map of an unknown environment is generated by the vehicle as it moves along the road with and creates a database of the motion. The movement has the memory of order 1, i.e. the next step of the decision is based upon the last one. The path is assumed to be consisting of very small linear approximated segment of length $l$. The vehicle
advances $l$ which is calculated from the image sequence taken at every decision moment ' $t i_{i}$.
With edge detection algorithms even road edges can be extracted from the image of unknown environment. However, it is difficult to do so when the road surface is not homogeneous. These inhomogeneities appear as noise while finding the edges. In order to eliminate them, we ran a Median filtering [21] on the road image. Let the image be represented as $I(x, y)$, with $x$ and $y$ being the two coordinate directions. Median filter can be represented as,

$$
\begin{equation*}
v(m, n)=\operatorname{median}\{I(m-\mathrm{k}, n-1),(\mathrm{k}, 1) \in W\} \tag{1}
\end{equation*}
$$

Where, W is a suitably chosen window.
The median filtered image is then converted into binary image where only the road, plants having significant color discontinuity and sky areas are detected. The camera is positioned in such way on the vehicle that the area of the road is greatest on the binary image. Using the road area as threshold, we eliminated all other smaller detected areas as,
$\sum I_{\text {ROAD }}(x, y)>\sum I_{S K Y}(x, y), \sum I_{\text {PLANT }}(x, y)$

Sobel filter [22], are used for boundary extraction. Performances of both the filters are almost similar. The output image after boundary extraction is represented as:

$$
\begin{equation*}
E(x, y)=I(x, y) \times h(x, y) \tag{3}
\end{equation*}
$$

Where, $E(x, y)$ is the image data containing extracted edge, $I(x, y)$ is the area thresholded binary image data, $h(x, y)$ is the filter matrix.
To apply our proposed trapezium approximation method for road segmentation, we need straight road boundaries. Analytical detection of parameterized geometrical primitives like lines, circles and ellipses, can be done by Radon transform[23] [24]. The Radon transform of a function $f(x, y)$ is defined as the integral along a straight line defined by its distance from the origin and its angle of inclination , a definition very close to that of the Hough transform. Suppose a 2-D function $f(x, y)$ (Fig. 2). Integrating along the line, whose normal vector is in $\theta$ direction, results in the $g(s, \theta)$ function which is the projection of the 2D function $f(x, y)$ on the axis $s$ of $\theta$ direction. When $s$ is zero, the $g$ function has the value $g(0, \theta)$ which is obtained by the integration along the line passing the origin of $(x, y)$-coordinate. The
points on the line whose normal vector is in $\theta$ direction and passes the origin of $(x, y)$-coordinate satisfy the equation:

$$
\begin{align*}
& \frac{y}{x}=\tan \left(\theta+\frac{\pi}{2}\right)=\frac{-\cos \theta}{\sin \theta}  \tag{4}\\
& \text { Or, } x \cos \theta+y \sin \theta=0 \tag{5}
\end{align*}
$$



Fig. 2 The Radon Transform computation.
The integration along the line whose normal vector is in $\theta$ direction and that passes the origin of $(x, y)$ coordinate means the integration of $f(x, y)$ only at the points satisfying the previous equation. With the help of the Dirac function $-\delta$, which is zero for every argument except to 0 and its integral is one, $g(0, \theta)$ is expressed as:

$$
\begin{equation*}
g(0, \theta)=\iint f(x, y) \cdot \delta(x \cos \theta+y \sin \theta) d x d y \tag{6}
\end{equation*}
$$

Similarly, the line with normal vector in $\theta$ direction and distance $s$ from the origin is satisfying the following equation:

$$
\begin{gather*}
(x-s \cdot \cos \theta) \cdot \cos \theta+(y-s \cdot \sin \theta) \cdot \sin \theta=0  \tag{7}\\
\text { or, } x \cos \theta+y \sin \theta-s=0 \tag{8}
\end{gather*}
$$

So the general equation of the Radon transformation is acquired:

$$
\begin{equation*}
g(s, \theta)=\iint f(x, y) \cdot \delta(x \cos \theta+y \sin \theta-s) d x d y \tag{9}
\end{equation*}
$$

Like in the Hough transform, the Radon operator maps the spatial domain ( $\mathrm{x}, \mathrm{y}$ ) to the projection domain ( $s, \theta$ ), in which each point corresponds to a straight line in the spatial domain. Using this property, we used Radon transform for detecting straight lines describing the road boundaries in the edge detected binary image. To move along the detected road, rotation angle is what we required. For this, we have taken a precise portion from the
processed image of particular length $l$. Road view is then approximated as trapezium.


Fig. 3. Linear straight line approximation of road boundaries.
In the Fig. 3, $a d a^{\prime}$ and $b c b^{\prime}$ are the road boundaries. The precise portion we take for the consideration is the trapezium $a b c d$. The direction vector for the motion of the robot is given by the vector indicated by $m n$ and the angle to be rotate is the angle between $m n$ and the normal drawn at the point ' $m$ '. With the constant distance $l$ and angle, the vehicle will be guided through the path. And according to the movement, the corresponding map will be generated in the remote computer.


Fig. 4. (a) Original image, (b) Gray scale image, (c) Median filtered image, (d) Binary image, (e) Area thresholded image, (f) Edge detected image, (g) Detected straight line by Radon transform, (h) Trapezoidal approximation, (i) Radon transformation space for straight line detection.

When the trapezium is available from the road image, we can extract the decision parameter for the vehicle movement according to the following geometrical analysis:


Fig. 5. Calculation of the decision parameter for the vehicle movement.
At Fig. 5. two consecutive road frame are placed together to make the analysis. The trapezium $a b c d$ represent the the road segment at time ' $t$ ' and $a$ ' $b$ ' $c$ ' $d$ ' represents for time ' $t+1$ '.'r' and ' $c$ ' denotes the row and column number of the image matrix. For $t$ time frame the angular motion towards mnn' can be derived from the ' $m$ ' and ' $n$ ' pixels row and column position ( $r_{t, 1}, c_{t, 1}$ ) and ( $r_{t, 2}, c_{t, 2}$ ) according to below relation

$$
\begin{equation*}
\theta_{t}=90-\tan ^{-1}\left(\frac{r_{t, 2}-r_{t, 1}}{c_{t, 2}-c_{t, 1}}\right) \tag{10}
\end{equation*}
$$

Where, $\theta_{t}$ is the angle of the rotation. As the length to be advance is already predefined and fixed so no further calculation is required for the wheel motion of the vehicle. Similarly after the completion of the auto generated command for the time frame ' $t$ ', the next road frame for the decision moment of $t+l$ will be like the trapezium $a^{\prime} b^{\prime} c^{\prime} d$ ' and the angle to be rotated will be equal to

$$
\begin{equation*}
\theta_{t+1}=90-\tan ^{-1}\left(\frac{r_{t+1,2}-r_{t+1,1}}{c_{t+1,2}-c_{t+1,1}}\right) \tag{11}
\end{equation*}
$$



Fig. 6. Calculation of the value of Progression matrix.

At every decision moment we have the angle at which a straight line of length $l$ will tilted. Along this line of movement, the map initiated in the base matrix will be updated with " 1 " values.
Say the current position of the robot in XY coordinate is $\left(\mathrm{x}_{\mathrm{i}}, \mathrm{y}_{\mathrm{i}}\right)$ and we assume it to be in $\left(\mathrm{x}_{\mathrm{i}+1}, \mathrm{y}_{\mathrm{i}+1}\right)$ position after the current movement. So to generate the map we need to find the values of $\left(\mathrm{x}_{\mathrm{i}+1}, \mathrm{y}_{\mathrm{i}+1}\right)$ while the $\left(\mathrm{x}_{\mathrm{i}}, \mathrm{y}_{\mathrm{i}}\right)$ is already known. And for these two unknown variables we can use the following two equations.

$$
\begin{gather*}
\sqrt{\left(\left(x_{i+1}-x_{i}\right)^{2}+\left(y_{i+1}-y_{i}\right)^{2}\right.}=l  \tag{12}\\
\frac{y_{i+1}-y_{i}}{x_{i+1}-x_{i}}=\tan \left(90-\theta_{i}\right) \tag{13}
\end{gather*}
$$

Along the line bounded by $\left(\mathrm{x}_{\mathrm{i}}, \mathrm{y}_{\mathrm{i}}\right)$ and $\left(\mathrm{X}_{\mathrm{i}+1}, \mathrm{y}_{\mathrm{i}+1}\right)$ the corresponding pixels of the base matrix will be updated as 1. So while the robot reaches to its destination it will be automatically leaving its history of movement which is basically the path along which it explored.
This generated map of the unknown environment ultimately would be useful for later purposes like finding the shortest path.

## 4. Obstacle Detection

In the obstacle detection system, one microcontroller is used to generate a 50 Hz pulse signal that is to be sent by the Infra-red LED. Another microcontroller was programmed to generate 38 kHz carrier signal. These two signals were modulated using an AND gate and then amplified using an 8050 transistor and finally sent through an IR-LED. If there is any obstacle then the signal will reflect back to the receiving module of the sensor. At the receiving side, the IR receiver module picks up the 38 kHz modulated signal and then demodulates it, to give the original 50 Hz signal to another microcontroller. This microcontroller then matches the received signal with the sent signal. If the microcontroller can match the received signal with the sent signal then it takes the decision that there is an obstacle. Then necessary decisions are taken and control signal is sent to the motor driver and which moves the vehicle in such a way that the obstacle is avoided. In the obstacle detection system, two sensors are used for the left side and right side of the vehicle. If any obstacle is detected at the left side, then the robot will move to the right and if the obstacle is at right then the robot will move to the left. And if both the sensors detect obstacles then the robot will move backward.
The block diagram of the obstacle detection system is shown bellow,


Fig. 7 Block diagram of the obstacle detection system- (a) Transmitter unit, (b) Receiver unit.

## 5. Hardware Implementation

The project was implemented on a mobile robot vehicle platform called MORPHEOUS [20]. This platform was driven by two stepper motors 12 V 0.12 Kwatt each. The microcontroller used is PIC 16F84A. A CCD camera was mounted on the mobile robot platform, and an analog output was connected to the UHF Audio/Video Transmitter unit. While the RS232 RF receiver module
connected to a PIC 16F84A I/O ports was used as remote controller.

(a)

(b)

Fig. 8. Block diagram of (a) Vehicle hardware (b) PC hardware
The wireless video system used a 2.4 GHz carrier frequency and does not interfere with the RS232 RF data module transmission due to different carrier frequencies. Analog video images from the receiver unit then connected to the USB video frame grabber. After the images were received into the computer, map is generated and shortest path position is sent via RS232 serial port COM1 to an RS232 RF transmitter unit as a command to the vehicle.

## 6. Result

Initially the boundary of the unknown environment, source position and destination is specified to generate the blind matrix. Then the vehicle will start exploring all the connected roads and the map will be generated accordingly by the proposed trapezoidal approximation method. A typical generated map using MORPHEOUS robot vehicle platform is shown bellow,


Fig. 7. Generated map of the unknown environment.

## 7. Conclusion

In this paper we have applied Radon transform for road boundary detection which is used later on to generate the map of an unknown area. As the vehicle initially explores all possible road branches, so the complete map of the environment is generated. Later the tilt angle of the road is calculated for the vehicle to move. During the whole process, the vehicle can operate independently avoiding all obstacles and practically it is implemented using MORPHEOUS mobile robot test platform. Practically, the proposed algorithm generates map with $90 \%$ accurate road position. An experimental result is also shown in the result section of this paper.
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