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Abstract 

Since the seventies, positron emission tomography (PET) has become an invaluable medical 
molecular imaging modality with an unprecedented sensitivity at the picomolar level, 
especially for cancer diagnosis and the monitoring of its response to therapy. More recently, 
its combination with X-ray computed tomography (CT) or magnetic resonance (MR) has 
added high precision anatomic information in fused PET/CT and PET/MR images, thus 
compensating for the modest intrinsic spatial resolution of PET. Nevertheless, a number of 
medical challenges call for further improvements in PET sensitivity. These concern in 
particular new treatment opportunities in the context personalized (also called precision) 
medicine, such as the need to dynamically track a small number of cells in cancer 
immunotherapy or stem cells for tissue repair procedures. A better signal-to-noise ratio (SNR) 
in the image would allow detecting smaller size tumours together with a better staging of the 
patients, thus increasing the chances of putting cancer in complete remission. Moreover, there 
is an increasing demand for reducing the radioactive doses injected to the patients without 
impairing image quality.  
There are three ways to improve PET scanner sensitivity: improving detector efficiency, 
increasing geometrical acceptance of the imaging device and pushing the timing performance 
of the detectors. Currently, some pre-localization of the electron-positron annihilation along a 
line-of-response (LOR) given by the detection of a pair of annihilation photons is provided by 
the detection of the time difference between the two photons, also known as the time-of-flight 
(TOF) difference of the photons, whose accuracy is given by the coincidence time resolution 
(CTR). A CTR of about 10 picoseconds FWHM will ultimately allow to obtain a direct 3D 
volume representation of the activity distribution of a positron emitting radiopharmaceutical, 
at the millimetre level, thus introducing a quantum leap in PET imaging and quantification 
and fostering more frequent use of 11C radiopharmaceuticals. 
The present roadmap article toward the advent of 10 ps TOF-PET addresses the status and 
current/future challenges along the development of TOF-PET with the objective to reach this 
mythic 10 ps frontier that will open the door to real-time volume imaging virtually without 
tomographic inversion. The medical impact and prospects to achieve this technological 
revolution from the detection and image reconstruction point-of-views, together with a few 
perspectives beyond the TOF-PET application are discussed. 
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A. Introduction 

Paul Lecoq and Christian Morel 
 
Since the seventies, positron emission tomography (PET) has become an invaluable medical 
molecular imaging modality, especially for cancer diagnosis and the monitoring of its 
response to therapy and more recently in direct combination with X-ray computed 
tomography (CT) or magnetic resonance (MR). With a sensitivity at the pico-molar (10–12) 
level, PET is presently the most sensitive molecular imaging modality, allowing dynamic, 
quantitative studies of the contribution of different molecular pathways to metabolic 
processes involved in a patient and the way they are affected by diseases. This makes PET an 
invaluable tool for diagnostic of diseases, monitoring of patient treatment and drug 
development.  
However, a number of medical challenges call for further improvements in PET sensitivity. 
These concern in particular new treatment opportunities in the context personalized (also 
called precision) medicine, the rapid development of immunotherapy and stem cell-based 
tissue repair procedures, which require in vivo tracking of a small number of cells to follow 
quantitatively and dynamically their bio-distribution, differentiation and activity in the 
patient. A better signal-to-noise ratio (SNR) in the image would allow detecting smaller size 
tumours together with a better staging of the patients, thus increasing the chances of putting 
cancer in complete remission. The corresponding gain in effective sensitivity would also 
allow extending the scan duration over more radiotracer half-lives for the same injected dose, 
which would be particularly relevant for slow tracer kinetics studies, such as brain 
examinations with 11C and immunotherapy studies with 89Zr. Moreover, there is an increasing 
demand for reducing the radioactive doses injected to the patients without impairing image 
quality. A dose reduction by one order of magnitude would allow extending PET protocols 
much beyond cancer diagnosis, such as inflammation, cardio-vascular diseases, sepsis and 
infectious diseases, just to cite a few. Scans over more radiotracer half-lives would improve 
the potential of pharmaco-dynamic and bio-distribution studies. Most importantly, a 
significant dose reduction would potentiate PET protocols for new categories of patients in 
the paediatric, neonatal and even prenatal domains. 
Actually, there are three ways to improve the sensitivity of PET scanners, each of them 
generating an intense R&D effort by a number of research groups all over the world: 
 
1. Improving detector efficiency 
The working principle of PET is based on the detection in coincidence of two 511 keV -rays 
resulting from the annihilation of an atomic electron with the positron that is emitted by the 
radioactive isotope labelling the biomarker injected to the patient. The PET sensitivity is 
directly related to the detection efficiency of these -rays. The detection chain comprises 
generally a scintillator crystal, which converts the energy of the -rays into scintillation light, 
a photo-detector, which transforms the scintillation light into an electronic signal, and a 
readout electronic circuit. The rapid development of solid-state photodetectors, such as 
avalanche photodiodes (APDs) and silicon photomultipliers (SiPMs), customised in different 
sizes, packaging and large size matrices opens new ways to design more compact detector 
modules, minimizing the gaps between the crystals, or even suppressing those with the 
monolithic block detector concept. 
 
2. Increasing geometrical acceptance 
For obvious economic reasons, the axial length of commercial PET scanners is presently 
limited to 20-30 cm, which severely limits the sensitivity (number of recorded -rays 
coincidences relative to the activity in the patient) because of the limited geometrical 



 5 

acceptance relative to the isotropic emission of electronically collimated annihilation -ray 
pairs. 
Extending the axial length of the scanner to 2 m is the goal of the EXPLORER project, 
proposed and led by UC Davis [1], [2] and funded by the NIH in the USA. This “total-body” 
PET scanner records 40 times more events than a state-of-the-art scanner, which translates to 
an increase in sensitivity by a factor of 4-5 for a single organ, but up to 40 for a total body 
scan, with all the potentialities in terms of SNR improvement and dose reduction previously 
described. Of note, 1-m long PET scanner would already significantly increase sensitivity as 
compared to today’s PET and this road might be followed by the industry as an alternative to 
the very expensive total-body PET scanners. 
 
3. Pushing time-of-flight performance 
The third approach to improve PET performance makes use of time-of-flight techniques. It is 
not competing with the two other approaches and can, on the contrary, be combined to them 
in order to further improve PET effective sensitivity.  
 
The localization of the emission point of an annihilation pair along the line-of-response 
(LOR) defined by the nearly coincident detection of a pair of annihilation -rays depends on 
the detection time difference between the two annihilation photons, also known as the time-
of-flight (TOF) difference of the photons, whose accuracy is given by the coincidence time 
resolution (CTR) of the detection chain. It can be shown that this additional information 
allows reducing the noise variance associated to the 3D-PET ill-posed tomographic inversion 
problem by a factor proportional to the CTR reduction [3], [4]: 
 ( 𝑆𝑁𝑅𝑇𝑂𝐹𝑆𝑁𝑅𝑛𝑜𝑛𝑇𝑂𝐹)2 = 2𝐷𝑐 × 𝐶𝑇𝑅 

 
where 𝐷 is the diameter of the object to be imaged and 𝑐 is the speed of light. 
Modern commercial PET scanners have introduced TOF techniques at a CTR performance 
level of 500 ps, and very recently 214 ps with the Biograph Vision scanner from Siemens [5]. 
This translates to an improvement in the image SNR of 2.3 and 3.5 respectively. 
Recently it has been proposed to study if the 10 ps CTR limit could be considered as an 
ambitious, but realistic target for the future [6]. With a gain by more than an order of 
magnitude (16) in SNR as compared to non TOF PET, the overall performance gain would 
be similar to the EXPLORER one. Moreover, taking-into-account the speed of light, which is 
approximately 30 cm/ns, a CTR better than 10 ps (FWHM), corresponding to a spatial 
resolution on the annihilation position better than 1.5 mm along the LOR, will ultimately 
allow to get a direct 3D volume representation of the estimated activity distribution of a 
positron emitting radiopharmaceutical, at the 1.5 mm level and virtually without the need for 
tomographic inversion, thus introducing a quantum leap in PET imaging and quantification. 
Preliminary studies [6] have not permitted to identify physical showstoppers, which could 
compromise this very ambitious objective. Moreover, a number of disruptive technologies are 
presently being developed in other scientific and application areas, having the potential to 
realise breakthroughs in the performance of all the components of the detection chain. 
On the basis of these observations, the Crystal Clear collaboration [7] has proposed to launch 
a challenge on 10 ps CTR TOF-PET [8] while creating incentives to motivate the largest 
number of researchers and to shorten the path towards this very challenging, but very 
rewarding goal. 
The present paper aims at establishing a roadmap towards this objective, through the opinion 
of renowned experts in the different scientific and technical fields that will require a major 
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step in performance to reach a 10 ps (FWHM) CTR resolution for TOF-PET. 
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B. Medical impact 

B1. Clinical and research impact of 10 ps time-of-flight (TOF)-PET 

John O Prior 

I. Status 

1. The road from the current state-of-the-art TOF of 214 ps down to 10 ps 
Recently, faster PET scanners with 214 ps TOF resolution have been commercially available 
[1] and the clinical translation of this innovation only starts to be seized. As in the transition 
in PET detectors from conventional, analogic photomultipliers to fully-digital detectors 
(silicon photomultipliers or SiPM), the higher contrast lesion or normal FDG-positive 
structures is much enhanced [2]. The same contrast improvement phenomenon was also 
observed when reducing the TOF resolution from 350-500 ps towards 200 ps. In fact, the 
structures with less FDG uptake (e.g. the white matter in the brain or the normal bone matrix) 
appear considerably “whiter” than before. This opens new detection possibilities of previously 
not measurable low-contrast biological phenomenon. To seize the improvement in image 
quality and lesion detectability brought about by a change in technology such as switching 
from conventional PET/CT to digital PET/CT, it was recently shown at the Hospital de la 
Santa Creu i Sant Pau in Barcelona that 54 % of the 83 patients benefited from this change. 
Furthermore, the digital system detected more lesions in 27 % of the patients with all 
additional lesions measuring <10 mm [3]. Thus, it is expected that a 10 ps TOF PET/CT 
scanner would have commensurate further improvements for lesion detectability in clinical 
practice, especially for small-size disease, which is very likely to change patient management, 
if it shows disease extension that would have been missed with regular PET/CT scanners. It 
would also improve therapy response, for instance in head and neck tumours, even shortly 
after therapy initiation [4]. 
 
2. Medical benefits of an improved 10 ps TOF PET 
The improved spatial resolution along the line-of-response would bring reconstruction-less 
imaging, allowing totally new applications (see below B1.f.), as well as corresponding 
improvements in overall lesion detectability, resolution and effective sensitivity. The gain in 
performance has already been described before [5-7] and can be used for: (1) reducing the 
injected activity with many advantages, such as decreasing not only the patient dose, but also 
the dose to medical professionals and the public (co-workers of family of the patients 
returning to work or home after their PET examination); or for (2) decreasing scan time.  

II. Current and future challenges 
1. New frontier in the detection of low-contrast phenomenon 
The improved TOF resolution would allow making more precisely the difference between no 
activity vs. minimal pathological activity. This opens novel applications for molecular 
imaging of very early phenomenon with greater detection sensitivity. Such phenomenon of 
interest could be early apoptosis (an energy-dependent, genetically controlled process, also 
called programmed cell-death). It is implied in many physiological process such as organ 
development, tissue homeostasis and immune system regulation [8]. Diseases can also be 
caused when excessive apoptosis is triggered, such as in acute myocardial infarct, chronic 
heart failure, stroke, neuro-degeneration (Alzheimer or Parkinson’s disease) [8]. Lack of 
apoptosis can also lead to pathological states such excessive inflammation in autoimmune 
diseases (such as systemic lupus erythematosus or rheumatoid arthritis) or to tumour 
development [8]. Thus, improved detection of minimal apoptosis or lack thereof would allow 
scientists and clinicians with relevant information to develop new drugs or better follow and 
treat disease activity.  
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2. Image much longer with same injected activity 
With a much more sensitive scanner, it would become possible to image injected activities for 
a much longer time than ever before. For instance with the EXPLORER total-body PET/CT 
scanner, good quality images have been imaged up to 5 times the physical half-life of the 
radionuclide (>10 hours for F-18-FDG for instance) [6]. This would translate most likely in 
observation times up to a month with Zr-89 (physical half-life 3.27 days). Such application 
would require using strategies to enhance Zr-89-antibody stability without loss of antigen 
reactivity, such as using L-methionine buffer [9], otherwise the Zr-89 signal would not 
represent the expected target distribution. Also, in oncology, the patient will not go for a 
month without therapy. Thus, potentially interesting information could be obtained when 
therapy would be started a few days after the administration of radiopharmaceuticals, 
depending of the therapy effect and the elimination pathways. This has not been attempted so 
far and novel knowledge might result for measuring response and optimizing therapy. 
Also, the latest immunotherapies such as immune checkpoint inhibitors and cell-based 
therapies provide spectacular results and presently dominate the oncologic clinical 
development. For optimizing and developing such effective targeting, the capability to image 
over long period of time with longer-life isotopes would be helpful [10]. Likewise, as we 
deepen our understanding of tumour metabolism and microenvironment, there would be a 
need for observing these fundamental interaction longer with the wealth of existing and 
upcoming radiopharmaceuticals [11]. 
Another application of interest could be the use of dual-PET radioisotopes to perform only 
one acquisition to study two metabolic functions with two radiopharmaceuticals, for instance 
F-18-FDG metabolism co-injected with Cu-60-diacetyl-di(N4-methylthiosemicarbazone) 
(Cu-60-ATSM) for hypoxia [12]. 
 
3. Extended axial coverage with sparse detector design and reconstruction-less PET 
The 10 ps TOF PET could also participate to the design of extend axial field-of-view PET 
scanners without increasing the cost of scanner with the concept of sparse detectors [13]. It 
was already demonstrated in a study with digital PET/CT that reducing the number of 
detectors by 2 in the axial field-of-view without comprising image quality with a 
corresponding sensitivity reduction of 1/4th [13]. 
With the expected improved spatial resolution along the line-of-response, one could even 
imaging covering half-body or whole-body size (1 or 2 m, respectively) with the same 
number of detectors nowadays attributed to a regular 20 or 26 cm PET scanner using a sparse-
detector geometry. Thus, the price in crystals could substantially stay identical even though 
axial coverage would be tremendously extended ( 2–5). The main advantage of such a total-
body detector geometry would be the simplification of the patient bed and cost diminution 
with the advantage of having access to the whole patient at once, which would be ideal for 
dynamic parametric imaging, drug or biomarker development. Such applications have been 
already envisioned with the design and the first clinical images of the total-body PET 
(EXPLORER) scanner recently reported [6]. It would also make “total-body” applications 
possible, such as global atherosclerotic burden [14]. Another design benefiting from the better 
reconstructions even in case of partial ring geometry would be an “open” (2-plate) geometry 
for claustrophobic patients.  
The fact that reconstruction-less PET would be available would also render the reconstruction 
process much faster, allowing new applications such as stopping acquisition when the 
structure/organ/region of interest would have been imaged with enough accuracy by defining 
precise criteria (such as number of counts or noise variance in a given organ). This could open 
the way to new, speed-adaptive acquisitions in case of partial-body PET/CT coverage, where 
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the observed annihilation events could be accumulated in real-time to a specific region and 
thus decide when to move to the next body region.  

III. Concluding remarks 
Table 1 Summarises medical applications for an ultra-fast (10 ps) time-of-flight PET. With a 
several-orders-of-magnitude more sensitive PET/CT, novel medical applications can be 
envisioned. For instance, lung cancer screening, currently affected by a 96 % false-positive 
rate, could benefit from adding an ultra-low-dose PET/CT with only a fraction of a regular 
PET delivered dose.  
Other, non-fatal disease such as infectious disease detection and monitoring could be 
developed, for instance for tuberculosis. This infectious disease is highly prevalent in India, 
China, and South Africa, and is responsible for ten million new cases and about 1.8 million 
deaths in 2015 [15]. A promising antibody (3d29) labelled with I-124 could theoretically be 
used in humans for PET/CT imaging of chronic Mycobacterium tuberculosis infections, thus 
helping making the correct diagnosis and extent of the disease, as well as when it is safe to 
stop therapy [16]. The availability of similar radiopharmaceutical probes injected in a fraction 
of today’s activities would be useful for characterizing other infectious diseases such as HIV 
[17]. Likewise, psychiatric diseases could also benefit from ultra-low-dose imaging, such as 
monitoring response to therapy from major depressive or bi-polar disorders, or even screening 
for schizophrenia or neurodegenerative diseases using upcoming specific probes [18-20]. 
Also, there could be renewed interest into 11C-based radiopharmaceuticals, as they could lead 
to much increased observation times over many hours, which might be useful to overcome the 
present short 20 min half-life limitation. 
Finally, although paediatric nuclear medicine would benefit from dose reduction [21], early-
life PET could be of value if the radiation dose delivered by a PET/CT would be the 
equivalent of a few weeks of exposition to natural radioactivity. Many clinical research 
questions could be of value in the field of foetal growth and placental pathology, as well as 
obstructive uropathy, brain development, hypoxic insult, abnormal foetal motor behaviour 
and epilepsy, which could benefit from the latest development in molecular imaging, 
especially that percutaneous or minimal invasive foetal surgery has entered the clinical arena 
[22, 23].  
 

Table 1. Summary of medical applications for an ultra-fast (10 ps) time-of-flight PET. 
Properties Medical Field Advantages Medical applications examples 

Better image 
characteristics 

All Increased confidence in 
clinical diagnosis  

Better lesions detectability in 
small lesions 
Better image quality in large 
patients 
Better response detection during 
therapy 

Faster image 
reconstructions 

All Decide when the image 
contains enough counts 
before moving to the next 

Image count adaptive table speed 
for given image noise level 

Higher 
effective 
sensitivity 

All Injected activity 
reduction 

Allows to target new populations 
and non-fatal diseases 

Scan time reduction Ultra-fast imaging (reduce 
motions artefacts, such as 
breathing, gastrointestinal and 
cardiac motion) 

Longer observation time 
after injection 

Immuno-PET or image cell-
based therapy (newer 
radionuclides like 152Tb, 52Mn, 
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etc.) 
Renewed interest in 11C-based 
radiotracer because of increased 
observation time 

Total-body 
PET design 

All Whole-body fast 
pharmacokinetic 
measurement 

Pharmacokinetic studies for drug 
or novel biomarker development 

Reduction in cost for 
whole-body scanners 

Novel detector geometry (sparse 
total-body or “open” geometry 
for claustrophobic patients 

Novel Clinical 
Applications 

Immuno-PET 
(antibodies imaging) 

Imaging processes over 
longer time period 

Antibody targeting over longer 
period of time 

Cell-based therapy 
imaging 

Imaging processes over 
longer time period 

Cell homing and viability 

90Y therapies (radio-
embolization, 
peptide receptor 
radiation therapy) 

Faster 90Y post-therapy 
scanning 

Deliver an accurate dosimetry 
after 90Y therapy such as radio-
embolization or peptide receptor 
radiation therapy 

Lung cancer 
screening 

Decrease the high false-
positive rate from CT 

Faster response for suspicious 
lesion by probing metabolism 

Infectious disease 
imaging 

Low-dose imaging of 
chronic infection with 
high specificity 

Imaging chronic tuberculosis 
reactivation with high specificity 

Foetal imaging 
research 

Ultra-low-dose imaging Investigation of foetal and 
placental pathologies 

Psychiatric disease 
imaging and 
screening 

Low-dose imaging 
usually not achievable for 
non-oncologic diseases 

Schizophrenia screening, 
depressive disorders therapy 
response 

Dual-tracer PET 
acquisitions 

Reduced acquisition time 
and better colocalization 

Co-imaging of 18F-FDG and 
hypoxia with 60Cu in oncology or 
myocardial perfusion and 
hypoxia [12] 
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B. Medical impact 

B2. Innovation for dynamic imaging 

Dimitris Visvikis 

I. Status 

Dynamic imaging concerns the acquisition of data and/or corresponding image time series 
that can be used in combination with a kinetic model for the extraction of region of interest 
(ROI) based quantitative physiological parameters of interest. An alternative to the extraction 
of parameters based on ROI analysis and corresponding time activity curves (TACs) is the 
application of the kinetic model to all image voxels, a process known as parametric imaging 
[1]. Moreover, dynamic imaging can be also used within the context of reducing the errors 
associated with physiological (cardiac, respiratory) and/or involuntary patient motion during 
data acquisition [2]. Irrespective of the final objectives targeted, one of the major issues 
associated with dynamic imaging concerns the high noise levels present in the data or the 
corresponding reconstructed images. This is particularly the case for early time frames used in 
image-based input function recovery as well as in the case of single voxel TACs involved in 
parametric imaging. As a result, almost systematically the use of dynamic imaging for tracer 
kinetic studies involves some sort of noise reduction techniques, which in turn are always 
associated with variable levels of resolution loss and quantitative accuracy biases [1]. 

II. Current and future challenges 
In emission tomography dynamic imaging has for a long time being the playground of human 
brain research associated with specialized brain imaging devices [3], [4] and protocols [5], 
[6]. However, the limited clinical market for PET brain imaging relative to whole-body 
imaging has meant that such dedicated brain imaging devices have found limited clinical 
uptake. The improved effective sensitivity and associated contrast recovery provided by a 
10 ps based PET imaging device will have an enormous impact in bringing dynamic imaging 
to the forefront of clinical innovation for both brain and whole-body imaging using similar 
detection system architectures. This increase in sensitivity will in turn reduce the data/image 
noise levels and therefore the bias associated with kinetic model-based fitting of noisy 
datasets. This impact will be real for both ROI based kinetic modelling and voxel-wise 
parametric imaging. It should allow an associated improvement in the recovery of 
physiological parameters not previously recoverable due to the low statistical quality of the 
acquired datasets and the associated need to simplify kinetic models. The impact will be even 
larger in the case of whole-body imaging where the improved time resolution will allow a 
higher impact in contrast recovery and subsequent quantitative analysis. 
For the same injected dose, it should be feasible to extend the acquisition times beyond the 
“standard 60 minutes” acquisitions for short half-life isotopes such as 11C mostly used in 
brain radiotracer developments. The significance of this will be for the study of regions where 
tracer kinetics are slower and therefore binding equilibrium is reached much later than in 
regions characterized by faster tracer kinetics. Finally, the improved effective sensitivity 
derived by a temporal resolution of 10 ps can profoundly modify the current whole-body 
dynamic imaging protocols considering current axial field of view (20-26 cm) imaging 
devices. These protocols are currently hampered by long acquisition times [7]. These changes 
should potentially lead to clinically acceptable whole-body dynamic protocols. Such 
improvements will in turn enable the reconstruction of whole-body parametric images, which 
will allow access to new image derived biomarkers within the context of patient specific 
multi-parametric predictive and prognostic modelling. It is impossible to assess the potential 
clinical impact of using such new imaging biomarkers until they are fully exploited in 
appropriate patient populations. However, another exciting prospect is associated with the 
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potential of performing serial evaluations of the same patient given the potential of low dose 
dynamic whole-body imaging. This will allow to further investigate the temporal evolution of 
such image-derived biomarkers in clinical practice [8].  
As already mentioned above, dynamic motion synchronized PET acquisitions are also used in 
order to reduce the impact of organ physiological motion both in terms of qualitative and 
quantitative image accuracy. The use of these acquisitions leads to reduced count statistics in 
the reconstructed images hampering their clinical acceptability. As a result, it is necessary to 
subsequently perform some sort of motion modelling that in turn enables the usability of the 
whole dataset available throughout a motion average patient acquisition. These motion 
models are associated with variable levels of accuracy and recovery of patient specific 
features [9]. Within this context, the improved effective sensitivity resulting from the 
enhanced temporal resolution at 10 ps may be used in different fashions. On the one hand, 
sufficient signal to noise ratio improvements may lead to the introduction in clinical practice 
of breath-holding during PET acquisitions, a previously proposed concept which cannot be 
reliably implemented for all patients under current clinical acquisitions times [10]. On the 
other hand, given the expected enhancement in the reconstructed images, the individual 
reconstructed image frames may be of sufficiently high quality to allow their clinical 
exploitation without the need for complex motion modelling during the reconstruction 
process.  

III. Concluding remarks 
In all of the cases mentioned it will be necessary to consider the dynamic acquisitions within 
the new paradigm of “reconstruction-less” PET imaging given the fact that the uncertainty in 
positioning the annihilation event along a line of response will be < 2 mm. In other words, 
with such improved precision the physiological motion related impact in the overall image 
quality may be significant and as such the precision of the implemented dynamic motion 
synchronized acquisition protocols will most probably need to be revisited. Similarly, the 
incorporation of a kinetic model within the image reconstruction process as part of the 
parametric imaging paradigm will have to be reconsidered. 
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C. Detection of annihilation photons 

C1. Design criteria of the detection chain for 10 ps TOF-PET 

Stefan Gundacker 

I. Status 

This chapter defines the limits on timing resolution obtained in optimum laboratory 
conditions with the best scintillators and photodetectors currently used within PET scanners. 
It sets the design criteria for the different components of the detection chain to achieving 
prospectively a CTR of 10 ps FWHM and is based on a detailed simulation of the whole 
detection chain, as described in [Gundacker, 2013], as well as on a number of accurate 
laboratory measurements. The other Sections of Chapter C describe in more details some of 
the ongoing R&D efforts to introducing a quantum leap in the performance of the crystals, 
photodetectors and readout electronics, with the aim to pave the way towards 10 ps TOF-
PET. 
One of the key parameters in positron emission tomography (PET) is the detector and scanner 
sensitivity, which has to be as high as possible. This calls for detectors using dense, high Z 
materials with a high interaction probability of 511 keV gammas. A sketch of the PET 
detector is depicted in figure 1, consisting of three main blocks: scintillator, photo-detector in 
form of a silicon photomultiplier (SiPM) and front-end readout electronics. The main part is 
the heavy inorganic scintillator providing high interaction probability and photo-fraction, e.g. 

L(Y)SO, BGO, etc., which transforms the 511 keV gamma energy into optical photons, able 
to traverse the crystal due to a pronounced stokes-shift. The several steps of information 
transformation from gamma to optical photons and electrical signals inevitably introduces 
noise and time jitter. TOF-PET achieving 10 ps only can reveal its full potential if ways are 
found to integrate the detector in large systems consisting of thousands of channels. A 
standard detector approach is to use long aspect ratio crystals with about 2  2  20 mm3 up to 
6  6  20 mm3 size directly coupled to only one SiPM at the small face, which is considered 
in the following discussions. Nevertheless, in order to gauge the timing limits of the system, 
values with 3 mm long detectors will be presented as well. In PET applications, such short 
detectors could even be stacked to reach the needed PET sensitivity. 
 
1. Scintillator 
The long aspect ratio crystal dimension imposes inefficiencies in the light transfer of the 
generated optical photons and time smearing caused by the different photon paths, as the 
scintillation emission is isotropic. Additionally, the point of gamma conversion in the crystal, 
the depth-of-interaction (DOI), adds time smearing, because the scintillation photons travel 
with the speed of light divided by the crystal’s refractive index, and hence, are slower than the 
511 keV gammas. For 20 mm long crystals this mismatch equals a minimum time jitter of 
about 40 ps FWHM in PET and has to be corrected for, if 10 ps should be achieved. Further, 
the optical photons generated by the scintillation process have a certain time profile, with 
certain scintillation rise-times τr, decay times τd and intrinsic light yield (ILY). This imposes a 
theoretical best CTR possible, given by pure photo-statistics CTR2  τr  τd/ILY [Gundacker et 

al., 2016]. There are limits for improvements in the ILY given by energy conservation and in 
τd , by the transition matrix strength of the allowed transitions. Nowadays best inorganic 
scintillators emitting light in the visible range are not far to reach these limits and 
improvements over a factor of 10, necessary for 10 ps TOF-PET, are virtually impossible. In 
figure 2, a summary of the state-of-the-art timing measured with different scintillator 
materials is shown, readout by the best available SiPMs and high-frequency electronics. It can 
be seen that with nowadays technology CTRs of 30 ps FWHM are only achievable with fast 
plastic scintillators (unfortunately not suitable for PET because of their low 511 keV gamma 
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interaction probability), whereas inorganic scintillators perform worse with best values 
measured of 58 ps FWHM for 3 mm long crystals [Gundacker et al., 2019]. Even the 
promising fast cross-luminescence in BaF2 is not sufficient to achieve CTRs below 30 ps, 
neither if the vacuum ultraviolet (VUV) light could be detected with 59 % SiPM photon 
detection efficiency (PDE). It can as well be seen, that scintillation rise time and SiPM single 
photon time resolution (SPTR) affect the CTR equally and both have to be improved 
simultaneously. 
 

2. Photo-detector 
The emergence of solid state photo-detectors (SiPMs) was amongst others an important 
development which made it possible to build commercial PET machines with a CTR of 
214 ps (Siemens Biograph Vision) and in laboratory to even reach values of lower 100 ps 
FWHM with LSO:Ce:Ca of 20 mm length [Gundacker et al., 2019]. The two most significant 
parameters of SiPMs to be improved for achieving highest time resolution in PET are the 
SiPM single photon time resolution (SPTR) and photon detection efficiency (PDE). The PDE 
of modern devices is reaching values up to 60 % [Gundacker et al., 2020] for SiPMs with 
large single photon avalanche diode (SPAD) sizes and, hence, improvements are limited. The 
ability of the SiPM to time-tag single photons is the one parameter which still can reveal 
significant progress. This is underlined in figure 3, depicting the CTR performance of 
different analog SiPMs available on the market, as a function of the SiPM SPTR. Nowadays, 
the best intrinsic SPTR measured with modern analog SiPMs is 70 ps FWHM (NUV-HD 
SiPM from Fondazione Bruno Kessler), illuminating the whole 4  4 mm2 device [Cates et 

al., 2018, Gundacker et al., 2019], still leaving quite some room for improvements, especially 
in view of prompt photon detection (Cherenkov emission). 
 
3. Readout electronics 
The front-end has to keep up with the fast signals provided by the SiPM coupled to the 
scintillator. In analog systems this means low electronic noise and a very high bandwidth not 
to lose temporal information of the signal. Recently it has been shown that bandwidths of 
1.5 GHz are necessary to benefit of a very high SPTR and fast scintillation emission to 
achieve best CTRs applying leading edge time discrimination of the amplified signal 
[Gundacker et al., 2019]. It further was shown that the electronic noise has to be smaller 1/20 
of the single photon signal of the SiPM. These points are especially important for 10 ps 
systems in the analog case. Here, the digital SiPM, which can time stamp each single photon 
detected, would give advantages [Fishburn and Charbon, 2010, Gundacker et al., 2015]. The 
electronic bandwidth would be less critical, only being another parameter defining the SPTR, 
and not spoiling the time structure of the cascade of scintillation photons detected, which 
makes any statistical treatment much easier. The vast amount of time stamps could then be 
combined via maximum likelihood estimation or neural networks to give best possible 
performance, as was shown in comprehensive simulations [Gundacker et al., 2015]. In figure 
3 the advantages of a digital SiPM and maximum likelihood time estimation over the analog 
SiPM, for the case of LSO:Ce:Ca can be seen, which underlines the importance of very low 
SPTR values in the range of 10 ps, which in fact is possible to accomplish with digital SiPMs 
[Nolet et al., 2018]. These simulations also include 7 Cherenkov photons produced on 
average upon a photo-absorption event in LSO [Gundacker et al., 2020]. 
 

II. Current and future challenges 
Improvements in the CTR, especially to the limit of 10 ps FWHM will only be possible if 
new ways of scintillation emission can be found, and used properly together with high 
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performance photo-detectors, including the readout electronics. 
One possible option could be prompt Cherenkov emission (see also C3) in e.g. BGO with 
about 17 photons produced on average in the 310-850 nm range upon 511 keV interaction 
[Gundacker et al., 2020]. These photons are generated in a time window smaller than 10 ps 
and could be used as ultrafast time tagger. Recent measurements have shown, that using high-
frequency readout and state-of-the-art SiPMs from Fondazione Bruno Kessler (FBK) can 
achieve a CTR of 159 ps and 277 ps FWHM for 2  2  3 mm³ and 2  2  20 mm³ BGO, 
respectively [Gundacker et al., 2020]. However, the BGO timing distribution shows long 
tails, which to a good approximation can be described by a second broader Gaussian from the 
BGO scintillation, overlapping a thinner Gaussian caused by Cherenkov photons, i.e. the 
whole CTR distribution can be defined by the sum of two Gaussians G1 and G2 : 
CTR = I1G1 + I2G2, with I1 and I2 being the relative area normalized intensities. For 3 mm 
long crystals, G1 has 133 ps FWHM containing 52 % of the total events (I1) and G2 shows 
264 ps FWHM containing 48 % of all events (I2). For 20 mm long crystals G1 shows 227 ps 
FWHM with 45 % and G2 shows 795 ps FWHM with 55 % of the events. It should be further 
noted, that by monitoring the detection rate of the incoming photons (signal slew rate in the 
analog case) it is possible to estimate if the recorded event had good or bad timing, i.e. being 
part of G1 or G2. Nevertheless, it still has to be proven if in the image reconstruction such 
complex timing kernels give an advantage in the final SNR improvement. Furthermore, in 
order to benefit from the prompt Cherenkov radiation in the best possible way, the SPTR of 
the photo-detector has to be lower than 10 ps FWHM and enough photons have to be 
detected. However, from simulations it appears that CTRs better 30 ps FWHM are not 
possible in standard detector arrangements commonly used in TOF-PET, due to the loss of 
photons and additional time smearing [Gundacker et al., 2020]. One idea to achieve better 
timing with Cherenkov photons could be to put a digital SiPM with highest PDE and SPTR 
on each side of a block detector. However, in order to achieve 10 ps CTR, an exact 
determination of 511 keV photo-absorption point is indispensable, which might be unfeasible 
if only the Cherenkov signal is used. Indeed, the triangulation algorithms employed to 
determine the gamma interaction point are likely to fail, simply because of the too low 
number of photons detected. Nevertheless, a viable solution to this problem could be the use 
of semiconductor detectors combined with Cherenkov detection [Ariño-Estrada et al., 2018]. 
Another possibility is to use the promising properties of ultrafast emitting quantum confined 
systems in form of e.g. CdSe, CsPbBr3 nano-crystals or nano-platelets [Turtos et al., 2016, 
Tomanová et al., 2019] (see C5). Indeed, these systems have shown to provide sub-100 ps 
decay times with theoretically good light yield. Because of the low effective density, these 
nano-crystals have to be combined in meta-materials with a standard scintillator to form a 
meta-material. Here, the heavy inorganic scintillator provides the needed energy resolution 
and gamma stopping power, and the nano-crystals give the ultrafast time tagging. Lower 
bound calculations presented in figure 4 indeed show that with SiPMs achieving a SPTR of 
10 ps FWHM and a PDE of 59 % such CdSe nano-platelets “only” have to provide a light 
yield of 1200 photons/MeV in order to break the 10 ps barrier in TOF-PET. If the system can 
be produced with sufficient transparency the depth-of-interaction could even be determined 
solely by the sequence of detected time stamps, using a digital SiPM, which would make it 
fairly easy to increase the shown 3 mm long crystal case to 20 mm. 
 

III. Concluding remarks 
New developments in the direction of fully integrated 3D assembled digital SiPMs can push 
the best achievable time resolution of standard inorganic scintillation processes to values of 
40 ps FWHM for 3 mm long crystals. Using the photon arrival time structure (direct and 



 17 

back-reflected photons) the digital SiPM makes it as well possible to reconstruct the DOI out 
of the detected time stamps only, which is indispensable in order to reach such CTRs with 
longer crystals of e.g. 20 mm. Although standard inorganic scintillation processes are likely 
not be able to provide a TOF resolution of 10 ps FWHM, they may provide time resolutions 
of ~ 40 ps FWHM, which would be the starting point of recording true space points in full 
body PET. The only way possible with nowadays technology to achieve 10 ps seems to be the 
use of ultrafast nano-crystals assembled in efficient meta-materials, together with photo-
detectors delivering SPTRs of 10 ps FWHM and high PDE (> 60 %). In the future, an 
additional integration of the photo-detector in the meta-material would form a new class of 
functional and active super-material for gamma detection and far beyond. 

Figures 

 

Figure 1: The three main building blocks of a typical TOF-PET detector. [Acerbi and 
Gundacker, 2019]. 
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Figure 2: Measured CTR (y-axis) as a function of the scintillator intrinsic timing capability, 
given by the scintillation emission initial photon-time-density, on the x-axis. The black 
dashed line shows an analytic CTR model [Vinogradov, 2018] only dependent on the 
scintillation kinetics and intrinsic light yield (ILY), taking into account the light transfer in the 
crystal and the SiPM SPTR and PDE. [Gundacker et al., 2020]. 
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Figure 3: CTR shown as a function of the SPTR. CTR was measured with 2  2  3 mm3 

LSO:Ce co-doped with 0.4 % Ca crystals wrapped in Teflon coupled with Meltmount and 
normalized, as if all the SiPMs would have a PDE of 59 %. Monte Carlo simulations of the 
CTR were performed for an analog SiPM with high-frequency readout and a hypothetical 
digital SiPM combining all timestamps via maximum likelihood estimation. The simulations 
include 7 Cherenkov photons produced. [Gundacker et al., 2020]. 
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Figure 4: CTR lower bound of a hypothetical 2  2  3 mm3 meta-scintillator, if besides the 
LSO:Ce:Ca scintillation (τd1 = 32.4 ns (95 %), τd2 = 7.5 ns (5 %), τr = 10 ps and 
ILY = 32 kph/MeV) fast emitted photons from CdSe nano-platelets (τd1 = 25 ps (25 %), 
τd2 = 300 ps (75 %), τr = 0 ps and ILY=variable on the x-axis) are present. PDE of the SiPM is 
59 % for all light sources and number of total photons produced (LSO:Ce:Ca + CdSe) is 
conserved to 32 kph/MeV. 
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C. Detection of annihilation photons 

C2. Perspectives on using inorganic scintillators for fast timing applications  

Etiennette Auffray 

I. Status 

The time resolution of a detector based on inorganic scintillators is a measure for the 
precision of the time stamp that can be attributed to the detection of a particle. The time 
resolution depends on the shape and the amplitude of the light signal produced by a particle in 
an inorganic scintillator. The intensity of the scintillation light as a function of time is in 
general described using a bi-exponential expression 1: 𝐼(𝑡) = 𝐼(0)𝑒−𝑡/𝜏𝑑(1 − 𝑒−𝑡/𝜏𝑟)  (1) 
with 𝜏𝑟 being the scintillation rise time and 𝜏𝑑 the scintillation decay time. I(0) is proportional 
to the total amount of light produced in the scintillator. Convoluted with the time between the 
generation of each photon and its conversion into a photoelectron in the photo-detector, 
equation (1) can also approximately describe the rate of photoelectrons above the detection 
threshold as a function of time.  
The stochastic nature of the photon generation and conversion processes leads to fluctuations 
impacting the time resolution of the detector system and the initial photon rate is directly 
correlated by: 
 𝐶𝑇𝑅 ∝  √𝜏𝑟 𝜏𝑑𝑁𝑃ℎ𝑝 (2) 

 
with NPhP being the number of detected photo electrons. An accurate timing resolution hence 
requires inorganic scintillators with a high light yield and a short fall-off time (𝜏𝑑), as in first 
approximation the photon density is given by LY/𝜏𝑑. The rise time 𝜏𝑟 in addition delays the 
emission and the conversion of the first produced photons, increases their time jitter and 
consequently reduces the time resolution of the scintillator. This is a result of the cascade 
relaxation mechanism of the hot electron-hole pairs produced by the interacting ionizing 
radiation with the crystal material, before the transfer to the luminescent centres of the 
scintillator. The entire relaxation process is stochastic and hence leads to statistical 
fluctuations in the generation of the first scintillation photons. 
Typical CTR values for widely used standard scintillators with a dimension of 
2  2  20 mm3 are currently in the order of 100 ps or higher. The best CTR value obtained so 
far for a 2  2  20 mm3 is 98 ps for LSO co-doped Ce, Ca [2]. 
Over the last years, a significant R&D effort has been carried out within Crystal clear 
Collaboration (CCC) and several European projects initiated by CCC such as TICAL, COST 
ASCIMAT, Intelum [3] and has shown that standard scintillators are unlikely to reach the 
target of 10ps coincidence time resolution at 511 keV. Indeed, today’s bests scintillators in 
terms of light yield do not exceed 100,000 ph/Mev [4] and the fastest decay time observed is 
of the order of 10-20 ns, so the density of photons per ps for 511 keV cannot be higher than 5 
combined with the delay introduce by rise time. This sets an intrinsic limit to the achievable 
coincidence time resolution of a scintillator to ≳ 50 ps FWHM. 
A few approaches have been identified to provide a photon time density in the leading edge of 
the scintillation pulse compatible with a 10 ps CTR target. A strong effort must therefore be 
carried out along the following lines: 
- Improvement of the timing performance of existing scintillators to get highest light yield, 

and/or shortest rise and decay time. 
- Study of materials with fast emission process such as cross-luminescence, hot intra-band 

luminescence, Cerenkov 
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II. Current and future challenges 

1. Enhanced understanding of the charge carrier relaxation to luminescent centres and 
identification of possible ways to improve the efficiency of the energy transfer to 
luminescence centres 

The scintillation process itself consists of a set of complex steps from hot electron-hole pair 
creation to the energy transfer to the luminescence centre 5. The latter step is characterized 
by an increased probability for electrons or holes to be trapped due to crystal defects (ions 
vacancies, dislocations, local lattice disorder, etc.) even for high purity material, which can 
impact the optical and timing properties of the crystal.  
Decreasing the rise time requires research activities in two directions: 
- maximal suppression of shallow traps, which are responsible for delaying the capture of 

electron-hole pairs by the luminescent centre in the crystal 
- fastest possible exciton direct relaxation or trapping by the luminescent centres. 
Attempts to overcome this limitation are to use specific doping in intrinsic scintillators or co-
doping activated scintillators is a promising way to increase the photon time density in the 
leading edge of the scintillation pulse. The objective of specific doping/co-doping is to 
compete with charge carrier traps allowing in some cases the suppression of afterglow, in 
other cases the improvement of radiation hardness or a faster energy transfer to the emission 
centre and therefore reducing the rise and decay time. This has been successfully achieved in 
the last years by the use of co-doping with aliovalent ions for cerium doped oxide based 
scintillators such oxy-orthosilicates (LSO, LYSO, YSO) with calcium co-doping 6] or garnet 
material such LuAG, YAG and GAGG with Magnesium co-doping 7]. Co-doping reduces 
the rise time down to a few tens of picoseconds 8 and the decay time to a few tens of ns 
without significantly impacting the LY. Both for oxy-orthosilicates and garnet material a 
significant improvement for the coincidence time resolution has been observed from only Ce 
doped to co-doped Ca/Mg 8], [9. This strategy should be extended to a larger number of 
scintillators. 
 
2. Identification and characterization of materials with a fast emission process such as hot 

intra-band luminescence, cross-luminescence and Cerenkov (see section C1,C3), 
nanomaterial (see section C1, C4) 

In view of the intrinsic difficulties in improving the time resolution of standard scintillator 
materials below 100 ps, further strategies need to be investigated.  
The complexity of scintillating process from the creation of hot electron pairs to scintillation 
is one of main reason for the limitations of time resolution in standard scintillators. The 
optimal way to overcome this limitation would be to have a radiative relaxation mechanism 
for non-thermalized charge carriers, i.e. in the first picosecond following gamma excitation of 
scintillating materials. In some materials, this mechanism (hot intra-band luminescence) can 
occur when the density of states has some specificities, like a gap in the bottom of the 
conduction band or top of valence band. Intra-band luminescence is due to radiative 
transitions of hot electrons or holes between the sub-levels of the conduction or valence band 
respectively. It has characteristic decay time of about 1 ps with a relatively flat emission 
spectrum in the visible region [10.  
Hot intra-band luminescence has been studied on a large number of materials from the group 
of complex halides and oxides. The light yield was found to be rather small, the best yield 
obtained for CsI was 33 ph/MeV 10. Though the exclusive use of intra-band luminescence 
materials with such a low light yield is not suitable to get time resolution close to 10 ps, 
combining such scintillators with very fast emission providing prompt photons with other 
dense materials with high light yield can improve the CTR (see section C1, C4). Materials 
with low phonon energy should be investigated due to the competition between phonon 



 24 

relaxation and fast radiative processes within an electronic energy band. It is assumed that the 
specific band structure and in particular the presence of energy gaps in the density of states in 
the valence and conduction bands, can reduce the probability of electron-phonon relaxation, 
leading to an increase of the hot intra-band luminescence yield at the expense of a slight 
increase of the emission decay time. Studies have to be carried out using theoretical tools 
including electronic band structure calculations to identify material parameters to obtain a 
higher yield of intra-band luminescence emission. 
Another strategy to follow is to search for materials with a high quantity of delocalized 
electrons able to radiatively recombine quickly with holes, as it is the case in cross 
luminescence material or wide band gap, direct heavy semiconductors. In this case a fast 
emission process with relatively high number can occur. 
Cross-luminescence is due to radiative recombination of electrons from the valence band with 
the holes in the uppermost core band 11. It has a slower emission than intra-band 
luminescence with a sub nanosecond decay time. On the other hand, the light yield can be 
relatively high (e.g. 1400 ph/MeV for BaF2 11). The maximum of the emission spectrum is 
in general in the deep UV region at around 150 nm-250 nm 11. For this part of the spectrum 
the small quantum efficiency of photo detectors puts severe limitations for exploiting these 
photons for timing purposes. However, with the recent development of deep UV sensitive 
photo-detector and in particular SiPM for noble gas liquid scintillator for dark matter, cross 
luminescence materials became again more interesting. Using current state-of-the-art VUV 
SIPM, a CTR of 68 ps was obtained using a 2  2  3 mm3 BaF2 sample, compared to a CTR 
of 60 ps with a co-doped (Ce, Ca) LSO of the same size LSO (see figure 2 in section C1). The 
todays state-of-the-art PDE of 25 % in the deep UV region leads to the assumption that this 
CTR can be improved in the future with improvement of photo-detectors’ PDE. 
Cross-luminescence has been observed mainly in halide materials with Ba, Cs, K, Rb cations 
in binary and complex composition 11]. For some materials a near-UV Cross-luminescence 
emission (205-300 nm) has been observed 11. As for intra-band luminescence band 
structure calculations is needed to identify material with complex valence bands, which could 
exhibit cross luminescence transitions not only in UV-VUV but also in the visible region.  
Therefore, the investigation of long-wavelength cross-luminescence emission together with 
the optimization of the PDE in NUV photo-detectors and optical gluing are a route forward to 
a time resolution of 10 ps. 

III. Concluding remarks 
Although standard scintillators are unlikely to reach the target of 10 ps coincidence time 
resolution at 511 keV, several ways to improve the time resolution towards 10 ps are 
available through engineering the band structures of existing materials and further 
investigations, thanks to novel characterization techniques now available, of fast emission 
process existing in several materials. 
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C. Detection of annihilation photons 

C3. Perspectives on using Cherenkov light for fast timing applications 

Peter Križan 

I. Status 

1. Introduction 
The annihilation gamma rays, used in PET, interact with the crystals serving as gamma 
stopping material via the photoelectric effect or Compton scattering. In both processes, a fast 
electron is emitted, the energy of which is in part converted to scintillation light. 
Traditionally, all information in PET is subsequently derived from the detection of this light. 
However, even before the electrons are slowed down (on a time scale of 1 ps) and scintillation 
photons begin to be emitted (on a time scale of 100 ps), another source of information is 
available. This is the Cherenkov light, produced while the electron velocity is greater than the 
speed of light in the gamma stopping material. In effect, the Cherenkov photons are produced 
promptly, and although only about 10-17 photons are expected from a 511 keV gamma in 
materials, suitable for PET detectors, their potential for providing an excellent timing looks 
very promising.  
Using Cherenkov light in PET was first discussed in [ChPET1], where silica aerogel was 
considered as the radiator of Cherenkov light, but due to the very low density of such material 
the detection efficiency for 511 keV gammas would be very low. When lead glass was 
employed as the radiator material in combination with micro-channel plate photomultiplier 
tubes (MCP PMTs) as photo-detectors, a 170 ps FWHM coincidence time resolution was 
reported [ChPET2]. Another early experimental demonstration was the comparison of the 
properties of light produced by 511 keV gammas in doped (scintillating) and un-doped (non-
scintillating) LuAG crystals [ChPET3], where a 250 ps FWHM time resolution was measured 
between two small, un-doped crystals in coincidence. 
 
2. Proof-of-principle 
One material, already used as Cherenkov radiator in calorimetry in particle physics 
experiments [PbF2cal], is the lead fluoride (PbF2) crystal. Its gamma stopping power is higher 
than that of scintillators commonly used in PET (1.06 cm–1 compared to 0.87 cm–1 for LSO 
and 0.96 cm–1 for BGO), has excellent optical properties for transmission of Cherenkov light 
(good transparency down to about 250 nm), does not scintillate, and has a low price (1/3 of 
the BGO scintillator [PbF2cal]). Using 15 mm thick PbF2 crystals, which are comparable in 
gamma stopping power to 20 mm of LSO, and MCP PMTs, a coincidence time resolution of 
95 ps FWHM was demonstrated (figure 1) [ChPET4, ChPET4a]. With a thinner, 5 mm thick 
crystal, a considerably faster response can be achieved: 71 ps FWHM in the same set-up (out 
of which 50 ps are attributed to the MCP-PMT response), and 47 ps FWHM with a faster 
MCP-PMT by Ota et al. [ChPET5]. A further improvement to 30 ps FWHM was obtained by 
integrating a 3.2 mm thin lead glass gamma converter into the MCP-PMT instead of the 
MCP-MPT window [ChPET6]. 
3. Cherenkov light detection with SiPMs 
However, using MCP PMTs as photo-detectors has the drawbacks of high cost and limited 
efficiency. Only 6 % single side detection efficiency was reported [ChPET7]. For this reason, 
silicon photomultiplier (SiPM) photo-detectors were considered as light sensors, as they have 
very high photon detection efficiencies. In combination with a 5  5  15 mm3 PbF2 crystal, a 
coincidence time resolution of 297 ps FWHM was measured, while a single side detection 
efficiency of over 25 % was reached [ChPET7]. Recently, a Cherenkov PET module, 
composed of 4  4 arrays of 3  3  15 mm3 PbF2 crystals and SiPMs, was assembled, and a 
very good uniformity and an average detection efficiency of 35 % was experimentally 
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demonstrated (figure 2) [ChPET8]. 

II. Current and future challenges 
An interesting way to maximise light extraction efficiency, and therefore reduce multiple 
bouncing, for photons touching for the first time the light extraction surface could be achieved 
by using photonic crystals [PhotCry].  
A possible approach to achieve fast timing without sacrificing gamma stopping power or 
Cherenkov photon detection efficiency is to use a multi-layered detector approach. 
Simulations of a three-layer PbF2 Cherenkov PET detector with a total thickness of 15 mm, 
comprised of 5 mm thick individually read-out crystals, indicate that with an ideal photo-
detector time response a 22 ps FWHM coincidence time resolution is possible; even with 
100 ps of photo-detector time response included, the reconstructed image quality is 
comparable to that of a standard LSO scanner [ChPET9]. Note also that while 100 ps is the 
present state-of-the-art for the most recent SiPM generation, a large effort is under way to 
improve this value with a 10 ps target; this is in particular the subject of the EU funded 
project PHOTOQUANT [PhotoQuant].  
Another interesting approach is to combine scintillations with Cherenkov light to improve the 
timing performance. This hybrid method has been investigated with LSO and BGO crystals 
[ChPET3, scCherPET1, scCherPET2]. 

III. Concluding remarks 
The Cherenkov radiation is currently the first prompt light production mechanism, for which 
realistic and practical PET detectors have been experimentally demonstrated. Due to the 
limitations of current photo-detector technology, it has proven difficult to achieve both a good 
detection efficiency and TOF resolution at the same time. However, initial simulation studies 
suggest that the reconstructed image quality for a PbF2 Cherenkov TOF PET scanner can be 
at least comparable to current clinical systems. The significantly lower material price of the 
PbF2 radiator compared to that of LSO or BGO scintillators therefore opens a possibility to 
reduce the cost of PET scanners and make this modality more widely available. The low 
price, the excellent TOF resolution and the possibility to reduce the parallax error with a 
multilayer detector makes the Cherenkov detectors especially suited for the recently 
developed total-body scanners [totalBodyPET], where the price of materials needed to cover 
the whole length of human body can be prohibitive. 
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Figures 

 

Figure 1. The coincidence timing distributions obtained with 15 mm thick PbF2 crystals with 
black painted surfaces [ChPET4]. 

 

Figure 2. The gamma detection efficiencies measured by all channels of the Cherenkov 
detector module [ChPET8]. 
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C. Detection of annihilation photons 

C4. Perspectives on using nano-scintillators for fast timing applications 

Rosana Martinez Turtos 

I. Status 

The emergence of new scintillating materials driven by the development of nanotechnology 
and advanced nanofabrication techniques has opened the doors to consider fast emitting nano-
semiconductors as effective time taggers for 511 keV gamma detection [1]. Nano-crystals 
semiconductors having a size dependent band-gap and therefore tunable opto-electronic 
properties exhibit a very peculiar excitonic-multiexcitonic dynamic able to combine sub-1 ns 
radiative recombination times with an exceptional suppression of nonlinear luminescence 
quenching [2], which is critical for fast timing applications.  
Among all the different nano-crystal geometries going from quantum dots (3D) to nanowires 
(2D), nano-platelets (NPls) with 1D quantum confinement of charge carriers present one of 
the most interesting scintillating features at room temperature: red-shifted bi-excitonic 
emission with high binding energies. This ultrafast emission, while not instantaneous, present 
characteristic radiative lifetimes of around 4 times smaller than the exciton's decay time and 
could offer a higher photo-emission yield in comparison to Cherenkov or hot intra-band 
emission with a maximum number of around 20 photons per gammas interaction. First 
spectroscopy studies of the bi-excitonic emission have been previously conducted using 
CdSe-based NPls of 4 monolayers (4ML) under amplified laser and X-ray excitation [3], [1]. 
Furthermore, the one-dimensional quantum well potential allows for a considerable 
suppression of Auger recombination processes, a collective phasing of dipoles over many unit 
cells leading to a giant oscillator strength transition [4] and Förster resonance energy transfer 
(FRET) inter-plate mechanisms with picosecond lifetimes [5]. 
In respect to the different fabrication and synthesis methods, wet-chemistry has outstanding 
merits due to its relatively easy, cheap and scalable production techniques, reaching very 
narrow size distribution and highly controllable shape, aspect ratio and core/shell hetero-
structures. Another interesting fact of solution-processed nano-crystal is the presence of 
organic ligands guaranteeing surface passivation and forming a hybrid organic-inorganic 
nanoparticle compound suitable for surface chemistry manipulation. In this regard, a very 
interesting family of lead halide XPbBr3 perovskites colloidal nano-crystals has emerged due 
to their high defect tolerance [6], usually above band gap, and therefore bright luminescence. 
Their application has proven to be disruptive in the field of photovoltaic cells and the 
possibility of synthesizing CsPbBr3 in the shape of NPls offers exciting and new opportunities 
in the field of fast timing research [7]. 
All the features presented above are in well alignment with the implementation of NPls as a 
fast radiation detector able to break the time resolution limit in particle detection. However, 
their nano-scale sizes impose several limitations in terms of energy deposition per platelet and 
their small Stokes shift introduces self and re-absorption issues that are to be minimized when 
building large scale sensors. In view of this, a new concept for particle detection using hybrid 
pixels have been implemented, in which a high-Z inorganic scintillator is efficiently 
combined with nano-crystal-based built-up layers able to perform as time taggers by 
increasing the number of fast photons emitted per 511 keV excitation [8]. In this sampling 
approach an energy sharing scheme allows to add prompt photons to the standard scintillating 
signal, a solution suggested in one of the first studies on how to reach 10 ps time resolution 
[9]. A depiction of the sampling pixel approach that allows for the energy sharing scheme 
between bulk and nano-scintillators is shown in figure 1. 
The CTR achieved with the first generation of sampling pixel detectors is shown in figure 2 
together with state-of-the-art bulk materials used as the gamma stopper. 
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So far, CdSe-based NPls has been used in the form of drop-casted films as a direct coating on 
the surface of high-Z materials such as LYSO. This primitive deposition technique enabled 
the first assembly of several sampling pixels for a first-time characterization using 511 keV 
gammas. However, it relies on highly quenched-ligand’s washed nanoparticles with no 
hosting medium able to properly transfer energy among emitting centres. Therefore, modest 
light yield values at the level of 200 ph/MeV have been measured with few micrometres thick 
CdSe/CdS core-crown films [1] and low weight concentration CdSe/CdS in polystyrene nano-
composite layers up to 0.5 mm thick. Despite the low light output and the loss of index light 
guiding within the pixel, the timing obtained is at the level of state-of-the-art values, leaving a 
rather large room for optimization. 

II. Current and future challenges 
Enhancing the number of prompt photons available for 511 keV gamma time-tagging 
constitutes one of the corner stones in the implementation of nano-semiconductors as fast 
radiation detectors. A clear example is seen when using BGO, a Cherenkov emitter, in 
combination with CdSe/CdS NPls as shown in figure 3. A prompt peak with a yield four 
times higher than standard Cherenkov emission can be seen when measuring the rise time of a 
BGO + CdSe sampling scintillating pixel in a time correlated single photon counting 
(TCSPC) setup that uses 511 keV gammas as excitation source. 
Optically separating the standard and fast photon-emitting phase would preserve the high-Z 
scintillator performance meanwhile adding the prompt photons to the standard signal. This 
will avoid the loss of index-light-guiding when coating high-Z inorganic scintillators with 
semiconductor NPls, which in general present locally higher index of refraction. In this 
direction, we would need to advance in the fabrication of at least 100 µm thick built-up fast 
nano-crystal based layer able to perform as time tagger for 511 keV gamma detection. The 
critical parameters for the performance of the nano-scintillating layer can be described as 
follows: 
- have the minimum thickness allowing the emission of at least several hundreds of prompt 

photons from the energy deposited by the photoelectric recoil electron traversing this 
layer. 

- be as transparent as possible to allow these prompt photons to propagate to the photo-
detector. 

- have an overall density as high as possible to also allow direct gamma ray conversion in 
this layer and to keep the stopping power and the photo-fraction of the meta-pixel as close 
as possible to a bulk scintillator of the same size. 

In addition, research needs to be developed in order to move towards larger size pixel sensors 
where a DOI correction is to be integrated with the event identification algorithm. A 
feasibility study for the production of nano-scintillator based hollow core photonic fibres, 
where light emission and transport occur in different mediums is also at the top of the 
solutions for the light transport bottleneck. 
 
1. Enabling technologies 
The chemical path allowing highly loaded nano-composites up to 60 % in weight 
concentration is already in place for CdZnS/ZnS quantum dots embedded in polyvinyl-
toluene [10], reaching transmission values up to 80 %. In this direction, a scale-up in weight 
concentrations of CdSe-based NPls up to 10 % is needed in order to harvest close to 100 % of 
the energy deposited in the host matrix via FRET or exciton diffusion. In this regard, the 
ligand surface modification of NPls allowing for a mono-disperse distribution of covalently 
bound nano-emitters in polystyrene or polyvinyl-toluene needs to be developed. 
A FRET mechanism for a non-radiative wavelength shifting processes yielding a sharp rise 
time and a transmission improvement is available in NPls. For this, 4 and 5 monolayers CdSe 
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NPls [5] are potential candidates with FRET in the 6-23 picosecond range for inter-plate 
transfer. 
Core/shell CdSe/CdS hetero-structures offering robust surface passivation and allowing to 
shift the emission from 515 nm towards 550 nm could provide a perfect spectral match with 
high-Z inorganic oscillators such as the family of aluminium garnets. Emission spectral match 
between bulk and nano-scintillators contributes to the overall transparency of the sampling 
pixel. Among these, GAGG:Ce co-doped with Mg2+ presents very good timing characteristics 
[11] and could be a potential material to replace LYSO in the hybrid approach. Garnets 
ceramics are also manufactured through an innovative 3D printing process, in which 
complicated structures with 100-200 µm features are built-up [12]. 
Advanced 3D printing techniques using costumed-made nanoparticles-based ink would allow 
to cover a relatively large area with a 4-5 monolayers of a fast scintillating material. 
Another technique suitable for the nanofabrication of one dimensional semiconductors is 
metal-organic vapour-phase epitaxy (MOVPE), which allows for a layer by layer deposition 
of multiple quantum wells. Multiple hetero-structures composed of InGaN/GaN can be grown 
on a sapphire substrate [13], which contributes to the mechanical stability of the scintillating 
layer. The replacement of the dead sapphire layer by state-of-the-art active materials such as 
LYSO or BGO could lead to a fully integrated nano-scintillator with a standard and fast 
scintillating phase. However, finding a technological efficient way to overcome the crystalline 
lattice mismatch between GaN and state-of-the-art scintillators is still a challenge. Currently, 
the maximum thickness obtained for this type of samples is limited to 10 µm [13], which set 
constraints in the amount of energy deposited in the active region. 

III. Concluding remarks 
Move towards a layer-by-layer built meta-scintillator with a homogeneous energy deposition 
scheme upon 511 keV gamma detection. Bridging the gap between the nano-world and bulk 
material will lead to a new generation of scintillators enabling a technological breakthrough in 
particle detection. 
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Figures 

 
Figure 1: 511 keV gamma interaction in a sampling pixel composed by alternating layers of a 
high-Z and a fast, nano-scintillator (adapted from [8]). 
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Figure 2: CTR values achieved with a first generation of sampling pixel detectors when 
coupled to the best photo-detector and electronic readout available [8], [1], [3]. 
 

 

Figure 3: Rise time of CdSe-BGO sampling pixel measured under 511 keV gamma excitation 
in a TCSPC setup for the average type of event, including Compton. 
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C. Detection of annihilation photons 

C5. Perspectives on LAr and/or LXe scintillators for fast timing applications  

Dominique Thers 

I. Status 

Since more than 50 years, there is a growing interest in identifying pure noble gases intrinsic 
liquid scintillators, including γ-ray cameras, as new generation particle detectors [1]. Three 
important properties that are common to those type of detectors are: the high scintillation light 
yield due to the formation of excited dimers which is also at the origin of the fast scintillation 
decay time, the inert chemistry allowing for the direct immersion of photo-detectors with a 
quite perfect optical coupling and finally, certainly the most important, the presence of a 
permanent liquid phase at thermodynamic equilibrium allowing for a complete coverage of 
large monolithic volumes. Furthermore, liquid xenon (LXe) is also well motivated by a “quite 
easy” cryogenics and by the ultra-low intrinsic radioactivity that make it easily scalable. This 
provides a cheap solution for low dose total-body imaging detection devices that require the 
use of tons of liquid noble gases. 
Despite this impressive list of features, the detection of γ-rays is limited by electron density of 
the target. It is here fundamental to underline that for all liquid noble gases a quite large depth 
of interaction is mandatory: typically, around 3 cm or more for LXe and at least 6 cm or more 
for LAr. In addition, a dominant fraction of events will undergo through Compton scattering 
[2] allowing for an efficient tracking, like it is under development with the XEMIS project 
[3], but also strong limits in case of limited volume for the calorimetry point of view.  
Excellent time resolutions have been firstly measured by Lavoie in 1976 [4]; later on, key 
researches based on prototyping have progressively reached better and better performances. It 
is worth to mention two major past milestones: the first nanosecond time coincidence 
windows obtained with 511 keV photons [5] and the proof of concept for LXe time-of-flight 
reporting 260 ps (FWHM) time resolution [6]. 

II. Current and future challenges 
Until now, fast timing resolutions with LAr and LXe detectors have constantly increased 
thanks to technological progresses without reaching asymptotic intrinsic limits for 511 keV γ-
rays. With prototypes design combining light and charge measurements [7], LXe PET camera 
benefit from both the excellent depth of interaction measurements and the exceptional time 
resolution [8]. Since few years, photo-detectors quantum efficiency is now quite impressive in 
VUV region, reaching more than 20 %/40 %, respectively with LAr/LXe scintillation 
photons. Challenges for next camera designs are then well established, with a roadmap 
focusing also on the light detection coverage benefiting from new thin and compact devices 
working at cryogenics temperature: SiPM/MPPC [9]. 
LXe is also an excellent Cherenkov radiator target [10] for high energy electron escaping 
photoelectric 511 keV γ-rays interaction. For 10 ps time resolution challenge, the detection of 
this additional light emission component combined with fast CRT photo-detectors and very 
low jitter electronics could lead to impressive results [11]. 

III. Concluding remarks 
Intrinsic scintillators based on liquid noble gases are very well suited for gamma rays 
detection on large volumes; their past developments demonstrated progressively and 
experimentally their exceptional characteristics for high energy, rare events or neutrinos 
physics experiments. 
In parallel, PET images quality did impressive progresses benefiting from the large interest of 
the community. Investments have been successfully made to develop cameras with better DOI 
measurement achieving a few mm FWHM [12], with total axial field-of-view reaching 2 m 
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[13] or with TOF-PET scintillators and associated electronics for fast coincidences, which 
amounts a CTR of 215 ps FWHM with a 26.3 cm axial field-of-view [14]. Thanks particularly 
to LXe cameras properties, next generations of PET camera based on solid scintillators would 
have to face a tough opponent able to present a full set of impressive performances combining 
simultaneously large design, ultra-precise DOI capability and also the presence of a fast TOF 
(benefiting or not from Cherenkov light characteristics). Giant cameras containing liquid 
noble gases should then play a key role for revisiting the PET paradigms like very fast or 
ultra-low dose imaging techniques. 
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D. Photo-detectors and readout electronics 

D1. Perspectives on photo-detectors 

Edoardo Charbon 

I. Status 

With the rise of analog silicon photomultipliers (A-SiPMs) in the late 1990s, it has become 
clear that photomultiplier tubes could eventually be replaced by a solid-state solution [1], [2], 
[3]. This trend has continued in the 2000s, while the emergence of digital SiPMs (D-SiPMs) 
have done little to stop the consolidation of the trend [4]. In fact, A-SiPMs have in general 
shown better dark count rate (DCR) and photon detection efficiency (PDE) if compared with 
D-SiPMs. This is due to the choice of optimized silicon technologies and the lack of circuitry 
between single-photon avalanche diodes (SPADs), despite advanced methods to suppress 
noisy SPADs (with loss of PDE) and to reduce the effects of higher median DCR on gamma 
detection. 
Multi-channel digital SiPMs, sometimes called multi-digital SiPMs (MD-SiPMs) [5], [6], 
though requiring complementary metal oxide semi-conductor (CMOS) technologies (the 
presence of both PMOS and NMOS transistors), hold the promise to use circuit techniques to 
counter higher DCR and reduced PDE. Though, current implementations have yet to deliver 
this promise to its fullest and the community is often preferring A-SiPMs mostly for their 
simplicity and ease of use, despite the need of external amplifiers and time discriminators. 
Indeed, D-SiPMs and MD-SiPMs offer in situ time-to-digital conversion, higher granularity 
of measurements, which, in combination with statistical algorithms, ensure higher timing 
resolution predictability.  
In the second half of the 2010s, the image sensor industry has launched several pilot projects 
to achieve mass-produced 3D ICs, including low-cost packaging for optical sensors. This 
trend is gradually leading to hybrid SiPMs, i.e. a combination of A-SiPMs or arrays of A-
SiPMs, even in non-Si materials, like Ge and GaAs/InP on the top tier and advanced 
electronics implemented in CMOS technology nodes with < 45 nm feature size in the bottom 
tier. These solutions could be a good compromise enabling the performance advantage of A-
SiPMs, in situ time-to-digital conversion of D-SiPMs, and granularity/flexibility of MD-
SiPMs [7]. A disadvantage is the increase in complexity to control these systems and the 
potential heat transfer from bottom to top tiers, thus potentially increasing DCR and jitter. 
Moreover, the cost of this technology is still high if compared with simpler 2D CMOS (or 
custom) technological nodes. 
More recently, next to improved detectors, there has been growing interest in computational 
techniques to enhance reconstruction results. In computational photography, deep learning 
and artificial neural networks have taken over the field enabling drastic improvements in 
several applications. Neural networks (NNs) and other deep learning techniques could be used 
in PET/SPECT related applications, where jitter could be reduced by predicting gamma depth 
of interaction, energy, and photon order [9], [10], [11]. NNs can be implemented efficiently in 
the digital domain using convolutional NNs and spiking NNs either in application-specific 
integrated circuits (ASICs) or in field programmable gate arrays (FPGAs) [10]. We envision 
the increased use of these techniques near the sensor and also near the reconstruction engine. 

II. Current and future challenges 

One of the conditions to implement these and even more advanced functionality is the 
availability of even more advanced 3D integration and/or multi-layer 3D-stacking. Sony has 
already experimented with 3-tier stacking [12]. However, we expect this trend to accelerate 
further with 4-tier and higher to be developed in mass-production in the next few years. We 
expect 4-tier technology to be developed in the 2020s with the improvement of current 
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technology and the deceleration of feature size reduction. This trend is mostly an economical 
one, related to the exponential increase of the costs expected for < 3 nm CMOS technology 
nodes. In fact, we expect that in the mid 2020s, the cost of 3D IC will become comparable if 
not lower than that of equivalent 2D chips. One of the most important challenges though will 
be the power transfer and important breakthroughs will be needed to ease this problem, such 
as cooling trenches and fluid canals in through-silicon vias (see figure 1). 
Temperature control in photo-detectors has become important in recent years, not only for 
DCR reduction but also to operate SiPMs in liquid scintillators, such as liquid Ar and Xe. The 
demonstration of cryogenic SPADs and SiPMs at 77 K has shown that PDE remains 
practically unchanged but electronics needs to operate at room temperature [13], [14]. 
Recently, the emergence of cryogenic electronics could potentially make cryo-SiPMs much 
more compact and scalable, especially whenever cryogenic coolant is already present. 

III. Concluding remarks 
In summary, photo-detectors are developing along several axes, involving new detecting 
materials, 3D IC technology, cryogenic operation, and deep learning. We believe these trends 
will lead to better time resolution, ultimately achieving 10ps at lower DCR and comparable or 
better PDE. All these improvements are likely to be achieved with solid-state or MEMS 
photo-detectors, sensitive to the extended visible range but also potentially deep and extreme 
UV, as well as mid infrared. 
Figures 

      

Figure 1: New technologies in detectors for PET/SPECT systems. (left) backside-illumination 
(BSI) detectors on a top layer combined with processing in the bottom layer in a 3D IC 
configuration: cross-section; (centre) photon detection probability in several BSI detectors 
and 3D ICs: note the different excess bias voltages (aka overvoltages) used; (right) 
photomicrograph of an array if single-photon avalanche diodes (SPADs) from the backside, 
while the bottom layer (not visible) is 3D-stacked in [7], [8]: the bottom layer is implemented 
in a more advanced CMOS technology node, thereby enabling extensive computations in situ. 
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D. Photo-detectors and readout electronics 

D2. Design criteria for fast timing readout electronics 

Joao Varela and Christophe de La Taille 

I. Status 

In the race for picosecond timing detectors, readout electronics plays a crucial role, in 
particular for small signals or large number of channels, which is a general trend in such 
detectors. This is resulting in the generalized use of ASICs, which helps a lot on the 
performance thanks to their high internal speed, but at the expense of limited power 
dissipation and thus larger noise. The timing performance is affected by the electronics in 
three places: jitter due to electronics noise, error in time walk correction and time-to-digital 
converter (TDC) resolution, summarized with the formula below: 
 
σ = tr / S/N + σ(Timewalk) + σ(TDC) (1) 
 
which is dominated by the first term (jitter) for small signals. Observing that the rise time tr is 
inversely proportional to the bandwidth (1/BW) whereas the electronics noise scales as the 
square root of the bandwidth (√BW), it would seem that the jitter can be minimized by using 
front-end electronics as fast as possible. However, this is disregarding the fact that most 
sensors used in timing detectors (Si diodes, APDs, LGADs, SPADs, SiPMs, see table 1) are 
current sources with capacitive impedance. At very high frequency (GHz), it is almost 
impossible to avoid that the detector current be integrated on the sensor capacitance, therefore 
the signal rise time is proportional to the current duration and not really to the current rise 
time. Therefore, the preamplifier rise time, even with infinitely fast electronics is simply the 
current duration. Using faster preamplifiers then only increases the noise without gaining on 
the preamp rise time. It can be shown analytically that the optimum electronics rise time tr is 
equal to the current duration td (FWHM). It should be emphasized that the bandwidth for the 
electronics concerns not only the preamplifier but also the discriminator. A rise time in the 
range 0.1 to 1 ns corresponds to bandwidths of 350 MHz to 3 GHz. 
Several preamplifier configurations have been used by different groups, mostly were 
transimpedance amplifiers (charge or current preamplifiers) or voltage amplifiers (RF or 
broadband amplifiers). However, at very high frequency they exhibit similar behaviour and it 
can be shown that the jitter can be expressed as: 
 

J = tr / S/N = en Cd √td / Q (2) 
 
where en is the noise spectral density of the input amplifier, Cd is the total capacitance at the 
input, td is the current duration (FWHM) and Q the charge delivered by the sensor. 
It can be observed that the sensor determines three of the four terms in the equation (Cd, tr 

and Q). 

Therefore detectors that produce large charge on a small capacitance with a short current 
duration are performing best. Also sensors with gain are also better. Hence SiPMs offer an 
excellent potential as shown in Table 1, which compares these parameters from different 
sensors and the expected jitter. The term due to electronics depends essentially on the power 
that can be allocated to the preamplifier stage. A usual rule of thumb gives en ≈ 1/√I(mA) in 
nV/√Hz. As it only scales with the square root of the current, it is usually more efficient to 
play with the sensor capacitance. 

II. Current and future challenges 
The applications using LYSO crystal associated to SiPM are an exception to the 
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considerations above given the very long decay time of the LYSO scintillation light when 
compared to the low time resolution aimed at. There are about three orders of magnitude 
difference in the two times scales involved, namely about 40 ns of the LYSO light decay time 
and ~10 ps time resolution. In this special case, good timing is possibly only by taking profit 
of the large number of photoelectrons per event (several thousand) and measuring the time of 
arrival of the first few photoelectrons. This requires a very fast amplifier capable to follow the 
rising edge of the single-photon avalanche in a SPAD of the SiPM, which is typically of the 
order of a few hundred picoseconds. The electronics circuit is required to zoom the rising 
edge of the pulse in the first 1-2 % of the pulse amplitude, providing the highest possible slew 
rate in order to achieve the best timing resolution. In case of leading-edge discrimination, the 
electronics should in addition provide a measurement of the total pulse amplitude to be used 
in time-walk correction. 
Time walk correction is a non-negligible contribution to the overall resolution when targeting 
the picosecond region. Indeed, correcting a 1 ns time walk down to 10 ps requires a correction 
accuracy of 1 %. Although some techniques like constant fraction discriminators offer time-
walk free signals, they have not been shown to work below a few hundred picoseconds. 
Moreover, the high speed needed in the discriminator gives little hope to implement such 
techniques for picosecond timing. Therefore, most systems rely on off-line time walk 
correction using amplitude information. The amplitude information can be obtained by simple 
time-over-threshold (ToT) technique, by measuring the width of the discriminator output. Of 
course, the shorter the rise time, the smaller the time walk and therefore the better the time 
walk correction. It should be noted that amplitude measurements at slower shaping may not 
be good enough for signals spreading over longer duration, such as scintillator signals, as 
what needs to be corrected is the amplitude affecting the rise time. This justifies the ongoing 
effort to produce a bunch of prompt photons in addition to the standard scintillation pulse to 
produce a very sharp leading edge of the light pulse (see section C). 
TDC resolution is usually not problematic down to ~10 ps, it can even be realized inside 
FPGAs. However, for large number of channels or for TDCs integrated with the Front-end, 
the power dissipation becomes much more critical and may require tedious calibration 
procedures to correct for bin variation with temperature and power supplies. Trimming is 
often necessary to get good linearity, in particular differential non-linearity (DNL) or 
variation of bin width. Integrated TDCs provide roughly ~10 ps binning with ~1 mW power.  
Inside the TDC resolution is also hidden the jitter coming from the clock distribution, which 
can be problematic inside large systems or even inside large chips. 

III. Concluding remarks 
Coming more specifically to PET systems, the use of SiPMs has a high potential for excellent 
timing due to the short current duration and the large gain. They are however penalized by 
large capacitance, which reflects in the worse timing performance obtained by the larger 
devices. The readout electronics has not so far taken advantage of the short signal duration, as 
readouts are presently more in the nanosecond rise time than the hundreds of picoseconds. 
There is here room for improvement, while keeping in mind the larger threshold inherent to 
the larger noise of high-speed electronics. The rise time can also be limited by stray 
inductance L, in particular when using transimpedance amplifiers, which exhibit a low input 
impedance R, as it introduces a rise time proportional to L/R.  
In this respect, digital SiPMs benefit from many advantages as they minimize the capacitance 
and avoid stray inductance. There are still difficulties in the path to the 10 ps challenge arising 
from the much larger number of channels, in particular for low-jitter, low-skew clock 
distribution, low power design and digital noise minimization (see sections D1, D4). 
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Table 1: Comparison of the key parameters determining the jitter performance for different 
sensors. Capacitance (Cd), current duration (tr) and charge (Q) allow to calculate the expected 
jitter with Equation (2), which can be compared to typical measured performance. 
 

sensor area capacitance 
current 
duration 

Charge 
expected 

jitter 
measured jitter 

 
mm² Cd (pF) tr (ns) Q (fC/MIP) ps rms 

 Si pixel 0.01 0.1 – 1 1 – 5 1 – 4 4 – 90 300 – 3000 
PIN diode 1 – 10 1 – 10 1 – 5 1 – 4 40 – 900 

 APD 1 – 10 5 – 50 1 – 5 5 – 50 10 – 400 100 – 1000 [3] 
LGAD 1 – 5 1 – 5 0.5 – 1 5 – 50 3 – 20 20 – 200 [1], [2] 
PMT 100 – 10000 5 – 10 1 – 5 100 – 1000 1 – 5 

 SiPM 1 – 5 50 – 500 0.1 10 – 100 3 – 300 50 – 500 [4] 
RPC 

 
100 – 500 0.1 – 5 1000 3 – 30 50 – 500 
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D. Photo-detectors and readout electronics 

D3. Perspectives on readout ASIC for SiPM arrays  

Angelo Rivetti 

I. Status 

State-of-the art TOF-PET systems often employ analog SiPM arrays read-out by custom 
ASICs. Several integrated circuits have been developed worldwide for this purpose. In the 
most common topology, a single channel consists of a front-end amplifier followed by a 
timing discriminator and a TDC. The event charge is either inferred by ToT or by signal 
integration followed by sample digitization by an analogue-to-digital converter (ADC). In 
system-grade chips, the number of channels ranges from 32 to 64, while the power 
consumption is typically between 10 and 30 mW/channel [1], [2], [3]. 
Three main topologies are used for the input stage, all providing comparable time resolution: 
transimpedance amplifier [4], broadband voltage amplifier (usually with 50 Ω input 
termination) [3] and regulated common gate [5], [6]. As discussed in Section D2, a leading-
edge discriminator combined with off-line time-walk correction provides the preferred time 
pick-off method. digital-to-analogue converters (DACs), usually with a resolution between 5 
and 8 bits are embedded on a per-channel basis to correct for the discrimination threshold 
dispersion, thus allowing for a uniform triggering point among the channels. In some chips 
two discriminators per channel operating with different thresholds are employed to combine 
best time resolution with optimal background rejection. 
TDCs are formed by a coarse counter that captures the transition of a reference clock and by 
an interpolator. The latter measures the time elapsing between the asynchronous event (in this 
case the firing of the leading-edge discriminator connected to the front-end amplifier) and a 
suitable edge of the clock. It is the interpolation method that defines the TDC architecture. 
In ASIC for TOF-PET the two most common approaches for timing interpolation are delay 
locked-loops (DLLs) [2], and time-to-amplitude converters (TACs) [1], [3]. The DLL method 
has the advantage of a dead-time free operation, at the expense of larger power consumption.  
In a TAC a constant current source charges a capacitance for the time interval to be measured 
and the resulting voltage is then digitized. Combining a TAC with a Wilkinson ADC results 
in low power and very good DNL, at the expense of a longer conversion time, that can easily 
be above the microsecond. The speed drawback can be partially mitigated by using more 
TACs in a time-interleaved configuration, allowing for event derandomization. Average event 
rates of hundreds of kiloherz per channel can be accommodated, which is adequate for TOF-
PET applications. The least significant bit (LSB) of TDCs used in SiPM readout ASICs is 
between 25 to 100 ps. The TDC quantization noise, given by LSB/√12, thus plays a minor 
role in defining the overall CTR, which is today O(200 ps). In some case, only the very front-
end part (i.e. input stages and discriminators) is implemented on ASIC [6], while the TDC is 
realized using commercial high-performance FPGAs. ASICs available today are implemented 
either in pure CMOS or in BiCMOS technologies, as the use of Silicon-Germanium bipolar 
transistors allows to implement very fast input stages and discriminators. The most employed 
technology nodes are from 350 nm down to 110 nm. 

II. Current and future challenges 

SiPM arrays readout by separate front-end electronics can still play an important role in the 
future. In this approach, sensors and electronics are fabricated on different substrates and can 
thus be independently optimized. Furthermore, the system build-up is straightforward since it 
relies on low-cost assembly techniques very well established in the industry. In order to meet 
a CTR of 10 ps FWHM, the performance of all the key building blocks in the timing chain 
(TDCs, input stages and discriminator) must be improved. The TDC quantisation errors 
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should continue to play a minor role in defining the system performance. This implies that 
TDCs with a LSB in the order of 5 ps or less must be adopted. In the last ten years, TDCs 
have become a key component in telecommunication systems as they are commonly 
employed to measure phase differences in All-Digital PLL [8]. This has fostered an intense 
research on the topic and a continuous push towards better performance. TDCs targeting sub-
ps resolution and achieving an effective resolution in the 1-2 ps range have been reported in 
CMOS technology nodes ranging from 130 nm down to 14 nm [9]. A sampling frequency 
between 10 and 100 MHz is common, while the power consumption is 1 mW or less, which is 
very encouraging in view of the implementation of large multi-channel systems. The main 
challenge in this case is to distribute a clock with a jitter low enough to fully exploit the TDC 
potential. The impressive progress made in serializers-deserializers circuits, now reaching the 
100 Gbit/s speed, can also provide interesting hints and guidelines for the design of such high 
performance clock distribution network, which will however likely be one of the dominant 
power consumption source in the system [10]. 
The jitter in the front-end electronics must also be squeezed down to the ps range. As 
discussed in Section D2, the jitter introduced by the input stage can be expressed as: 
 𝜎𝑡 = 𝑣𝑛 𝐶𝑑𝑄𝑖𝑛 √𝑡𝑑 (1) 

 
where 𝜎𝑡 is the jitter, 𝐶𝑑 is the sensor capacitance, 𝑄𝑖𝑛 is the signal charge and 𝑡𝑑 the signal 
duration. 𝑣𝑛 is the noise spectral density introduced by the noise-dominating transistor. This is 
the input transistor or the input transistor of the servo-loop amplifier in common-gate 
configurations with gate boosting [7]. Assuming a typical front-end noise spectral density of 
1 nV/√Hz, a timing jitter of 1 ps rms can be achieved with a sensor capacitance of 5 pF, a 
signal duration of 1 ns and a minimum charge of 150 fC. Such parameters match well those of 
a small area analog SiPM where only a limited number of micro-cells (8  8 or 16  16) are 
put in parallel [11]. Reading each individual SPAD is also an interesting option [12], but 
grouping a small number of cells together already on the sensor side demands a less dense 
interconnection pattern between the photo-detector and its front-end electronics, allowing for 
the use of standard industrial flip chip technology. Furthermore, direct bonding between the 
sensor and the front-end electronics minimises the inductance of the interconnection. In 
highly pixelated systems, more digital signal processing is needed on chip in order to avoid 
unnecessary transmission of raw data to the back-end electronics. While ultra-high speed 
serializers are today common, they are quite power hungry even if extremely scaled 
technologies are used. Clustering of photons belonging to the same event and real-time 
calculation of time-stamp and signal amplitude will bring the data down to the same amount 
produced by conventional systems based on large area 3 mm  3 mm SiPM. 
Notice that with a sensor with 50 pF capacitance and 1 ns duration, a jitter of 2 ps rms is 
obtained if the noise spectral density of the front-end electronics is reduced to 0.2 nV/√Hz. 
This level of noise implies a transconductance of 0.2 S in the input transistor. Assuming weak 
inversion operation, the required transconductance can be obtained with a bias current of 8 
mA and a power consumption of 10-12 mW in the input stage. The overall power 
consumption of the full channel can be kept within 20 mW/channel, which can still be 
affordable as a much smaller number of channels would be needed in this case. It must be 
pointed-out that, for a given power, the electronics noise if often twice the one estimated with 
the simplistic assumption of one single dominant transistor. The bias network of the input 
stage and the parasitic resistance in the layout provide in fact non-negligible contribution 
when extremely low noise level is aimed for. Nevertheless, the 10 ps resolution can possibly 
be achieved by a system where conventional SiPM with an area in the order 1 mm x 1 mm are 
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connected with through silicon vias (TSV) to a conventional PCB. A front-end ASIC with a 
few hundreds of channels per chip organised in a matrix is flipped-chip bonded on the other 
side of the carrier. Maintaining a 2D channel arrangement in the chip is important as this 
allows to reducing the inductance of the interconnection and a more homogeneous power 
distribution network, thus minimising the on chip IR drops effects. Such a system can be 
realised with already well-established and commonly available interconnection technology.  
It must be pointed-out that achieving 10 ps time resolution requires an extremely careful 
consideration of all on-chip parasitic effects. Power supply noise, crosstalk through power 
supply and common bias lines can easily introduce artefacts that completely disrupt the time 
resolution. To minimise the risk, each channel or small group of channels should have its own 
private bias network and possibly also a dedicated local power management unit implemented 
with compact cap-less low dropout regulators (LDOs). The design of these ancillary 
components can be as critical as that of the front-end amplifier, discriminator and TDC to 
achieve the 10 ps time resolution. Interference between the digital and analog section of a 
complex mixed-signal chip can be also cause of additional noise. Modern CMOS 
technologies offer very effective tools like deep wells and high resistivity trenches to 
minimise this interference. In the worst case, a two tiers readout system using 3D integration 
can be envisaged, where the analog and digital sections are fabricated on two different wafers 
and mated with a fully differential link. 
For technology nodes of 130 nm and below, the input stage would easily work in weak 
inversion. Therefore, marginal improvement in time resolution is expected by using 
aggressively scaled technologies, while effects typical of nanometer scale CMOS, like 
transistor gain degradation, non linear output conductance, gate leakage current and device 
mismatch are an issue. The main advantages in using a very small feature size is that the 
reduced area allows for local integration of ancillary blocks like bias generators and LDOs 
and a reduction of the power dissipation of the digital circuits, which can be particularly 
important in view of the management of ultra-low jitter clocks and digital signals and of the 
on chip integration of more complex signal processing functions. The discriminators must 
become faster in order not to compromise the timing performance of the front-end. 
Discriminators are digital-like circuits and they could benefit more than the input stage from 
the use of a very scaled technology.  

III. Concluding remarks 
The 10 ps goal could be already met by more conventional assemblies made of analog SiPM 
arrays mated to CMOS readout electronics. The jitter due to electronics noise can be 
addressed by proper sensor segmentation. A sensor pixel size no larger than 1 mm  1 mm is 
necessary in order to achieve the required jitter figure with a reasonable power consumption 
in the input stage. Two effects can however make the 10 ps goal very challenging on the 
electronics side: random single shape fluctuations in the sensor and distribution of ultra-low 
jitter clock signals. To reliably predict electronics performance, the sensor signal must hence 
be extremely well modelled. Using the most advance CAD tools, the major portion of the 
design time should be spent on design verification, to ensure that parasitic effects are properly 
mastered as even seemingly minor effects can have detrimental effects on time resolution at 
this level. 
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D. Photo-detectors and readout electronics 

D4. Perspectives on wave sampling electronics for fast timing applications  

Dominique Breton 

I. Status 

Time stamping with picosecond (ps) accuracy is an emerging technique opening new fields 
for particle physics and medical instrumentation. It indeed permits the localization of vertices 
with a few millimetres precision, thus helping associating particles coming from a common 
primary interaction even in a high background. It can also be used for particle identification 
based on time-of-flight techniques. The progress in ultra-fast digitizers (including high-end 
oscilloscopes) demonstrated that picosecond timing accuracy can be reached simply by 
sampling the detector signal at high rate and extracting time information by interpolation of 
the samples located in the leading edge of the signal [1]. Obviously, if sampled fast enough 
with respect to signal bandwidth, the waveform contains the full information and thus permits 
optimizing the timing extraction algorithm during or even after data taking. Moreover, it also 
permits extracting other useful parameters like amplitude, charge, or pulse width. 
Fast waveform digitizers as well as oscilloscopes are usually based on standard analog to 
digital converters (ADCs), which can be interleaved in order to virtually increase their 
sampling frequency. As evoked above, the digitized waveform can be used to extract time 
information but the sampling rates required for high precision measurement on fast signals sit 
far above 1 GS/s. Consequently, the huge local data rate per channel at the output of the 
ADCs (>> 10 Gbits/s) becomes a real problem, if not a showstopper, especially for large scale 
systems. 
This is not the case for the pure TDCs, which are commonly used for time measurement in 
physics experiments. They are designed either in the form of dedicated ASICs or integrated 
inside high-end FPGAs. Here, the information is concentrated into a simple digital integer 
value, thus reducing drastically the quantity of information, which is adequate for large scale 
measurements. But TDCs do not provide information on waveform, except under the derivate 
form of ToT for those able to measure both edges of the signal. Anyhow, in this case, the 
precision on the amplitude or charge of the signal remains poor. 

II. Current and future challenges 
The pure digital TDCs are usually based on the association of a coarse time counter running 
on the main clock and of DLLs interpolating the latter (see figure 1). In order to improve the 
resolution, the DLLs can be smartly interleaved, introducing a third stage for the fine 
measurement [2]. Resolution is given by the DLL step but it is usually limited by stability of 
calibration or environmental effects. Actually, the weak point of the TDC is to have a strictly 
digital input, which means that a discriminator has to be present to transform the analog 
signal into digital. This discriminator introduces additional jitter and residues of time walk, 
which is the dependency of the threshold crossing time on pulse amplitude, then enter the 
game. Thus, the overall timing resolution is degraded to the quadratic sum of the 
discriminator and TDC respective timing resolutions, making it difficult to go below 20 ps 
rms. Moreover, the power consumption of the discriminator necessary to reach good timing 
performance is usually high since it has to be fast and precise and to externally drive the TDC 
inputs. Another characteristic of a TDC is that each channel is self-triggering. This associated 
with the small amount of data per hit permits reaching high front-end counting rates (>> 
MHz). But in presence of large counting noise like with Silicon Photo-Multipliers (SiPM’s), 
the hit rate may become saturated by noisy hits. Dedicated buffers are thus usually present at 
the TDC output for selecting hits based on an external trigger system like in the large particle 
physics experiments where the first level general trigger sorts the events.  
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In order to get both waveform and time information, time measurement can be based on a mix 
of an analog memory and a FPGA (see figure 2). Fast analog memories using Switched 
Capacitor Arrays (SCAs) nicely fit this scheme especially in terms of power, space and 
money budgets [3], [4], [5]. They sample the input signal, which can now be analog and 
permit performing an interpolation of the samples recorded on the latter. The discriminator is 
not anymore in the critical timing path. Time information is given by association of the 
Timestamp Counter (few ns step), of the DLL locked on the clock to define region of interest 
(100 to a few 100’s picoseconds minimum step), and finally of the samples of the waveform: 
their interpolation will give a precision of a few picoseconds rms. This requires a precise 
calibration of the Time Integral Non-Linearity. This ultimate time resolution can be reached 
even on small analog signals (a few tens of millivolts). Another advantage of recording the 
waveform resides in cases where the shape of the detector signal (especially the leading edge) 
carries extra information in addition to direct measurements (time, amplitude, etc.). The main 
drawback of the SCAs is their readout dead-time (a few tens to ~100 µs depending on the 
number of samples read), which becomes a limitation at high rates. Moreover, the channels 
are usually not independent and commonly triggered and readout like in an oscilloscope. 
In order to take benefit of both waveform sampling and TDC structure, a new concept was 
introduced in 2009: the Waveform TDC [6] (see figure 3). 
Here, an analog memory is added in parallel with the delay line of the TDC. Moreover, the 
discriminator and the ADC are also integrated. This allows recording short waveform slices 
including the leading edge. Different methods can be then be used for time extraction like 
Constant Fraction Discrimination (CFD) or Cross-Correlation (CC) [7], [8]. A main 
difference with SCAs is that all the channels are now independent. TOT measurement can 
also be integrated, which is especially useful for signals longer than the sampling window.  
Integrating the ADC inside the ASIC permits reducing the cost and power consumption and 
providing only digital data for the acquisition chain. This of course requires a very fast and 
parallel conversion (100 ns to 1 µs), which could otherwise become the main limitation for 
dead-time like for standard analog memories. Dealing for instance with the number of bits of 
the conversion when using a Wilkinson ADC is a way to adapt its duration to the hit rate 
requirement. Figure 4 shows the effect of the number of bits used for the conversion on the 
Time Difference Resolution (TDR). For instance, a TDR of 10 ps rms can be reached with 
pulses of 50 mV converted over 8 bits.  
Even if greatly reduced with respect to SCAs, instantaneous dead time remains a limitation. It 
can be drastically decreased by alternatively switching between two or more analog memories 
to sample the same input signal, with a penalty on the silicon area. 
Like a standard TDC, the Waveform TDC is natively self-triggered on each of its channels. 
This may produce very large hit rates, which may cause a saturation of the output buffers, 
especially since the waveforms have to be extracted (partially or in totality) together with the 
time information. In order to reduce the dataflow, it is necessary to filter the good events 
before conversion. A central trigger located in the ASIC can then help defining trigger 
conditions and drastically reducing the hit rate. Moreover, providing the adequate signals out 
of the chip permits performing a second level trigger based on smarter detector conditions and 
increasing the counting noise rejection by a huge factor. 
Noise filters can also be based on the characteristics of the signals as produced by the 
different detectors. For instance, a real time filter based on the TOT has been implemented in 
the SAMPIC/SAMPET chip family. When used with signals issued from crystals and SiPM’s, 
it permits rejecting above 99 % of the dark count noise from the SiPM’s. 
The electronics chain of a TOF-PET scanner clearly resembles that of a particle physics 
detector. This is natural since the scanner is a cylindrical gamma photon detector where one 
looks for precisely determining the geographical origin of the two photons. The main 
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difference sits in the destination of the recorded data and the way they are interpreted. 
The main challenges when developing such electronics systems for ps level measurement are 
the following: 
- High channel density requiring a very compact and low power acquisition chain. 
- High quality clock distribution. 
- Analog crosstalk between channels which introduces bias for timing. This is true mostly 

for neighbouring channels receiving signal at the same time, which has to be avoided if 
possible. 

- Time INL of the DLL’s driving the sampling. The latter must be calibrated properly on-
detector and correction can be applied offline [9], [10]. 

- Electronics noise which translates into jitter. Signal over Noise Ratio has to be as high as 
possible. 

III. Concluding remarks 
In summary, signal waveform obviously contains the full information. Fast timing means 
large analog signal bandwidth and high sampling rates but this implies huge dataflow levels. 
The problem is to try keeping only the good information. In the case of high-end 
oscilloscopes, trigger is performed on digital data thus the use of fast ADC’s is mandatory. 
Moreover, all types of calculation can be performed online on the data flow. But their cost 
limits their use to a few channels. “Standard” analog memories nicely replace ADC’s in most 
cases, but dead-time remains their main limitation at high rates. This is not the case of TDC’s 
but they do not provide the signal shape. The Waveform TDC seems to be an adequate 
compromise in face of all these constraints. 
Actually, time measurement at the 10 ps level is becoming a requirement not only for TOF-
PET scanners, but also for high energy physics experiments facing extremely high luminosity 
levels. There, the hit rates (>> MHz per channel) associated with the channel densities impose 
new challenges for waveform sampling and real time feature extraction. New architectures 
have to be imagined, taking benefit of the knowledge of the particle arrival time when used on 
colliders. 
As said above, whatever the application, it is mandatory to find ways to reject the wrong 
events as early as possible in the readout chain in order to keep the dataflow at a reasonable 
level. 
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Figure 1: The usual implementation of a pure TDC. 
 
 
 

 

Figure 2: Principle of a TDC based on a fast analog memory and a FPGA. 
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Figure 3: Principle of a Waveform TDC. 
 

 

Figure 4: Time Difference Resolution [ps rms] vs. Amplitude as measured with the SAMPIC 
Waveform TDC. 
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D. Photo-detectors and readout electronics 

D5. Perspectives on 3D electronics for fast timing applications 

Jean-François Pratte 

I. Status 

1. Introduction: 3D digital SiPM for TOF-PET with sub-10 ps FWHM CTR 
A 3D digital SiPM is a photon-to-digital converter with embedded digital signal processing. 
Thanks to the 3D integration of a single photon avalanche diode (SPAD) array with the 
CMOS readout integrated circuits, as shown in figure 1, a high photosensitive fill factor can 
be achieved while still integrating advanced circuit functionalities. For instance, reaching the 
10 ps goal not only requires a good SPAD technology, but also TDCs with the required 
timestamp resolution and precision. Can a SPAD and the required readout for sub-10 ps 
FWHM CTR be integrated in 2D with negligible jitter in signal transit time from the SPADs 
to the TDC(s) while maximizing photosensitive fill factor? The answer is no and that is why 
3D integration is the key. 
This contribution focuses on the photo-detector and electronics with a perspective on 3D 
vertical integration (the scintillator and light transport are not discussed, but obviously of 
capital importance for the sub-10 ps challenge). In the following sections, we are addressing 
the reasons why 3D digital SiPM is unavoidable to reach sub-10 ps FWHM CTR. 
2. 2D vs 3D Integration and the Digital Nature of SPADs 
A SPAD is a Boolean detector by nature. In a typical (i.e. analog) SiPM, the charge produced 
by each SPAD is summed passively, followed by a preamplifier stage, shaping amplifier and 
an analog-to-digital converter. Basically, the digital information is translated to the analog 
world, and then digitized again. This is where 3D digital SiPM is a disruptive technology for 
PET aiming at 10 ps. Each SPAD is read out individually one-to-one by a CMOS quenching 
circuit, which acts like a leading-edge discriminator receiving the charges from the SPAD 
with a signal-to-noise ratio greater than 103. The trigger generated by the quenching circuit is 
now a digital bit to be time stamped. It is worth mentioning that SPAD-to-SPAD fluctuations 
are mitigated by the one-to-one coupling for photon counting. Although, like in any type of 
SiPMs, the SPAD single photon time resolution (SPTR) will be impacted by SPAD-to-SPAD 
fluctuations, such as the excess bias voltage (the difference between the bias point and the 
breakdown voltage). Finally, thanks to 3D integration, each SPAD channel is well matched to 
all the others (e.g. the routing), contributing to a better single photon timing resolution. 

II. Current and future challenges 
1. The Benefits of 3D Integration for the 10 ps Challenge 
3D vertical integration is a "more than Moore" solution to address the evolution pace of 
microelectronics [1] and is extensively used in the flash memory market [2]. Another area that 
benefits from the outcomes of the 3D integration processes is the advancement of imaging 
devices, where a detector tier is stacked above a CMOS readout circuit tier, such as those in 
smartphones and tablets [3]. Having in mind the purpose of having an array of sensors read 
out individually, 3D integration offers many advantages over other solutions in 2D, where the 
SPAD and the CMOS share the same process. 
First and foremost, 3D integration decouples the process choice for the SPAD array and the 
CMOS readout circuit. For instance, the group of the University of Sherbrooke is developing 
with Teledyne-DALSA Semiconductor Inc. new SPAD arrays in a custom process to achieve 
the design criteria presented in section 4 [4]. In parallel, from an electronic perspective, we 
develop readout circuits in 180 nm and 65 nm CMOS processes for different detector 
systems. The CMOS technologies were carefully selected with respect to their relative 
requirements.  
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Secondly, in TOF-PET imaging, the imaging sensor must have a high photosensitive fill 
factor (and photo-detection efficiency - PDE) in order to detect the few emitted prompt 
photons (hot intra-band, Cerenkov, etc.) [5]. To this end, 3D is key as it maximizes the SPAD 
fill factor on the top tier without loosing any active area for the electronics. The final fill 
factor depends on the presence and size of trenches as well as the area required for the 
through silicon vias, if they are used.  
Finally, because the CMOS electronics is on a dedicated tier integrated under the SPAD array 
(figure 1), it is devoted to reading out the SPAD array and performing digital signal 
processing. To reach sub-10 ps, the timing jitter of every element in the readout chain counts. 
Hence, as it will be discussed in section 5, the CMOS process is chosen to enable the required 
functionalities, for instance a TDC with sub-10 ps precision and the required digital signal 
processing. However, the 3D approach brings a non-fundamental drawback that is the 
engineering challenge of developing a 3D compatible SPAD array to be bonded with CMOS 
circuits. Also, the cost for prototyping can be a challenge. 
 
2. The SPAD array 
The SPAD array has to be optimized for the wavelengths of interest in PET. Examples: LaBr3 
at 360 nm and 380 nm; LSO at 420 nm; BGO at 505 nm [6], [7] and Cerenkov radiation with 
a 1/2 spectrum [8]-[10]. 
This imposes an important design choice: the SPAD array has to be front-side illuminated. 
Indeed, front-side illumination is the proper choice for visible down to UV photons. On the 
opposite, backside illumination silicon detectors have a sensitivity spectrum toward 800 nm, 
in the near-infrared. 
Strict characteristics for the SPAD and the SPAD array are required to reach sub-10 ps. The 
avalanche must rely mainly on photo-generated electrons (not the holes). The drift transit time 
to the high field region for those photoelectrons must be minimized and uniform within the 
SPAD cell. The same rule applies for the charge collection path within a SPAD and across the 
array. The SPAD breakdown voltage also needs to be as uniform as possible. Finally, the 
SPAD junction profile must minimize the avalanche statistics (i.e. thin and strong E-field 
design). 
A good SPAD array also has trenches for optical and electrical isolation between each SPAD, 
at the cost of photosensitive fill factor. 
3. Electronics 
A major advantage of 3D vertical integration is that a full tier of the 3D digital SiPM is 
dedicated to the microelectronic circuits. It enables the integration of circuit blocks with 
performance that cannot be reached with 2D digital SiPM. Here are some key examples. First, 
the quenching circuit needs to sense the avalanche. In typical 2D digital SiPM for PET where 
the photosensitive fill factor is maximized, a simple inverter is used as the discriminator 
because of its limited real estate. Considering that SPAD-to-SPAD excess bias voltage can 
vary, this leads to input signals with amplitude variations with a direct impact on the 
propagation delay and the timing jitter. The impact is that the propagation delay will vary as 
well as the jitter if the slope of the signal coming from the SPAD varies. The convoluted 
impact of the propagation delay and the jitter lead to an overall greater jitter, which is not 
desired for the 10 ps goal. Instead, thanks to the large real estate available, a comparator or an 
operational amplifier in open loop configuration, can be implemented in the ASIC. This 
enables to set the discrimination point to the optimal value to minimize jitter and propagation 
delay. This is mandatory for sub-10 ps performances. We have reported comparator-based 
quenching circuit with measured jitter in the order of 4 ps FWHM, which has a negligible 
impact on the single photon timing resolution [11].  
Another example is the TDC. It is well known from recent works that a PET detector should 
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be able to timestamp the firsts prompt and/or scintillation photons [12], [13], [5]. To do so, a 
detector with parallel and independent processing of each SPAD is required to get as many as 
possible of these early photons time stamped [14]. Thanks to the 3D architecture, it is possible 
to integrate one TDC per SPAD. For instance, we integrated one vernier ring oscillator-based 
TDC per SPAD. We also implemented a solution where one TDC is shared by four SPADs 
with balanced routing, minimizing the common mode noise due to the ring oscillators, leading 
to improved TDC precision. The TDC must have a precision (jitter) below the targeted value 
of 10 ps, a small footprint, be low power and be able to withstand the expected event rate per 
SPAD [15]. To the authors' knowledge, this cannot be done with a 2D digital SiPM and 3D is 
required. 
Finally, all of the timestamps acquired by the TDC need to be processed. So again real estate 
is required for the digital signal processing. As seen in figure 2, the TDCs binary codes are 
converted to timestamps. Then, to reach sub-10 ps, it is mandatory to perform uniformity 
correction, which includes routing delay variations (signals and clock tree), TDCs non-
uniformity, etc. In this ASIC, the uniformity correction is applied with a 1 ps resolution. 
Then, the next steps are to sort the timestamp chronologically and perform a dark count filter. 
Finally, digital signal processing is performed, for instance the Best Linear Unbiased 
Estimator was used to extrapolate the absolute timing of the event [14], [16]. 
Note that in 2D digital SiPM, electronic circuits can be integrated on the periphery of the 
SPAD + quenching circuit array. This represents a dead area and care should be taken when 
comparing results as far as how the fill factor is defined. 

III. Concluding remarks 
The 3D digital SiPM is a promising way to reach sub-10 ps CTR for TOF-PET scanners. 
There are no fundamental limitations to produce such a detector. The main challenges are 
related to the engineering of the 3D SPAD array integration and R&D cost. That said, if we 
want to reach sub-10 ps CTR and provide PET scanners with increased image contrast and/or 
lower radiotracer dose and/or greater daily patient throughput in hospital imaging centres, 3D 
digital SiPM is definitely a solution. 
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Figures 

 

Figure1: Example of a 3D digital SiPM. The top tier is composed of a SPAD array, while the 
bottom tier contains the readout electronics. In this example, a through silicon via (TSV) is 
used to interconnect one-to-one each SPAD with its readout channel. This device is front-side 
illuminated. 
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Figure 2: Implementation principle of a 3D digital SiPM aiming at 10 ps PET coincidence 
timing resolution. Block diagram of a 3D digital SiPM implemented in Sherbrooke [16]. 
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E. Image reconstruction 

Johan Nuyts, Suleman Surti, Stefaan Vandenberghe 

I. Status 

1. Introduction 
It has been shown in several papers (both for analytical and iterative methods) that the use of 
TOF information leads to a noise variance improvement proportional to the ratio of the object 
size to the spatial equivalent FWHM of the TOF kernel [1], [2]. Thus, improving the TOF 
resolution from 200 to 10 ps will result in an 20 fold reduction of noise variance or a 4.5 fold 
improvement in signal to noise ratio. It is also known that as TOF resolution improves, the 
angular sampling requirements can be relaxed [3]. In the extreme case of 10 ps TOF 
resolution, the sampling is already sufficient if every voxel is sampled by at least one line of 
response (LOR), a condition which can be satisfied with very unconventional PET system 
designs. Finally, TOF increases the information content of the PET data, allowing us to 
estimate not only the activity distribution, but also the attenuation and/or detector sensitivities 
from them [4]. 
 
2. 10 ps TOF-PET image signal to noise ratio 
In PET, while TOF information with good timing resolution helps localize the annihilation 
event along the line-of-response (LOR), it is not necessary for image reconstruction since 
non-TOF data acquired along all polar angles provide all the information necessary to 
reconstruct a tomographic image. As such, TOF provides additional information that enables 
strong data consistency requirements in the image reconstruction process and hence improved 
image signal-to-noise properties [1], [2]. This leads to an improvement of the noise variance 
when going from 200 to 100 ps (factor 2), from 100 to 50 ps (another factor 2) and from 50 ps 
to 10 ps (another factor 5). This means that for the same statistics, PET scans can be 
performed faster, more accurately or at lower dose (similar to Total Body PET). This 
improvement can be combined with a further increase in the axial FOV, leading to potential 
acceleration of factors up to 200 [5]. As will be discussed below, with 10 ps TOF resolution, 
the noise in the reconstructed image will be (almost) uncorrelated. This may be an additional 
benefit, because there is some evidence that human observers may not be dealing optimally 
with the negatively correlated noise in the current reconstruction images [6]. 

II. Current and future challenges 
1. 10 ps TOF-PET image reconstruction and sampling 
Alternately, this information could be used to reduce object sampling requirements during 
image reconstruction and still obtain quantitative, tomographic images. As shown previously 
[3], TOF information leads to a reduction in the minimum number of angular samples needed 
to reconstruct an object - 180/tan-1(x/FWHMTOF), where x is the voxel size and FWHMTOF 
is the timing resolution. Hence, for sinogram based image reconstruction techniques, good 
TOF resolution allows for a significant reduction in the number of angular bins (transverse 
mashing) in otherwise very large and sparse sinograms, leading to faster image 
reconstruction. Through simulations and limited experimental studies it has also been shown 
that a small group of detectors can be used for clinical whole-body PET in order to reduce 
scanner cost by either distributing the detectors evenly along a detector ring with gaps 
between individual detectors or by having an incomplete ring with less than 180 angular 
coverage [7], [8]. The idea of imaging with a limited angular coverage system is appealing for 
dedicated PET imaging devices where there may be a specific need for gaps in the detector 
ring. This idea has been evaluated for dedicated breast PET where two PET detectors can be 
used to image the breast in a flexible geometry [9], and finally in proton beam therapy where 
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in-beam PET designs can be used to verify the proton beam range [10], [11]. In figure 1, we 
show simulation results from a dedicated breast PET system under development that will be 
part of a combined PET/DBT (digital breast tomo-synthesis) system in a single gantry that 
provides co-registered PET and DBT images. The goal of the PET system is to image a 
compressed breast in the same geometry as the DBT unit, thereby requiring a stationary PET 
design with dual panel detectors. Images are shown for non-TOF, 300 ps TOF, and 10 ps TOF 
image reconstruction. The non-TOF image has significant distortions in the shape and 
distribution of activity due to limited angular coverage of this system. With 300 ps timing 
resolution, these distortions are reduced in the TOF image but there is some non-uniformity 
still present in the background and the spheres are elongated along the y-direction. While the 
current system is being developed with detectors that provide 300 ps timing resolution, figure 
1 clearly demonstrates the significant advantage in using detectors that provide 10 ps timing 
resolution. The image shape and background distribution for the 10 ps TOF image is almost 
the same as the simulated object. The spheres still show an elongation orthogonal to the 
detector plane (y-direction) but it is reduced when compared to the non-TOF image. The 
residual sphere elongation in the y-direction is due to a TOF blur that is introduced from the 
unknown depth-of-interaction (DOI) of the 511 keV photons within the detector. In these 
simulations the crystals are 15 mm thick (width is 1.5 mm, same as the TOF resolution), and 
without DOI information, even directly incident photons on the crystal surface will have an 
uncertainty introduced along their TOF direction. These results indicate that 10 ps timing 
resolution can enable generation of artifact-free images provided that very good DOI 
information (equivalent to 10 ps timing resolution, i.e. 1.5 mm) is available. Without DOI 
information there will be minimal impact in a lesion detection task, but some loss in 
quantitation tasks is expected due to degraded spatial resolution perpendicular to the two 
detectors. The degraded spatial resolution may be compensated for with point-spread-function 
(PSF) modelling techniques in either data or image space during image reconstruction [12]. In 
the following, we will consider an effective (including DOI effects) TOF resolution of 10 ps, 
for which the sampling requirements are equal to one angle, as discussed below. These results 
indicate that with such detectors, one could conceive development of whole-body PET 
scanners with two long, opposing flat detector plates that are stationary – enabling dynamic 
total-body PET imaging [5] with easy access to the patient for arterial sampling or to reduce 
claustrophobia. This system would also avoid the acquisition of LORs with high attenuation, 
which would benefit its sensitivity. 
Besides the statistical improvement and the relaxed angular sampling requirements, there are 
additional effects. The presence of TOF information makes image reconstruction a local 
problem, which has limited influence from events at more than one TOF-FWHM. This local 
effect leads to more uniform convergence and reduces the influence of missing data, errors in 
normalization and attenuation correction on the image quality of the reconstructed image. 
Errors stay more local and do not propagate as far as in regular TOF-less emission 
tomography. In the limit of 10 ps each voxel in image space is measured from a limited 
selection of detector pairs with a certain TOF difference. Therefore conventional 
reconstruction is not really required anymore for a 10 ps system (no forward and back-
projection is needed) and an error in detection space (or object attenuation) will only affect 
the points locally along the LOR. Quantitative reconstruction is however more than forward 
and back-projection in iterative methods or filtering and back-projection in analytical 
algorithms. The complexity of quantitative reconstruction (both in optimizing and speeding 
up) is often not a problem of (back)-projection, but rather a problem of correcting for effects 
like scatter, contamination and detector non-uniformities. Even with a 10 ps systems 
corrections for random, scatter, attenuation and detector non-uniformities will still need to be 
implemented to get a quantitative image. In a non-TOF PET scanner these errors get more 
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distributed over the whole image. One should understand that an error in a certain pair of 
detectors in a 10 ps system will not have a direct impact on the image, but will likely have a 
major impact on one LOR and maybe even one voxel. So a bit similar to proton therapy in 
radiation therapy, the technique will be more local, but also errors will be more local and may 
impact diagnosis (e.g. create local artefacts or even small hotspots). So it may still be good 
(even in a 10 ps system) to look at both images reconstructed with and without using the TOF 
information (at least if the system has complete angular sampling for non-TOF imaging). 
As discussed below the use of TOF makes 3D PET even more redundant and with sufficiently 
high temporal resolution also enables to find unique solutions for attenuation and emission 
estimation (up to a constant). Interesting ideas are to reconstruct even positronium lifetime 
using TOF information [13]. 
 
2. 10 ps TOF-PET image reconstruction 
A PET system with a time resolution of 10 ps identifies the location of the annihilation along 
the projection line with an accuracy of 1.5 mm. The measurement no longer consists of 
projections, and therefore, reconstruction from projections is no longer needed [14]. In the 
following the simplification of the image reconstruction task is illustrated for a few different 
cases. A 10 ps time resolution offers many interesting opportunities. One of these is the joint 
estimation of the attenuation and/or detector pair sensitivities, which is briefly discussed as 
well. Many reconstruction algorithms for PET have been published. In the following, we only 
consider maximum-likelihood (ML) reconstruction. 

a. Ideal case: no more reconstruction 

The maximum likelihood algorithm maximizes the (logarithm of the) likelihood of the 
observed data, given the reconstruction image, assuming that the uncertainty on the data is 
entirely due to Poisson noise. After dropping terms independent of the reconstruction image, 
this can be written as 
 𝜆̂ = argmax𝜆 𝐿(𝑦, 𝜆) (1) 𝐿(𝑦, 𝜆) = ∑ 𝑦𝑖,𝑡 ln 𝑦̅𝑖,𝑡 − 𝑦̅𝑖,𝑡𝑖,𝑡  with 𝑦̅𝑖,𝑡 = ∑ 𝑛𝑖𝑎𝑖𝑐𝑖,𝑡,𝑗𝜆𝑗 + 𝑠𝑖,𝑡 + 𝑟𝑖𝑗 , (2) 
 
where j is the activity in voxel j, yi,t the measurement for line of response (LOR) i and TOF-
bin t, ci,t,j is the sensitivity of data bin (i,t) to activity at j, si,t is the contribution from 
coincidences affected by Compton scatter in the object, ri is the randoms contribution, and ai 
and ni are the attenuation and detector sensitivity for LOR i. The maximum likelihood 
expectation maximisation (MLEM) algorithm computes the solution iteratively as 
 𝜆𝑗(𝑛+1) = 𝜆𝑗(𝑛)∑ 𝑐𝑖,𝑡,𝑗𝑛𝑖𝑎𝑖𝑖,𝑡 ∑ 𝑐𝑖,𝑡,𝑗𝑛𝑖𝑎𝑖 𝑦𝑖,𝑡𝑦̅𝑖,𝑡(𝑛)𝑖,𝑡 , (3) 

 
where the superscript indicates the iteration number. 
For a 10 ps TOF-PET, and using small voxels and nearest neighbour interpolation, the TOF-
bin t identifies a single voxel j along LOR i, which we will write as (i,t) = j. Therefore, ci,t,j = 
i,t,j, where i,t,j = 1 if voxel j = (i,t) and zero otherwise. If in addition we (unrealistically) 

assume that there is no scatter or randoms contribution, 𝜆𝑗(𝑛) vanishes in (3) and the MLEM 
update becomes non-iterative: 
 𝜆𝑗 = ∑ 𝛿𝑖,𝑡,𝑗𝑦𝑖,𝑡𝑖,𝑡∑ 𝛿𝑖,𝑡,𝑗𝑛𝑖𝑎𝑖𝑖,𝑡 . (4) 
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This means that every measured event is put in an image at the location specified by (i,t), after 
which the image is corrected by dividing every voxel value by the sensitivity of the PET 
system to activity in that voxel. This involves only a single back-projection along the LORs to 
compute the denominator. This also shows that without attenuation correction, the 
reconstruction produces a scaled version of the activity distribution (with position dependent 
scale), and not a distorted one as is the case for non-TOF and, to a lesser extent, for TOF with 
“poor” timing resolution. 

b. Scatter and randoms 

When the scatter and/or random coincidences are not ignored, the MLEM update becomes: 
 𝜆𝑗(𝑛+1) = 𝜆𝑗(𝑛)∑ 𝛿𝑖,𝑡,𝑗𝑛𝑖𝑎𝑖𝑖,𝑡 ∑ 𝛿𝑖,𝑡,𝑗 𝑦𝑖,𝑡𝜆𝑗(𝑛)+(𝑠𝑖,𝑡+𝑟𝑖) (𝑛𝑖𝑎𝑖)⁄𝑖,𝑡 . (5) 

 
This is an iterative algorithm, but in contrast to MLEM for conventional PET systems, this 
computation is applied to the individual voxels to solve a rather complicated non-linear 
equation with a single unknown value j. Convergence of (5) would not be very fast, it will be 
useful to investigate with which optimisation algorithms and/or approximations a performing 
and fast algorithm can be obtained. As a simple example, treating the reconstruction as a 
weighted least squares problem (with weight i,t) results in a closed form expression 
 𝜆𝑗 = ∑ 𝛿𝑖,𝑡,𝑗𝜔𝑖,𝑡𝑛𝑖𝑖,𝑡 𝑎𝑖(𝑦𝑖,𝑡−𝑠𝑖,𝑡−𝑟𝑖)∑ 𝛿𝑖,𝑡,𝑗𝜔𝑖,𝑡(𝑛𝑖𝑎𝑖)2𝑖,𝑡 , (6) 

 
which only involves two back-projections. 
The extreme TOF resolution not only uncouples the reconstruction equations (5), it also 
strongly affects the features of the scatter contamination. A simple 2D single scatter 
simulation was done to illustrate how the time resolution affects the scatter point spread 
function (PSF). Figure 2 shows a result: photon pairs were emitted in the centre of a phantom 
with a radius of 20 cm, positioned between two PET panels with a length of 40 cm and 
separated by 50 cm. One of the photons was forced to scatter, randomly selecting the scatter 
point using the exponential attenuation probability and the scatter angle with the Klein-
Nishina expression. The reconstruction assumes that the annihilation was on the line 
connecting the detection points, computing the distance from the centre of the line from the 
time arrival difference. For a system with 200 ps time resolution, the scatter PSF is blurred in 
all directions, but for a 10 ps resolution the PSF is very thin in the TOF-direction. This 
indicates that at 10 ps, the scatter provides far more information than in current PET systems. 

c. Resolution recovery 

As is the case in current systems, the detector PSF can be included in the system matrix. In 
this case, multiple voxels j will contribute to a single measurement bin (i,t), and the 
reconstruction will apply a combined correction for attenuation, scatter and randoms and 
blurring. 

d. Joint estimation of attenuation 

As shown in [4], the attenuation sinogram can be estimated from the TOF emission data (up 
to a constant), provided that the tracer distribution has a spatial extent, which is large 
compared to the TOF-resolution. With a TOF resolution of 10 ps, equivalent to 1.5 mm, this 
condition should always be satisfied in patient scans. Several joint estimation approaches 
exist [15]. As an illustration, only simple simulations with the MLAA algorithm of [16] are 
shown below. 
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Figure 3 shows results of a simple 2D simulation of a brain scan. The MLAA algorithm 
jointly reconstructs the activity and attenuation images by maximizing the likelihood of the 
TOF-emission sinogram. With 10 ps TOF resolution and noise-free data, the reconstructed 
activity image is perfect. When the data are noisy, the activity image suffers from almost 
uncorrelated noise, because each pixel is reconstructed from independent data, but there are 
still residual noise correlations due to noise in the estimated attenuation factors. In contrast, 
the attenuation image is (implicitly) estimated from a non-TOF attenuation sinogram 
(determined by the TOF-emission data). As a result, its resolution is determined by the 
detector resolution, which in this simulation was 3 mm. In addition, the reconstruction of the 
skull suffers from extra blurring due to limited angle effects, because there are LORs along 
which there is (almost) no activity. The small calcification inside the brain is reconstructed 
better because it does not suffer from the limited angle problem. In the presence of noise, the 
image suffers from correlated, high frequency noise, as is always the case in reconstruction 
from non-TOF projections. 
As mentioned above, with 10 ps TOF resolution, complete angular sampling is no longer 
needed, because a single detector pair measures the complete activity distribution along the 
line connecting them. Figure 4 shows a 2D simulation for a PET with large gaps. The joint 
estimation produces an excellent activity image, but a distorted attenuation image. However, 
the forward projection of this attenuation image corresponds to the true attenuation for all 
LORs along which activity was seen (second row of figure 4). Since the attenuation along the 
other LORs is irrelevant, it produces accurate attenuation correction, up to a global constant. 
Therefore, attenuation correction will no longer require dedicated devices to measure 
attenuation coefficients, but methods to estimate the global constant will still be needed. 
An alternative joint estimation approach consists in estimating the activity image in 
combination with the total attenuation along every LOR [17]. In fact, this algorithm estimates 
the effective sensitivity of every detector pair, provided that that sensitivity is independent of 
the position along the projection line. Therefore, it estimates the product of the effects of 
attenuation, geometry, crystal efficiency and dead time, again up to a global scale factor. The 
performance of this joint estimation should be excellent at 10 ps, enabling correction of 
attenuation and detector pair sensitivities based on the measured patient data themselves. That 
in turn would enable accurate reconstruction even for nonconventional PET designs, such as 
PET systems containing moving detectors. 

e. Timing calibration 

To make optimal use of the TOF resolution, very accurate calibration of the PET system will 
be necessary, otherwise artefacts will result in conventional reconstruction of the activity and, 
even more so, in the joint reconstruction of activity and attenuation. We have observed that 
calibration errors that seem very small compared to the timing resolution can produce 
significant artefacts in the reconstructed images [18]. This is illustrated in figure 5, where 
reconstructions were done for a 2D TOF-PET system with 25 ps timing resolution, once with 
ideal calibration and then again with a systematic error of 3 ps on the TOF-offset calibration. 
This resulted in errors (relative to the maximum of the image) of up to 21 % for MLEM, 27 % 
for the MLAA activity and 20 % for the MLAA attenuation images. Such a calibration will 
typically be done with dedicated calibration procedures, but if necessary, also methods for 
calibration based on the patient scan data themselves could be used, the accuracy of which is 
expected to increase with improving timing resolution [18], [19], [20]. 

III. Concluding remarks 
- The formation of the activity image will become very fast. With 10 ps TOF-PET, joint 

reconstruction of activity and attenuation will work very well, but even with 10 ps timing 
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resolution, this requires more complicated (and typically slower) reconstruction 
algorithms. 

- Complete angular sampling will no longer be needed, increasing dramatically the freedom 
in designing PET systems. 

- Joint estimation will perform very well for attenuation correction, eliminating the need for 
dedicated devices to estimate the attenuation coefficients. 

- In addition, joint estimation can be used for estimating the combined effects of attenuation 
and sensitivity, further increasing freedom in system design. 
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Figures 

 

Figure 1: Monte Carlo simulation results for a compressed breast placed between two PET 
detectors. Schematic on left shows the breast between the two yellow shaded detectors. The 
breast model shown here has anatomical structures representing varying tissue types that 
appear identical in a PET image. The reconstructed images on the right show the transverse, 
sagittal, and coronal view of reconstructed breast using 10 ps and 300 ps timing resolution as 
well as non-TOF reconstruction. The distortion of the general breast shape along the y-
direction is greatly reduced with improved timing resolution. The four 5 mm diameter lesion 
seen in the transverse image are also better visualized with improved timing resolution 
leading to improved contrast. All images are scaled to the maximum pixel value in the image. 
Simulated detector used 1.5  1.5  15 mm3 LYSO crystals without any DOI information. 
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Figure 2: 2D single scatter simulation of a point source in water: (a) and (b): a water sphere 
between two 10 ps TOF-PET panels, with some photon trajectories shown in red, scatter 
points in green, assumed LORs and reconstructed points in yellow. An image of the 
reconstructed single scatters is shown in (c) with a zoom-in in (d). Figure (e) and (f) are same 
as (c) and (d), but for 200 ps time resolution. 
 
 
 
 

 

Figure 3: A 2D simulation with 10 ps TOF resolution, (a) the true image, (b) the activity and 
attenuation images estimated by MLAA from noise free TOF emission data and (c) from 
noisy data. 
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Figure 4: A 2D simulation for a PET with large gaps (where only coincidences involving both 
detectors are considered). First row: the true activity and attenuation images and the 
corresponding MLAA reconstructions. Second row: (1) the measured (limited angle 
sinogram, (2) the true attenuation sinogram, (3) the forward projection of the MLAA 
attenuation image and (4) the absolute difference between the latter two. 
 
 

 

Figure 5: Results of a 2D TOF-PET simulation with a timing resolution of 25 ps and a 
systematic TOF-offset calibration error of 3 ps. MLEM0 and MLAA0 are the MLEM and 
MLAA reconstructions without calibration error, MLEM3 and MLAA3 are reconstructions 
with the 3 ps offset error. Images (a) - (c) are activity reconstructions by MLEM or MLAA, 
(d) - (e) are reconstructions of the attenuation by MLAA. The error images were multiplied by 
4 and then shown at the same scale as the corresponding ideal images. 
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F. 10 ps TOF-PET and beyond 

F1. Perspectives of 10 ps TOF-PET for simultaneous PET/MRI multimodality 

Paul Marsden 

I. Status 

Since the first systems were introduced hybrid PET-MR systems capable of simultaneous 
PET and MR acquisition have established a role in the clinic and in clinical research. Clinical 
applications in the brain, heart and cancer have emerged and a wide variety of research 
protocols have been developed. Despite on-going enthusiasm and the undoubted potential of 
this technology, take-up has been slower than anticipated. Some of the reasons for this are the 
difficulty of performing accurate and reliable PET attenuation correction for regions other 
than the brain, the complexity of combined PET and MR protocols, and the absence, as yet, of 
any definitive killer applications. Whilst some research protocols do take advantage of the 
simultaneity of PET and MR acquisition, most clinical protocols simply exploit the 
convenience of performing both PET and MR acquisitions in a single scanning session.  
Most clinical MRI studies are currently performed on 1.5 T and 3 T scanners. Whilst 7 T 
research systems have been in place now for many years and there are initiatives to explore 
systems up to 14 T, developments in MR are largely concerned with data processing and 
faster imaging at 1.5 T and 3 T rather than significant changes to the basic MR scanner 
configuration. Realising the potential of simultaneous PET-MR will depend more on 
developments in PET than in MR, and of 10 ps time-of-flight PET would contribute to this in 
several ways. 

II. Current and future challenges 
1. Attenuation and motion correction 
PET data must be corrected for the effects of attenuation in tissue, metallic implants and 
prostheses, and MR hardware in the field of view. As MR images do not measure 511 keV 
attenuation coefficients directly, various schemes have been developed to derive the 
attenuation data from single or multiple MR sequences, however none of these are ideal, 
particularly in the torso where there are multiple tissue, air, lung and bone compartments, and 
the additional complication of respiratory motion. 
As described in section E above, accurate TOF information may enable PET data to be 
accurately and reliably corrected for attenuation from PET data alone which in principle could 
remove this major hurdle to progress in PET-MR. Joint estimation of activity and attenuation 
distribution from PET data has been successfully demonstrated on human TOF PET-MR data, 
with a range of different radiotracer distributions [1]. Due to the limited TOF resolution and 
SNR of current systems, MR priors are required for the procedure to work robustly, however 
results are expected to improve dramatically if the TOF resolution can be reduced to 10 ps.  
10 ps resolution is likely to result in improved spatial resolution, and (primarily) respiratory 
motion will become a limiting factor for applications in the body. Whilst there are many 
image processing approaches to modelling motion, the acquisition of simultaneous MR data 
remains the primary method of accurately tracking internal organ motion. The relationship 
between PET attenuation correction and motion is complex, however it appears that TOF, 
even at current resolutions, serves to mitigate errors due to attenuation map mismatches and 
motion [2], and so will be key for accurate PET imaging in the presence of complex and non-
periodic motion 
 
2. Improved PET performance will enable multimodal applications  
MR is by nature ‘multi-modal’, and current PET-MR protocols typically comprise 5-10 
different MR sequences performed in parallel with a single (possibly more for short half-life 
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radionuclides) PET acquisition. The resulting MR images are usually of higher spatial 
resolution and visually higher quality than the PET images. 10ps temporal resolution will lead 
to increased PET SNR making the PET image quality more closely match that of the MR. 
This will help to realise the goal of synergistic PET-MR imaging – i.e. obtaining novel 
additional information from the combination of PET and MR data. For example, ‘radiomics’ 
approaches [3] where features related to underlying physiological parameters, or even directly 
related to patient outcome, are extracted from images using image processing methods, are 
typically more successful for anatomical MR images than for lower resolution PET. Improved 
PET spatial resolution will allow voxel-level PET and MR data to be included in a single 
analysis, and more generally will facilitate AI/deep learning approaches that aim to extract the 
maximum information from multi-tracer/multi-sequence PET and MR acquisitions. 
The improved SNR can also be used to obtain dynamic studies and improved quantification, 
faster imaging, use of very short half-life radionuclides, lower administered activities and 
multiple tracers in a single imaging session - all of which can be usefully incorporated into 
combined PET-MR protocols. 
Deep learning and related techniques have been used to achieve very reductions in the 
injected activity required to obtain diagnostic quality PET scans [4]. Such approaches often 
make use of complementary MR anatomical images as priors for PET reconstruction. The 
enhanced image quality obtained with 10 ps PET is likely to further reduce the necessary 
activity and so make new applications possible 
 
3. Novel scanner configurations 
As described above 10 ps resolution mean that the number of angular samples required for 
accurate PET reconstruction is dramatically reduced. This permits non-traditional PET 
scanner geometries such as opposing flat plates or large gaps between detectors in the 
tangential and axial directions. This is of particular interest for PET-MR as it permits novel 
ways of combining the PET and MR hardware components 
Open PET-MR configurations can be envisaged. The ‘Paramed’ upright MR system [5] 
creates a horizontal field between two poles so that the subject can sit or stand between them. 
This allows imaging with the body in normal weight-bearing postures. Two opposing flat 
panel TOF-PET detectors could readily be added, without compromising access, to allow 
simultaneous PET-MR acquisition. A similar configuration would combine the open-MR 
component of an MR-guided hadron therapy set-up with a PET-based beam-monitoring 
device. A prototype of the former is currently being evaluated [6], whilst PET-based beam 
monitoring devices are described in section F2 of this article 
Total body PET (TBP) scanners up to 2 m long with order of magnitude sensitivity increases 
are generating great interest. A 10 ps paediatric TBP-MR can be envisaged that could operate 
with massively reduced radiation dose allowing totally new applications. Again, relaxation of 
the cylindrical PET constraint may permit innovative solutions for integrating the PET and 
MR components.  

III. Concluding remarks 

10 ps temporal resolution is likely to contribute to the general utility and adoption of hybrid 
PET-MR simply due to the improved PET image quality it promises. In addition however, 
there are several areas, notably attenuation correction and new scanner configurations, where 
it can provide unique advantages not attainable by other means. 
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F. 10 ps TOF-PET and beyond 

F2. Perspectives of 10 ps TOF-PET for range monitoring in hadron-therapy 

Katia Parodi 

I. Status 

Already few years after the initial developments of Positron Emission Tomography (PET) for 
diagnostic nuclear medicine imaging, the method was explored in the context of range 
monitoring in hadron-therapy. This was pursued both for the verification of stable beam 
irradiation with protons and heavier ion beams, exploiting the β+-activation of tissue nuclei 
and auto-activation of the beam itself (for ion charge Z ≥ 5) through nuclear fragmentation 
reactions, as well as for visualization of the stopping position of β+-radioactive ion (RI) beams 
directly injected in tissue [1-5]. These different approaches result in a varying strength of the 
transient PET signal, along with a different degree of correlation between the longitudinal 
distribution of irradiation-induced β+-activity and the primary beam penetration depth or 
range, determining the location of maximum dose (i.e. energy per mass) deposition or Bragg 
peak. Although the best correlation and strongest PET signal production (at the same dose) is 
obtained for RI irradiation, therapeutic application of charged hadrons is currently limited to 
stable proton and carbon ion beams. Therefore, clinical investigations of PET monitoring 
have been focused on these two ion species, aiming to overcome the long-standing issue of 
uncertainty in the knowledge of the beam range in-vivo, to promote full clinical exploitation 
of the high targeting accuracy offered by charged hadrons for therapy [5]. However, most of 
these studies relied on sub-optimal PET technologies adapted from nuclear medicine imaging, 
without tailoring the instrumentation to the specific challenges of PET monitoring for hadron-
therapy. In particular, in-room and offline imaging ≈ 2-15 min after irradiation at standalone 
PET as well as state-of-the-art PET/CT (computed tomography) full ring scanners suffer from 
several limitations due to reduced counting statistics, loss of signal from short-lived emitters 
(e.g. 15O), co-registration issues due to patient repositioning and washout effects, 
compromising the correspondence between produced and detected activity. On the other 
hand, the more challenging in-beam integration of PET instrumentation in the ion beam 
delivery system typically results in non-conventional designs of limited detection efficiency 
and compromised imaging fidelity, especially out of the centre of the scanner field of view 
(FOV) [6]. Moreover, acquisition during actual “beam-on” is typically hindered by the too 
large radiation background, which is mainly ascribed to penetrating prompt radiation (e.g. 
photons) released in fast de-excitation processes after nuclear interaction [7]. This background 
restricts the well-measurable signal to the β+-decays occurring in the pauses of 
macroscopically pulsed beam delivery (synchrotron-based facilities) or immediately after end 
of irradiation (cyclotron-based facilities). Hence, the quality of clinically relevant information 
is constrained by the reliability of the retrieved β+-activity, especially in terms of image noise 
and retained spatial correlation between the reconstructed PET image and the underlying 
signal production, carrying the desired information on the ion beam range. Additional 
challenges entail the interpretation of the signal, typically requiring the comparison of the 
measured PET image with a prediction, taking into account the planned treatment and the 
time course of irradiation and imaging [5]. 

II. Current and future challenges 

Latest-generation PET systems tailored to in-beam operation at clinical hadron-therapy 
facilities have been recently realized and just entered or are about to enter clinical testing. The 
first system, integrated into the horizontal beam-line of the CNAO (Centro Nazionale di 
Adroterapia Oncologica, Pavia, Italy) facility, features a dual-head scanner, based on state-of-
the-art lutetium fine silicate scintillators coupled to multi-pixel photon counters, enabling 
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dynamic (with ≈10 s time resolution to accumulate sufficient statistics) reconstruction of the 
applied treatment (figure 1) [8]. The system features a dedicated data acquisition designed for 
collection of usable data also during beam-on time, but the image quality obtained from such 
intra-spill events is still very poor and those events are currently discarded (e.g. not included 
in figure 1). The second system, designed for integration at the horizontal beam-line of the 
HIMAC (Heavy Ion Medical Accelerator in Chiba, Chiba, Japan) facility, features a novel 
axially shifted full ring “openPET” geometry [9], able to exploit oblique lines of response 
owing to dedicated four layers depth-of-interaction detectors. In their first whole-body 
prototype, a relatively slow scintillator (Zr-doped gadolinium oxy-orthosilicate) was favoured 
to overcome intrinsic radioactivity issues at the expected low counting statistics typical for 
PET applications to hadron-therapy. Despite the very promising performances reported for 
both systems, several challenges remain. In particular, none of them yet provides real-time 
data acquisition and visualization, which would enable competing with the rapidly emerging 
range verification approaches using the promptly emitted gamma radiation. Moreover, high 
quality signal is currently limited to decays acquired in pauses of macroscopically pulsed 
delivery from synchrotron accelerators, requiring prolonging the acquisition for few tens of 
seconds after end of irradiation for sufficient counting statistics. Finally, none of the systems 
exploits time-of-flight information nor accommodates additional X-ray CT imaging to 
account for possible anatomical modifications in the patient model used for attenuation (and 
scatter) corrections, as well as for morphological co-registration/visualization (cf. figure 1).  
 
1. Advances in science and technology to meet challenges 
Frontier research toward realization of extremely fast detectors enabling CTR of 10 ps 
FWHM will open new avenues in the application of PET to hadron-therapy monitoring. In 
particular, with real-time data acquisition and a fast detector-encoding scheme, a 10 ps TOF-
based localization of the annihilation emission with millimetre accuracy would pave the way 
to back-projection free, on-the-fly image reconstruction [10]. Hence, ultrafast TOF-PET 
would enable visualizing the irradiation-induced β+-activity during its build-up at superior 
time resolution than current systems, and with substantial image quality improvement in 
terms of enhanced signal-to-noise ratio (SNR) and reduced limited angle artefacts for 
unconventional detector designs, as anticipated by extrapolating the findings of figure 2 [10]. 
The ultrafast timing performance should also enable better identification of the true 
coincidence events for separation of PET decays from random coincidences originating from 
the temporally varying prompt radiation background during irradiation (correlated to the 
radiofrequency-driven beam microstructure [7]), thus opening the perspectives of a truly 
beam-on imaging at both cyclotron and synchrotron-based facilities. This would in turn 
enable imaging of extremely short-lived positron emitters (e.g. 12N), which could be exploited 
for quasi real-time visualization of the irradiation, as postulated in [11], though at the expense 
of decreased spatial resolution from their typically high endpoint energy with resulting long 
positron range. Better temporal classification of the detected events could also ideally enable 
disentangling the irradiation-induced activity during beam delivery from the decay of longer-
lived radiotracers accumulated in the tumour, to enable time-resolved tumour tracking 
simultaneously to range verification [12]. Moreover, TOF information could be used for 
attenuation correction (cf. section E) [13], to overcome incorrect imaging when up-to-date 
anatomical information is not available for correction of the acquired data. However, 
volumetric images of patient anatomy in the treatment position will likely still be needed for 
proper scatter correction to prevent hampering the accuracy of the reconstructed images, 
especially in the case of substantial anatomical changes between treatment planning imaging 
and actual delivery.  
All above-mentioned advantages should also apply to the emerging role of small animal 
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instrumentation for precision image-guided ion irradiation, where ultrafast TOF capabilities 
could also provide improvements of image quality and effective sensitivity despite the smaller 
detector distances. When combined with emerging beam monitor systems capable to tag 
individual particles, the ability of discriminating prompt from (slightly) delayed emissions 
could also open intriguing perspectives of ultrafast TOF technologies for detection and 
imaging of PET and prompt gamma (PG) signals, as well as (quasi) simultaneous positron-γ 
emissions [14]. These hybrid detection schemes would enhance the amount of usable 
information to monitor ion beam delivery, with a fast feedback loop to interrupt improper 
irradiation or to enable time-resolved dose reconstruction for new adaptive treatment 
schemes. In case of γ-PET emitters, ultrafast timing could also provide information on the 
time delay between the single- and annihilation-photons, including effects from positron 
thermalization and positronium half-life, which are sensitive to the local tissue environment 
and potentially correlated to treatment response [15].  

III. Concluding remarks 
Although all the described perspectives will heavily rely also on improved performance of 
electronics, data processing and computing, it can be anticipated that on-going advances in 
ultrafast TOF detector technologies will enable crucial progress in PET and even hybrid 
PET/PG and γ-PET instrumentation, opening new horizons in hadron therapy monitoring. The 
latter would not be limited to the already clinically established proton and carbon ion beams, 
but also to the emerging use of other light ions (e.g. helium) for clinical as well as pre-clinical 
research. Moreover, renewed interest in PET monitoring is also connected to the emerging 
availability of facilities able to offer high-intensity RI beams in a wide energy range for future 
pre-clinical and clinical applications [16], which would thus greatly benefit from the 
prospects of ultrafast TOF-PET for real-time range monitoring and dose reconstruction.  
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Figures 

 

Figure 1: Example of planned dose distribution (a) and dynamically reconstructed PET 
activation (b) during proton beam delivery in two different treatment fractions (top and 
bottom raw), as monitored by the new INSIDE in-beam PET scanner at CNAO. The shown 
PET images, superimposed onto the same planning CT of (a), were reconstructed at the end of 
every minute after start of treatment, while the final right image corresponds to decays 
occurred during the entire treatment and 30 s afterwards. Adapted from [8]. 
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Figure 2: Planned dose distribution (top raw) and reconstructed time-integrated activity 
distribution densities with direct TOF reconstruction with differrent CTR (FWHM) of 100 ps 
(top), 200 ps (middle) and 500 ps (bottom) for a limited angle in-beam PET scanner with 
FOV aligned according to the dashed orange lines in the left column, along the beam 
direction. All images are superimposed to the planning CT. Adapted from [10]. 
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F. 10 ps TOF-PET and beyond 

F3. Perspectives for including Compton events in 10 ps TOF-PET 

Jose Maria Benlloch 

I. Status 

An excellent TOF resolution will greatly impact effective sensitivity, spatial resolution, and 
image quality in PET scanners, not only through the very well-known direct assessment of the 
positron annihilation position along the line of response (LOR) of the pair of detected gamma 
rays, but also due to the ability to better treat Compton events. Here, we are going to deal with 
this last issue.  
GE Healthcare has reported an increase in PET scanner sensitivity of almost 20 % (see [1], 
[2]) by including events, which experience interactions in neighbouring detectors. Compton 
Scatter Recovery (CSR) detects scatter of 511 keV photons between adjacent detector blocks, 
and reconstitutes events in which the summed energy falls within the energy window. 
However, this nice increase in sensitivity comes at the cost of some image blurring since the 
scanner is not able to unequivocally identify which interaction came first and, therefore, the 
LOR provided by the system is not the real one. Obviously, a good timing resolution will 
enable the scanner to include those events without any image blurring. 

II. Current and future challenges 
A 10 ps TOF resolution opens the road for identifying unambiguously the interaction that 
happened first in gamma rays that produce multiple interactions inside the same crystal block, 
if those interactions are separated by more than 1,5 mm (and are also resolved spatially 
through, for instance, one-to-one pixelated crystal-SiPM coupling). Current detectors are not 
able to distinguish between all the interactions that happen mostly inside the same detector 
block and they are summed up. This provides an impact point position of the gamma ray, 
which is effectively the averaged sum of the considered interactions. However, even in dense 
materials such as LSO, most of the events are the result of several interactions in the same 
detector crystal block. Figure 1 shows the percentage of events that come at different 
separation lengths between the first Compton interaction and the second one or final 
(photoelectric) interaction within the same crystal block. 
It is clear that the overwhelming majority of 511 keV gamma rays that suffer several 
interactions inside the crystal block, happen with distances between the first and second 
interaction of more than 1mm (only 23 % of those gamma rays interact in less than a 1mm 
event in LSO crystal detector blocks). The effect of such multiple interactions on image 
blurring might be estimated by Monte Carlo simulations [3]. If one assumes a 10 ps TOF 
resolution one might be able to distinguish among all the interaction points within a detector 
that are separated by more than 1,5 mm and also distinguish the time ordering of the hits. 
Then one would be able to recognize the coordinates of the first interaction point for each 
event and build the true LORs. This would obviously bring a drastic improvement to the final 
reconstructed image. In order to qualitatively show this improvement, we have performed the 
image reconstruction for a simulated Derenzo phantom in three cases (see figure 2). In 
practice, of course, it might be very difficult to separate interactions that are separated by 
1,5 mm or so. However, those interactions are fortunately the ones that produce less blurring 
effect and one might improve significantly the image quality just by identifying the first hit in 
gamma rays that produce multiple interactions that are separated by more than 3-5 mm.  
Moreover, correctly identifying the interaction sequence of a gamma rays inside the scanner 
has the potential of further improving image quality, through sharper rejection of background 
events produced by random coincidences and Compton events within patient´s body (see 
figure 3, and references [3], [4]). By simply checking the compatibility between each pair of 
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cones, one in principle, is able to recognize the true matching events and build the correct 
LORs. In a classical PET detector one can never be sure to make the correct matching among 
compatible events based on the total energy information only.  
Finally, a good determination of the Compton cone in gamma rays that suffer at least two 
interactions in the detector block or adjacent blocks, will drastically increase the sensitivity of 
the PET scanners by including the single events, as in a single Compton camera (for the 
performance of a Compton camera see, for instance, reference [5], [6]), in the image 
reconstruction. Single events represent a large fraction of events in commercial PET scanners, 
which amount to at least an order of magnitude greater than coincidence events, due to limited 
coverage or gamma ray detection efficiency (stopping power). Images obtained by pure 
coincidence events might be used as a prior in the reconstruction for the more abundant single 
events. 

III. Concluding remarks 
In the future, we can anticipate that approaches based on a block detector, readout by micro 
SPADs with very fast recovery time, able to distinguish the photons coming from different 
interactions inside the detector block and adjacent blocks, will allow reconstructing the whole 
event sequence. 
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Figures 

 

Figure 1: Distribution of events (in percentage) that suffer at least two interactions in the 
detector, as a function of the distance between the first two hits 𝑑12 for LYSO (red) and LaBr3 
(purple/blue). 
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Figure 2: Image reconstruction of a GATE simulation for a Derenzo phantom for tubes of 
different diameters and a length of 5 cm, for a cubical 4-block detector of dimensions 100 × 
100 × 20 mm3, with a standard PET (using energy-averaged coordinates for events with 
multiple scattering), with LYSO crystals (left), with LaBr3 crystals (centre) and for a scanner 
assuming 10 ps TOF resolution, allowing for determination of the right ordering of sequence 
interactions in gamma rays (right).  
 
 

  

Figure 3: Example of two reconstructed cones that do not match, for an event with scattering 
within the patient’s body (left). Example of a random coincidence event (right). If two 
photons come from the same annihilation event, their Compton cones would have to match 
along the line of response, which is not the case in any of the two examples. 

References 
[1] AA Wagadarikar, A Ivan, S Dolinsky and DL McDaniel, “Sensitivity improvement of time-of-flight (ToF)-PET 

detector through recovery of Compton scattered annihilation photons,” IEEE Trans Nucl Sci, vol. 61, pp. 121-125, 
2014. doi: 10.1109/TNS.2013.2282119. 

[2] CS Levin, SH Maramraju, MM Khalighi, TW Deller, G Delso and F Jansen, “Design features and mutual compatibility 
studies of the time-of-flight PET capable GE SIGNA PET/MR system,” IEEE Trans Med Imaging, vol. 35, no. 8, pp 
1907-1914, 2016.  

[3] V Ilisie, V Giménez-Alventosa, L Moliner, F Sánchez, AJ González, MJ Rodríguez-Álvarez and JM Benlloch, 
“Building blocks of a multi-layer PET with time sequence photon interaction discrimination and double Compton 
camera,” Nucl Instrum Methods A, vol. 895, pp. 74-83, 2018. doi: 10.1016/j.nima.2018.03.076. 

[4] CS Levin, “Promising New Photon Detection Concepts for High-Resolution Clinical and Preclinical PET,” J Nucl 
Med, vol. 53, no. 2, pp. 167-170, 2012. doi: 10.2967/jnumed.110.084343. 

[5] E Muñoz, J Barrio, A Etxebeste, P Garcia Ortega, C Lacasta, J Oliver, C Solaz and G Llosá, “Performance evaluation 
of MACACO: a multilayer Compton camera,” Phys Med Biol, vol. 62, no. 18, pp. 7321-7341, 2017. doi: 
10.1088/1361-6560/aa8070. 



 80 

[6] V. Ilisie et al., “Improving PET sensitivity with a Compton algorithm,” J Phys: Conf Ser, vol. 931 p. 012012, 2017. 
doi: 10.1088/1742-6596/931/1/012012. 



 81 

F. 10 ps TOF-PET and beyond 

F4. Perspectives on using silicon pixel detectors for fast timing applications  

Mathieu Benoit 

I. Status 

With their large channel count and small front-end electronics, thanks to modern CMOS 
circuitry and fine-pitch interconnect, hybrid silicon pixel detectors are used for their great 
spatial resolution and their ability to cope with high occupancy in High Energy Physics 
(HEP), medical and industrial applications. The low-noise and high-logic density of their 
front-end enables the measurement of the energy and Time-of-Arrival (ToA) of single 
ionizing particle interactions depositing energy in the 3 keV to MeV range.  
In terms of fast timing, the current state-of-the-art CERN NA62 GigaTracKer achieves 200 ps 
single hit resolution with 300  300 pixels [11]. The Timepix3 ASIC [10], with a pixel of 
55  55 µm2, can achieve a single hit resolution of 1.2 ns. To further improve the achievable 
timing resolution, a reduction of the pixel input capacitance, an increase in the generated 
signal and an increase in pixel logic density are necessary. 
Recent developments in monolithic high-voltage and high-resistivity (HV/HR) CMOS 
integration of pixel detectors will allow reduction of pixel pitch and input capacitance by 
removing the constraint of interconnect. Low-Gain Avalanche Diodes, developed for HEP 
applications, can increase the available signal, and current prototypes demonstrate that 
resolution much below 50 ps is achievable. Deep sub-micron CMOS technology will provide 
more in-pixel signal processing capability. Nowadays, specialized CMOS foundries offer 
affordable access to processes also integrating hetero-structures such as Silicon-Germanium 
bi-polar transistors (SiGe BJTs). These fast transistors are used to build front-ends and timing 
circuitry to achieve sub-nanosecond timing precision. We present here how these current 
developments can be exploited to develop the next generation of fast-timing silicon pixel 
detectors. 
 
1. Low-Gain Avalanche diodes 
LGAD sensors [4] consist of a standard diode wherein an additional deep implant is present to 
form an abrupt p-n junction below the electrode or on the backside of the sensor, as illustrated 
in figure 1. When an electron or a hole reaches the strong field present in the junction, the 
charge is multiplied by the impact ionization’s process. By controlling the doping 
concentration in the junction, it is possible to control the gain obtained and limit the 
multiplication to a linear regime, far from the Geiger mode of operation typical of Avalanche 
Photo-Diodes (APD). As the main signal is generated in a fixed position in the depth of the 
sensor and amplified, the timing resolution is vastly improved with regard to standard planar 
sensors when measuring ionizing particles. A resolution of 29 ps has been achieved with the 
current existing prototypes [5]. 
The main challenges facing LGAD are the variations in process, mainly in the implantation, 
resulting in a lower yield due to many sensors being out of specification in terms of gain. In 
addition, for front-side LGAD, the active multiplication area is limited by the coverage of the 
pixel implants. Backside LGAD can be used to mitigate this effect. For photon detection, the 
transport time between the interaction in the bulk and the multiplication region degrade the 
timing resolution achievable. 
 
2. CMOS Monolithic integration of pixel detectors 
The increased availability of specialized CMOS processes such as HV/HR CMOS and SiGe 
Bi-CMOS technologies has been exploited in the HEP community to develop a new 
generation of pixel sensors where the sensing diode is integrated with the front-end 
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electronics on the same substrate. The use of commercial CMOS technology offers the 
advantage of large-scale production facilities with state-of-the-art machinery leading to better 
control of the fabrication process and yield.  
 
3. HV/HR CMOS technologies 
The need for depleted substrate and high-voltage control and power in the industry has driven 
the manufacturers to propose in their process the option to use high voltage in the circuitry 
and high-resistivity substrate. The HEP community has explored the integration of pixel 
detectors in that technology and achieved remarkable results, comparable in performance to 
current LHC pixel detectors. 
The substrate and applied bias allow for the creation of a large depleted volume and a fast 
signal. Two configurations, illustrated in figure 2, can be implemented. 
The small fill-factor designs [2] consist of a small collection N-type well with the front-end 
electronic implemented in a complementary P-type well covering most of the surface of the 
pixel. These pixels are arranged on a thin, 20 to 35 µm epitaxial, high-resistivity silicon layer. 
The small electrode capacitance leads to a lower noise and operation threshold, which 
improves timing performances. It suffers, however, from a charge collection jitter associated 
with variations of the pulse onset time. This jitter is due to the deposition of charges at 
various distances from the collection electrode. A resolution of 5.4 ns was achieved on a 
single diode signal sampled with an oscilloscope [7]. Methods to improve the collection speed 
for signals far from the collection electrode have been studied and show that modifications to 
the process, in collaboration with the foundry, can further increase the timing resolution of 
small fill-factor devices [6]. 
The large fill-factor configuration [9] consists of a charge collection N-type well covering the 
majority of the pixel surface. The CMOS circuitry is implemented inside the collection well 
and shielded using nested P and N wells. The large capacitance associated with the collection 
well results in larger noise and larger power consumption. However, the larger electrode 
yields a more uniform signal, improving radiation hardness and reducing the jitter due to 
charge collection. The best timing performances achieved with this configuration is 7 ns for 
single hit [1] using a 100 µm thick sensor. The timing resolution can be further improved by 
increasing the speed and power of the input stage of the pixel as the resolution obtained is 
dominated by the front-end noise due to the large pixel.  
 
4. SiGe CMOS developments 
The TT-PET collaboration aims to develop a pre-clinical TOF-PET scanner with very precise 
spatial resolution and timing resolution of 30 ps [12] using monolithic integration in SiGe Bi-
CMOS technology. The concept, similar to sampling calorimetry in HEP, involves the 
indirect detection of the  photons through the conversion electron produced in a heavy 
absorber. The detection tower consists of multiple layers of thin, monolithic sensors and lead 
absorber sheets separated by dielectric layers, as illustrated in figure 3. Each monolithic 
detector has pixels of 1  1 mm2. To cope with the large capacitance associated with such a 
large pixel, a SiGe Bipolar Junction Transistor (BJT) based charge pre-amplifier was 
designed using IHP SG13S 130 nm BiCMOS technology. The SiGe BJT, with its superior 
transition frequency (ft), can deliver a faster rise-time of pulse with regard to what is 
achievable with CMOS transistor. 
To obtain the targeted timing resolution, a thin depleted layer of silicon with a large electric 
field is required, to minimize jitter due to charge collection. To achieve this, a partnership 
with the foundry was established in order to introduce high-resistivity substrate to the process. 
Technology Computer-Assisted-Design tools were used to optimize the layout of the diodes 
to complete the operation at the required high-voltage bias. Backside implantation and 
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electrode deposition processes were developed to allow back biasing of the diode, providing a 
more uniform field and reducing jitter. Measurements of the first prototypes resulted in a 
resolution of 110 ps for Minimum Ionizing Particles (MIP). By extrapolating on the front-end 
jitter dependence on injected charge, a resolution of 30 ps is expected for the measurement of 
Compton electrons produced by 511 keV  photons. The first matrix was tested and produced 
the same results [8], demonstrating the feasibility of implementing HV/HR monolithic pixels 
in SiGe BiCMOS technology. 
 
5. Hybrid pixel detectors 
Aside from monolithic silicon sensor developments, hybrid pixel sensors still represent the 
state-of-the-art in terms of timing measurements, data rate and spatial and energy resolution 
of highly-segmented particle detectors. As deep sub-micron technologies are becoming more 
available for research, new developments of hybrid pixel ASICs focus towards the integration 
of dense logic circuitry at the pixel level, enabling further processing of the pulse. With an 
increased logic density, structures such as Phase-Locked loops (PLL) and Voltage-Control 
Oscillators (VCO) can be implemented inside the pixel to provide a fast clock locally for the 
measurement of event timing with an increased resolution. The Timepix4/Medipix4 
collaboration [3] plan on submitting a hybrid pixel ASIC using CMOS 65 nm technology 
providing high-resolution energy (1 keV) and timing (200 ps) measurements by latching onto 
the internal phases of an in-pixel VCO. Vertical integration of CMOS circuitry, more and 
more used in commercial electronics, provides a means to further increase the logic density 
inside pixels. Processing of hits at the ASIC level, for time-walk or delay correction and 
clustering and averaging, could be implemented.  
 

II. Current and future challenges 
Monolithic integration of pixel detectors represents the biggest challenge in silicon detector 
development in the upcoming years. The efforts described here have already resulted in new 
detectors that can surpass the performance of hybrid detectors from the previous generation. 
The large-scale production capabilities, the repeatability of their industrial process and the 
ease of assembly of the produced detectors represent many advantages that make this line of 
development promising. In order to obtain good results in the presented approaches, a close 
study of the sensor geometry and properties through TCAD and Monte-Carlo simulation was 
required. A close relationship to the foundries was also required in order to adapt the process 
to the needs of the prototype. To achieve progress in this direction in the future, collaboration 
with the providers of the technology will be crucial.  
In the context of TOF-PET measurements, the properties of current silicon pixel detectors 
seem incompatible with TOF-PET requirements. To obtain good timing resolution, all 
monolithic integrated sensors require thin substrates. However, innovative approaches to 
detection, such as the method proposed by the TT-PET collaboration, can be used to exploit 
the characteristics of these sensors. Further improvements could increase the performance of 
the sensors. Gain layers, as currently employed with LGAD diodes, could be implemented 
with the foundries in order to increase the signal injected in the front-end. Large signal would 
yield to less time-walk and jitter, further improving the timing resolution.  
As for the monolithic approach, the sensor's contribution to the jitter in hybrid sensors is 
significant. Thin sensors with a large electric field can help to mitigate the effect, as would 
smaller pixels, but these are not suitable for  photon detection. Other sensor materials, such 
as CdTe, provide a better detection efficiency, but the slow mobility of the carriers and the 
large variation of the pulse onset as a function of the depth of interaction limits the time 
resolution. A double-sided measurement, attaching an ASIC to both sides of the sensor using 
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Vertical integration methods, could provide a means to determine the depth of interaction by 
measuring holes and electrons, providing a means to correct for the pulse onset variation. 
Indirect detection, provided the ASIC material can be reduced to a small fraction of the sensor 
material, could also be used with hybrid sensors. However, large cost reduction in 
interconnection must be achieved in order to make this approach viable. 

III. Concluding remarks 
Fast timing with silicon pixel detectors is a challenging task, but recent developments show 
that a path exists towards sub-nanosecond timing. Monolithic detectors consisting of small 
pixels and thin substrate, when combined with process modification in collaboration with the 
foundries, could lead to the next generation of fast-timing pixel sensors. By introducing gain 
layers, LGAD sensors have demonstrated that large signal and good timing can be obtained 
even with a thin silicon layer. While thick sensors are preferable for high-energy  photon 
detection, an indirect detection approach such as the one explored by the TT-PET 
collaboration could result in PET scanner prototypes based on silicon with 30 ps resolution in 
the following years. 
Hybrid pixel detectors, a more mature technology, are here to stay. As deep sub-micron 
CMOS technology becomes more available to research groups, more complex in-pixel 
circuitry will be implemented, allowing for time-stamping of hits with sub-nanosecond 
resolution and at rates not reachable with monolithic technology. In thick sensors made of 
alternate materials, determining the depth of interaction will be crucial to improve timing 
resolution. A double-sided approach would help to gain information on both electron and hole 
carriers. Integration with novel sensors such as LGAD could improve the front-end 
performance by increasing the available signal and providing a fast rise time. 

Figures 

 

Figure 1: Front-Side (left) and Back-Side (right) LGAD structures. 
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Figure 2: Electrode configuration of large (left) and small (right) fill-factor HR/HV CMOS 
pixel detectors. The electronic implants (yellow) are located inside or outside the collection 
implant (orange). 
 
 

 

Figure 3: TT-PET scanner stacking elementary unit (source: [12]). 
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