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At a macroeconomic level, infrastructure and productivity are positively correlated in the United
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ROADS TO PROSPERITY?
ASSESSING THE LINK BETWEEN PUBLIC CAPITAL AND PRODUCTIVITY
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productivity in the United States and other western economies. However, it remains unclear how to interpret
this correlation. Some authors argue that infrastructure provides highly valuable services to the private

sector, and that the slowdown in public investment after the early 1970s explains a substantial portion of the

widely noted productivity slowdown, which occurred around the same time. By contrast, other authors
argue that public capital is endogenous, so that causation runs from productivity to public investment, or that

the correlation is completely spurious, reflecting a misspecification of trend.'

This paper explores the interpretation of this correlation by focusing on roads, the largest component

formation in the United States, with net investment exceeding a quarter of the value of net non-residential
private investment. As shown in Figure 1, road growth slowed substantially after the early 1970s, and in

per capita term

o

I ask how changes in ormance of U.S. industries from 1953
to 1989. If roads are productive, then industries that use roads intensively should benefit more. There are
no direct measures of industry road-use. But given the complementarity between roads and vehicles,

vehicle-use provides an indirect measure of road-intensity.

in productivity growth in industries that are more vehicle intensive. First, the slowdown in productivity after

1973 appears larger in industries with higher vehicle shares. Second, when road growth rises, productivity

growth tends to rise relative to the average in vehicle-intensive industries and fall in non-vehicle-intensive

Avrot Th tha Aat + 1 + th 43 that A 1 1
industries. Thus, the data strongly support the notion that industries with a lot of vehicles benefited
disproportionately from road-building.
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contribute to productivity at the margin, but are endogenous: as aggregate productivity (and hence income)
rises, the government chooses to build more roads. One would not then expect any particular relationship

between an industry’s vehicle-intensity and its reiative productivity performance when road growth changes.

There is no reason to expect a larger change in trend for industries that use a lot of vehicles.
Construction of the interstate highway system peaked in the late 1950s and early 1960s, and was

largely completed by 1973. The results suggest that this construction boom substantially boosted

productivity. In particular, the point estimates imply that public investments had above-average rates of
return, and contributed about 1 percentage point more to productivity growth before 1973 than after. Hence,

growth.
These results raise an important policy question: Does public investment offer a continuing, but
neglected, route to prosperity? That is, by building roads, can we return to a path of renewed high

productivity growth? The industry data do not support this conclusion: at the margin, we cannot reject that
roads now offer a normal (or even zero) rate of return. Thus, the data seem most consistent with a story in

which the massive road-building of the 1950s an

1960s offered a one-time boost to the level of productivity,
This conclusion—that roads were exceptionally productive before 1973 but are not exceptionally

productive at the margin—is consistent with simple network arguments.” In particular, building an interstate

network might be very productive; building a second network may not. The conclusion is aiso consistent

reports an estimated average real return to new urban highway construction of 10 to 20 percent.
Finally, I explore the empirical importance of congestion. The empirical literature cited in Footnote

1 generally ignores congestion, and assumes that public capital is a pure non-rival public good. As a proxy
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than before 1973), so that the average utilization of roads (e.g., miles driven per unit of the road stock) also
rose steadily. At an aggregate level, miles-driven perhaps better measures total road services rather than
congestion, which reduces road services. For an individual producer, however, total miles-driven largely
reflects road use by other

Congestion does not appear empirically important before 1973, but becomes empirically important

thereafter. These results make intuitive sense. When the interstate highway system was first built, adding

an additional car to the system may not affect the services available to any other user. As the system

available to anyone else. Hence, congestion is inherently likely to be a non-linear process. The results
suggest that congestion only became important after the interstate system was completed.

Section I develops formally the growth-accounting implications of the idea that vehicle-intensive
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implies that when road services change, productivity should change by more in industries that are more
vehicle intensive. The second subsection discusses how to model the services of roads, taking account of

the network nature of the road stock and the potential importance of congestion.

i. Growth accounting with public capital

For each industry, suppose the production of value-added output Y; depends on inputs of non-vehicle

capital K;, labor L;, and transport services that are produced within the sector 7;. Output also depends on

1 the sector V. Hence, omitting
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Y = U'_,Fi(Ki,L, T(V.,G)). (1
Note that the production function (1) treats purchased and produced transport differently. Value

added nets out the contribution of intermediate goods to production. So if, for exampie, a sector purchases

Suppose each firm is perfectly competitive and has constant returns to scale to private factors, which

it can adjust instantaneously. Let F, represents the derivative of the production function F with respect to

Although we cannot directly observe the elasticity of output with respect to road services, we can expresse
it relative to the elasticity with respect to vehicles, given by the share s,
F6 [FG)[Fy)
= | 2 22 = ¢, )
F \Fy|\ F)

observed vehicle-intensities to unobserved road use. We expect that ¢, is positive, which captures the notion

that vehicle-intensive sectors are also relatively road-intensive. As long as ¢, is positive (even if not constant

interpreting the results. By the separability assumption in (1), ¢, equals the ratio of the elasticities with

respect to G and V in producing transport:

R e,
b, = TV’ ©)
T,

Now suppose all sectors have the same Cobb-Douglas transport aggregate T, so @.=¢@. The rest of
the production function remains completely general, so the road elasticity can change over time as long as

it remains proportional to the vehicle-share. This Cobb-Douglas assumption on 7 provides a first-order

3 .1 a1 . PR TSI | N L 1

* The appenmx considers the case in which industry-specific road stocks differ from the aggregate
road stock, arising from differences in the regional distribution of production across mdustrl S. F otnote
7 briefly discusses the appropriateness of the assumption that a value-added production function exists
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however, that for making inferences about the marginal productivity of roads, the second-order effects may
be crucial. We can approximate a more general functional form by allowing the coefficient ¢ to change

over time.*

production. Let dj represent the growth rate of input J, dJ/J. Taking the total (logarithmic) differential of

the production function (1), substituting input shares for output elasticities, and rearranging, we find:

Am = A — o AL o oAl _ o ods
ap; = 4y, 7 Sg;/aR; T 8, Al TSy av,
(4
&)
= ¢ (s, dg) + du, .
\"vi 6 ) i

Observed productivity growth depends on technology shocks du; plus the contribution of government-

provided roads. The services of these roads enter as an external effect related to vehicle use.

A saragata meadiiatiod chnnle An amial a waicghtad avarags £ 1 chAapl
Aggregate productivity SnoCks, ap, €quar a weigniea average Of seCiorar snoCKs
do =Y w.dp . (g
’ ) iy (&)

dp = ¢-5,dg + du ©6)

Public investment, and hence the growth in the services of the road stock dg, may depend on the

orowth in outnut. which in turn denends on the erowth in nroductivity du. In this case. ordinarv-least-
growth in output, which in turn depends on the growth in productivity 4. In this case, ordinary-least

squares estimation of the growth-accounting equation (6) suffers from simultaneity bias.
If public investment depends on aggregate income and hence productivity,® then sectoral productivity

shocks affect road growth by affecting the aggregate shock. Given that covariance is a linear operator,

* Using a CES production function, for example, considerably complicates the theoretical and
econometric problem. First, aggregation is difficult unless all producers are identical. Second, road
growth varies relatively little after 1973 (the mean is 1 percent; the standard deviation 0.3 percent), so the
U.S. data provide little variation to pin down complicated parameterizations. Allowing the coefficient to
change approximates this complicated effect in a simple way.
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covariance between sectoral shocks di; and government capital dg. Thus, if the aggregate regression suffers
from endogeneity bias, so do the sectoral regressions (4).
Now consider the following regression decomposition:
; n .. " -~
au, = pyau + & ()
The residuals €, from equation (7) are, by construction, orthogonal to the aggregate productivity shocks, and

hence to the growth rate of government capital. The fitted values ﬁi-d; measure the conditional expectation

of the technology shock in sector i, given the aggregate productivity shock. The average "cyclicality

dn = ¢ do + By + £
“Fj ¥ oy e Lt B i
= ¢rsydg + l‘Bi["p —d)‘sV..g] TE (8
= s, -5)dg + Bdp + ¢
\ Vi vj e e i

So far, I have suppressed constant terms for simplicity. Suppose du, =c, + dz,, with f, defined by

dz, = Bid; +¢,. Defining ¢ as the average constant, and ¢, = ¢, - B,c, the estimating equation (8) becomes:

dp; = €, + d)(s“ ~B,s5y)dg + ﬁ.-'d;’ g €))

& VI
For an intuitive interpretation, suppose all industries are equally cyclical, so the £ all equal one, and
that any trends are common. Then rearranging equation (9), we find:
dp,~dp = §°[s,, -5,1dg + ¢,. (10)
If roads are productive, then positive road growth dg tends to makes the idiosyncratic component of sectoral

productivity growth (dp, - dp) positive in industries with above-average vehicle intensities, and below-average

in industries with below-average vehicle intensities. In other words, changes in road growth should be
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If roads are not productive, then changes in road growth should not imply any particular relationship
between vehicle-intensity and relative productivity performance. Similarly, if the aggregate correlation

between productivity and public capitai refiects common trends (e.g., shifts in the constant terms), it is

Clearly, the formal derivation above makes several simplifying assumptions that may not hold.

Nevertheless, as long as roads have a larger productive effect in sectors that are vehicle intensive, the basic

method should be fairly robust to misspecification. Misspecifications—arising from increasing returns,

aoggragatinn affante farntnr_hiacad tarhnnlagiral chanaga Ar athar ecanirrac__nnly mattar ta tha aviant thay ara
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systematically correlated with vehicle-intensities. There is little reason to expect such a correlation

Moreover, any resulting bias (which could be either positive or negative) is likely to be small relative to the

direct productive effect of roads in sectors that are vehicle-intensive. Misspecification does add an additional

ii. Modeling road services and congestion
Empirically, how should one model the services of roads? The empirical literature cited in Footnote

1 generally assumes that t

7 Increasing returns, for example, is probably not a major concern, since the typical sector has
approximately constant returns, and the correlation between the growth in roads and aggregate inputs is
-0.04. However, Basu and Fernald (1997) find that because of industry heterogeneity, aggregation affects
the cyclical properties of aggregate productivity, and has a larger effect on estimates with value added than
gross output. The Basu-Fernald aggregation effects are virtually uncorrelated with road growth, and using
gross output give results that are virtually identical to the value-added results reported in Section III.
Hence, abstracting from aggregation and the non-existence of a value-added production function is
probably unimportant here.

As an additional check for misspecification, in the empirical work I added proxies for energy-
biased technical change and variable capacity utilization. In particular, I added an oil-price dummy to the
regressions (with a different effect by industry), which might matter if technical progress were more
energy-biased in vehicle-intensive sectors. Results cnangea littie. I also added the change in hours per

ST, USSR o SRS, P, [ PR SR P S I e o faas Do a an 3 T 1 11 /1 f\l'\"l\\
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First, the road system forms a spatially interconnected network. For a network, the conventional

perpetual inventory method of measuring capital stocks is generally not appropriate. In particular, the

us to estimate the average marginal product of roads in the past, but these estimates may not be appropriate
for considering the marginal product of additional roads today.

Moreover, as Hulten (1994) notes: “Once the basic links of a network are established, the
to substitute for existing capacity.” In other words, building the interstate network may have been very
productive, but building a second interstate system may not be. Allowing the coefficient on roads to change

over time provides one simple way to capture this idea.

interstate highway does not reduce the services received by the first car. At rush hour in most cities,

however, additional cars slow traffic, and reduce the services received by existing drivers.

A simple way to model average congestion is to express road services as
R
G=—, (11
C k

where R is the road stock and C is some measure of road use and hence congestion. Barro and Sala-i-Martin
(1995) suggest that in modeling long-run economic growth, aggregate output or private capital might proxy

-

for congestion C. Mankiw (1992) models C as the aggregate vehicle stock. In the short run, however,
output-proxy has the disadvantage that the regression already includes aggregate productivity (closely related
to aggregate output). In my empirical results, I instead model congestion C as a function of the total miles

driven by trucks, automobiles, and other motor vehicles.

8 AA__ L Ol Xt L1 L 11 ____ TV . 1o 710N AN R PR | SRR [-J Y. R oS NI, RS, |
V1ucCil1 OI e a bLUbblO DCIOW 10110WS 1en (1¥>¥4), wno GISLUBSCS [ 1€ 1mpiications oI NetworksS ana
congestion in terms of simple models of optimal growth, and discusses the implications of these issues for
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as aggregate miles-driven rise. If roads are a pure public good, k equals 0. Barro and Sala-i-Martin and
Mankiw suggest that a particularly attractive specification is if ¥ equals 1, so that G = R/C. With this

specification, any individual producer appears to have increasing returns to private and public inputs,
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returns to scale if miles driven increase proportionally with other inputs.

With congestion, the estimating equation becomes:

/ ~ =\ 1 ~ -\ ~
=¢. +@ - . - + + €
dp, =¢,+® (s,,, B;s,)dr -« (s pst)dc bdp , (12)
ourh 1o LA A A A A th
WIEIC K €quais x@, ana gr ana ac aré ue gI'G'v'v’th rates of roads and congestion. In other ‘v'v'Gi'dS, an imncrease

industries, while an increase in congestion
disproportionately harms these industries.

A convenient interpretation of ¢ is in terms of the implied annual rate of return: the value of the

increased annual flow of goods and services coming from an extra dollar of roads. The rate of return equals
the sum of the real value of the marginal products across sectors. Let Y be aggregate value added, and P
be the aggregate price deflator. It can be shown that
(P\a-“ {p) ( 56) (7
i i —
Y2 =Y | 2 RS2 = 05, = (13)
i \ P OR P\ P) oR) \G)
The intuition is straightforward. In a Cobb-Douglas production function, the rate of return equals the

factor's output elasticity (i.e., its share) multiplied by the ratio of output to the input. Here, the product ¢-5,
is the aggregate elasticity of roads. In 1989, the average vehicle-share was 1.5 percent (close to the average
of 1.6 percent for the entire period from 1953 to 1989, shown in Table 1). The ratio of aggregate vaiue-

(Yo
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of @, we obtain an implied rate of return by multiplying by (0.015-4), or about 6 percent.

This caiculation assumes that miies driven and the vehicie share are not affected Dy the pollcy cnange
stock OI roads. nmplrlcauy, in annual data the elasuclty of miles driven with respect to roads

og of miles driven on 1og uuP log fuel prices, and the log of the road
e . e



I1. Data

and Econometric Issues

I use unpublished data provided by Dale Jorgenson and Barbara Fraumeni on inputs and outputs for

29 sectors of the U.S. economy, for the years 1953-1989. These sectors span the private business economy,

productivity growth to its sources at the level of individual industries."
The data include gross output, and inputs of capital, labor, energy, and materials. Inputs are

adjusted for changes in the composition of the labor force and the capital stock. For example, labor input

weights hours-worked by different types of workers by estimates of relative wages, and capital input weights
capital-stock by different t of capital by estimates of relative rental rates.

I estimate sectoral productivity growth from equation (4) as a Tornquist or translog index, replacing
differentials with log-differences. Let K equal a translog index of vehicles and other capital. Then the

Tornquist index o

All quantity variables are logs of their uppercase counterparts, and g, is the log of gross output. The

— <At o 1

=3
a9

growth in terms of a Divisia index of value added."
I calculate the vehicle-share following Hall and Jorgenson (1967) and Hall (1990), multiplying the

current value of the stock of vehicles by an estimate of the user cost of capital. I estimate the user cost as:

12 T exclude data on the government sector because complete input data are not available; I exclude
agriculture and mining because many of their vehicles are not used on public roads. These data are
available from 1947 onwards; a longer sample period is preferable econometrically, but the quality of the
early data is also lower than that of the later data. In any case, the main conclusions appear to be relatively
robust to using an earlier or later starting date. For a complete description of the data, see Jorgenson,
Gollop, and Fraumeni (1987).
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p is the required rate of return on capital, and 9§, is the depreciation rate for this asset. ITC is the investment

and Yun (1990), I take the depreciation rate to be 25.37 percent for trucks and 33.33 percent for autos.
Dale Jorgenson provided unpublished data on t , ITC,, and d,. Jorgenson also provided perpetual inventory

estimates of the current value of the stock of trucks and autos by industry.

percent per year. Using the perpetual-inventory method, I then estimate the constant-dollar value of the

stock of roads for each year. I assume that road input in a given year depends on the stock of roads at the

s <imae  TL o wnciililea ctnnls activeatac sanarallyy avrsad tha Diiwanis ~f Tanmamin aio
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the estimates reported in Section III.

To measure congestion, I use a measure of overall road use: the total miles driven by trucks and

Y

autos in each year. These data are from the Federal Highway Administration (various years).

Cov(e.,e) = Cov(du.,du) - BB Varldu) (16)

S &) Lau,, au,) P;b; \auj (19)
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are efficiency gains to taking account of the cross-equation correlations among the disturbances.
On both economic and econometric grounds, I aggregate the 29 industries in various ways to reduce

the number of equations I estimate. Econometrically, equation (16) implies that the regression disturbances
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regressions allows for these contemporaneous correlations. A necessary condition for SUR estimation is that



always singular. With 37 years of data, this necessary condition for non-singularity is satisfied, but the
resulting estimates potentially suffer from small sample problems. In essence, the covariance matrix is

poorly estimated, but feasibie GLS nevertheless inverts it in estimating coefficients and standard errors. The

In addition, there is an economic rationale for combining industries. Investments in roads have a
clear regional or geographical component. The less aggregated are the industries we choose, the more

regional each industry is likely to be. As discussed in the appendix, the correct measure of an industry’s

differences in growth rates of roads across regions. This bias also depends heavily on the deviation of

vehicle-intensities from the average. The appendix also presents some simple simulations, using regional
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intensities are sufficiently different from the average, and that production is relatively evenly distributed
across regions. The appendix describes the nine industry aggregates that result. Note also that having
vehicle-intensities that differ substantiaily from the average increases the variation of the right-hand-side

For comparability, and to ensure that the results are not driven by my choice of aggregates, I also
present results for three functional groupings. First, I use (approximate) one-digit SIC codes, comprising

non-durables manufacturing, durables manufacturing, construction, transportation, communications, public

utilities, trade, finance-insurance-real estate, and services. Second, I use the 21 manufacturing industries.
Third, I use the eight non-manufacturing, non-farming, and non-mining industries



average share of value added going to vehicles, shown in Column (5). For the private economy as a whole,

the next-to-last line shows that productivity growth was 1.6 percent per year from 1953 to 1989, then fell

in productivity growth. Since slower road growth should primarily affect sectors that use a lot of roads,

these sectors should have had a greater slowdown in productivity growth.

.......... dha nlhamoan 1 contaral e~ diintivzidey avarrth affasr 1072 vrarorie avrarana cantnvral
r‘lguu: L gldp UuIC Clld lgc 1 dCLlividl PlUuUbLlVlI.y slU Ul dalltl 1770 VUIdUd avilagt >Lilulal
vehicle-intensity, using the data in columns (3) and (5) of Table 1, excluding the obvious productivity outlier

of petroleum products.” The estimated slope (shown in the figure) is -0.63, with a t-statistic of 2.30. Thus,

the simple cross-sectional evidence in the figure is consistent with the notion that sectors with greater vehicle-

presence of outliers. For example, in Figure 2, which excludes petroleum products, the correlation was

-0.41; including petroleum products reduces the correlation to -0.29 (significant at about the 85 percent

—

evel). Exciuding the two vehicle-share outliers (transportation and gas utilities) reduces the correlation

average vehicle intensities restores the correlation to -0.43, significant at the 95 percent level.

Although the correlation is always negative, the influence of outliers suggests that changes in road

12 1973 is the traditional dating of the productivity slowdown, though some date it earlier and some
later. Later, for convenience I allow coefficients to change in 1973, as well; it does not appear that using
other proposed break dates substantively changes the picture or the coefficient estimates.

1 The extraordinary productivity performance of petroleum and coal products reflects enormous
annual variability of annual value-added productivity growth, which has a standard deviation of 36 percent
per year. Several years of abnormal positive productivity performance in the 1980s substantially increase
the post-1973 mean. The enormous standard deviation, in turn, largely reflects the very high materials
share, which averages 90 percent of gross output; value-added is only 10 percent of gross output. Hence,
smali productivity changes in gross output translate into enormous productivity changes in value added.
Fortunately, none of the substantive resuits below are sensitive to 1nc1uamg, or not including, petroleum

PRI

products—or to doing the estimation with value-added rather than gross output.



stocks are not the only important feature of the post-1973 environment. In fact, the dominant feature of

Figure 2 is the wide dispersion of productivity performance after 1973. As documented in the final line of
Table 1, the standard deviation of productivity growth across industries increased from 1.3 percent before

10 I,

Y Lo DIV PR = M\
1973 (column 2)

o+

he standard deviation nearly doubles) Some sectors have done e

he stan tion n oubles )
products, industrial machinery, and textiles. Other sectors have done extraordinarily poorly, such as
utilities, chemicals, and printing.

Hence, though slower public investment may explain some of the siowdown in productivity growt

—

in the aconomv it doec not ey
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1973. Aschauer (1989) and others have suggested that the decline in public investment is the main cause
of the change in productivity performance after 1973; by contrast, the cross-industry variance of post-1973

performance evident in Figure 2 indicates that while public investment may expiain some of the mean

that a wide range of influences—such as environmental regulation, oil price shocks, and
microcomputers—affected the economy after 1973, with different effects on different industries.

The rest of this section explores the productivity of roads more formally, using the estimating

2 presents the basic results for four sets of industries. The first set, discussed in the Appendix, comprises
nine “aggregate” industries, where the aggregates are chosen to minimize any bias coming from differences
in the relevant measure of roads across industries.
set are the 21 manufac
columns contain the basic regressions, which assume that the parameter ¢ is constant over time. The even

columns allow the coefficient on roads to change after 1973; the change in the coefficient is shown in the

second row of the tabie.

14 MLy fensancad varia Lilite, olassre 3301 j1v tha 1indasloing anniial data ac sgall Tha ameeca]l cbnsdand
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deviation in productivity growth rates across sectors was 4 to 6 percent before 1973, and 8 to 15 percent
fram 1072 tA 1QRS
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Considering the odd columns first
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variations in road growth are associated with variations in the relative productivity performance of different

industries. For example, in both columns (1) and (3), ¢ is about 22, with a t-statistic of around 6.5.

that roads contributed more to productivity performance in manufacturing than non-manufacturing industries.

Rather, it implies the opposite, since manufacturing industries generally have a low vehicle intensity. Hence,

when road growth increased in the 1950s and 1960s, productivity growth in manufacturing declined relative

et

O tne average.
One concern, raised while discussing Figure 2, is that results may be sensitive to outliers. Therefore,
the robustness of results to using four different industry groupings is reassuring. Note that the estimating

equation explicitly attempts to account for reverse causation from aggregate productivity shocks to roads;

'£‘L‘ nnnnnnnnnnnnnnnn n

to shocks to high-vehicle industries; the large estimate for manufacturing industries (which tend to have few
vehicles) suggest that this is not a problem. Alternatively, perhaps roadbuilding responds especially to
significant in non-manufacturing. (Moreover, since manufacturing has few vehicles, endogeneity from
manfacturing productivity shocks to roads would biased the coefficient down, whereas in the data the
coefficient is very large and positive.

An additional concern is that results might be driven by one or two industries. Note that the first

industries. Nevertheless, I explored the sensitivity of results to including, or not including, various
industries. For the baseline aggregated grouping, I dropped each of the nine groups in turn, to ensure that

no individual grouping was driving the resuits. The estimate of ¢ aiways remains large and statisticaily



aggregated, one-digit, or non-manufacturing results.
The coefficient ¢ has several economic interpretations. First, we can convert ¢ to an implied Cobb-

P .

Dougias coefficient by multiplying by the average vehicle-share, which is 1.6 percent. Hence, ¢ equal to

other estimates in this literature, obtained with very different identifying assumptions. (For example,
Aschauer 1989, uses total aggregate public capital and reports a coefficient of 0.3; redoing his simple
aggregate Cobb-Douglas regression using roads alone gives an almost identical coefficient).

growth was 4 percent per year before 1973 he growth-accounting equation 5
implies that roads contribute ¢ -5, dgto growth; an estimate of ¢ of 22 implies that roads contribute about

1.4 percent per year before 1973, and about 0.4 percent after. This 1 percent reduction in the contribution

PR o, PP, AR ARAS X7 A tntal Gl A nccrin Zin sz dirndicrliter AL T D smnsna chagrn 1 tha oo ~_lag
of roads to growth compares with a total slowdown in productivity of 1.3 percent, shown in the next-to-last
row of Table 1, column (4). Hence, the estimate implies that while roads cannot explain the sizeable

dispersion in industry performance after 1973, they may be able to explain a substantial fraction of the
slowdown in mean productivity growth."

Third, we can ask how the estimate relates to the siope of Figure 2, which relates
slowdown to vehicle intensity. Si
should be -¢(0.03). ¢ equal to 22 implies a slope of -0.66, close to the actual slope of -0.63. Thus, the

estimates in Table 1 are consistent with the visual data in Figure 2.

Fourth, we can convert the estimate into a rate of return. As discussed in Section I.ii, suppose the

The estimate in column (1), for example, implies a rate of return of more than 130 percent per

year—building an extra dollar’s worth of roads adds more than a dollar to GDP every year. To reduce the

| SISO DRI USRI It [ SRR S RURIEL TR 17 o Vo GNRPRR It JUSRE I UYL I . I
11 pruicipice, roads couid 4dCcCouIil 10r Imore udn 1 pchC L OI 1€ S1I0waow1, 1I Otner 1aClors,
such as computers, raised productivity after 1973.
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output-road ratio Y/R. Hence, at the current level of output, we would require 10 times as many roads, or
nearly $12 trillion.

Such high rates of return seem implausibie at the margin; equivalen

suggestions of Hulten (1994), is that building one network may have a very high rate of return; but building
a second network may have a very low marginal return. For example, the interstate highway system may

have been extraordinarily productive. But building a second interstate highway system (iet alone nine more

To explore this possibility, the even columns of Table 2 allow the coefficient to change after 1973,
roughly when the interstate highway system was completed. ¢, represents the change in the coefficient,

so the marginal coefficient equals the sum of the two parameters. In all cases, the point estimate is negative,

suggesting that the marginal contribution of building roads is lower than the average contribution. For the
aggregated industries and for non-manufacturing, the point estimates imply that the marginal effect of

building additional roads is negative. More accurately, for all groups, we can reject that roads are

unproductive in the pre-1973 period (in the first row); for all groups other than manufacturing, we cannot

suggestive rather than definitive. For example, the point estimate on the marginal effect of roads—the sum
of ¢ and ¢,,—has an enormous standard error, generally on the order of 15. Even where ¢, is significant,

as in coiumn (2), the resuits are not necessarily robust to changes in specification (see Tabie 3 below, for

period; the standard deviation of road growth is 0.9 percent before 1973, and 0.3 percent after. This lack

of variation in the right-hand-side regressor reduces the information in the data, and increases standard

' For example, suppose the real interest rate is about 4 percent, and the depreciation rate of roads
about 2 percent. Also suppose that the marginai excess burden of taxation is 2 (at the high end of current
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1973 period, the data do not speak strongly to the marginal effect of roads.
However, as discussed in Section L.ii, there are strong a priori reasons to expect that a network may

offer large one-time benefits, but adding a second identical network will not. Also, there are strong grounds

o+

o
appropriate interpretation of the post-1973 results is that the data are consistent with these priors—there is
no evidence that roads offer an abnormal return at the margin.

Given that the aggregated industry groupings are Ieast likely to be subject to bias, I henceforth focus

by its very nature is a lumpy investment, and when first built, adding an additional car to the system may

have had little effect on the services available to any other user. As the system becomes more congested,

approximation to this nonlinearity.

The first two columns assume that congestion is a stable linear function of the total miles driven by
all users. The coefficient k, capturing the effect of congestion, is insignificant. Adding congestion has a
11 effect on the road-coe
The rest of the columns allow the congestion coefficient to change after 1973; «,; shows the change

in the coefficient. In all cases, the pre-1973 coefficient is insignificant, and often the wrong sign to proxy

for congestion; but the coefficient generally rises by a statistically significant (except in Column 4) amount

Columns (4) and (5) allow the coefficient on both roads and miles driven to change after 1973. The

point estimate suggests that roads are less productive at the margin; but the standard error remains very



from the fourth column, keeping the two “robust” coefficients: ¢ and k,;. The estimate again implies that
roads are highly productive, and that congestion is important after 1973.

2 0 . “

To summarize the resuits of Tables 2 and 3, the data strongly reject the nuil hypothesis that roads

Given these results, it seems reasonable to consider a specification in which the highway system was

not subject to congestion before 1973; after 1973, when congestion became important, the services of roads

take the form of equation (11), in which roads and miles-driven have coefficients that are equal in magnitude
The regressions in Table 3, for example, do not reject this specification (largely, of course, because the

estimates of the marginal coefficient on roads are so imprecise). Econometrically, making this identifying

assumption of coefficient-equality has the advantage that miles-driven vary much more than road-growth

Table 4 shows these results. As before, roads appear strongly productive before 1973. After 1973,

the productivity of roads is statistically-significantly smaller, and we cannot reject that roads have a normal

(or even zero) return. As a final specification test, the second column adds a post-1973 dummy for each
industry, allowing an industry-specific change in trend growth. This trend-break should capture other

influences in the post-1973 period that may affect productivity. It will only matter if the industry-specific

change in trend is correlated with vehicle-intensities; if the change in trend is common to all industries, for

~rvanninla oot léas eI L o OC i 1 ML cn 26 sam mean o 4t Aavemant o raeealatiac latecrane A o ol s nn

example, results will be unaffected. There is no reason to expect a correlation between the trend-shift and

vehicle-intensity. so not surprisinely, the results are gualitativelv unaffected. The standard error o -
Y, SO No prisingly, the results are qualitatively unatfected. 1he standard error on ¢, ,



and 3, adding industry-specific post-73 dummies makes it more difficult to identify post-73 coefficient
changes, given multicollinearity—the correlation between road growth and the post-73 dummy is 0.85, for

example. However, none of the qualitative conclusions are affected.)

the marginal parameter with precision, these results again provide further support for the interpretation
above: roads had an above-normal return before 1973, but probably do not have an above-normal return

today; moreover, congestion now reduces the productive services of roads.

IV. Conclusion
Industry data from 1953 to 1989 strongly support the view that vehicle-intensive industries benefited

disproportionately from road-building. First, the slowdown in productivity after 1973 appears larger in

results suggest that the aggregate correlation between productivity and public capital primarily reflects

causation from public capital to productivity, and that public investment may account for a substantial share

margin, or that returning road growth to pre-1973 levels would raise productivity growth to pre-1973 levels.
In essence, the evidence suggests that the massive road-building of the 1950s and 1960s—which largely

refiected construction of the interstate highway network—offered a one-time increase in the level of

These findings shed light on other results in the recent empirical literature on infrastructure. Results

vary widely, depending on dataset, sample period and specification. Aschauer (1989) estimates an aggregate

Cobb-Douglas production function in levels, and finds that public capital appears abnormally productive.



information to differentiate the two interpretations. The industry results in this paper suggest that Aschauer’s
simple aggregate regression appropriately captures the high productivity of public capital in the pre-1973

period.

Studies using these data, which are only available after 1970, tend to find little evidence that public capital

has an important productive effect. Munnell (1990) uses state data, and finds that public capital appears

he concludes that these data offer no evidence that public capital has a non-normal (or even non-zero)
productive effect. Similarly, Hulten and Schwab (1991) use manufacturing gross-output data on census

regions, and find no evidence that productivity grew faster in regions with rapid growth in public capital.

More recently, Morrison and Schwartz (1996) use state manufacturing data from 1970 to 1987, and
suggest that public capital may have a rate of return of 20 to 30 percent in the manufacturing sector alone.
its from public capital as well, these

There are several interpretations of the differences between their results and mine. First, Morrison
and Schwartz place few restrictions on how government capital enters the production function; government

capital may provide indirect “externalities” that I miss, or perhaps make possibie other Cabailero-Lyons styie

Fernald 1995). Since I explicitly focus on the direct effects, my results are likely to understate the returns
to public capital if externalities are important. Second, however, Morrison and Schwartz do not control for

endogeneity of public capital, other inputs, or even output (all of which are explanatory variables in their

[\
—



the Morrison and Schwartz results could reflect the endogeneity of public capital, and hence be (presumably)
biased upwards. I explicitly account for the endogeneity of public capital, and hence may obtain more
reliabie results.

In anv cacge
il any casé

studies, who also have no controls for endogeneity. Morrison and Schwartz attribute the differences to using
a flexible functional form, which allows a second-order approximation to the cost function; but the

differences in resuits appear to be driven by the first-order effects, not the second-order effects.

Yet another interpretation of the productivity slowdown suggests that perhaps the slowdown reflects

mismeasurement; Griliches (1994), for example, argues that an increasing proportion of the economy

t-differentiation easier, and conventional statistics may miss these benefits. The results in this paper
suggest that roads contributed much less to productivity after 1973 than before, and from a growth-

accounting perspective, can explain a significant share of the productivity slowdown. These results thus

point in the direction of a reai siowdown.

slow, since computer-driven technological innovations increased. The computer paradox (Solow: “We see

computers everywhere except in the productivity statistics”) may reflect the coincidence of the

17 P . . L it - LI, T - S P .~
They suggest that using lagged values as instruments, or using the Hali-Ramey instruments, has
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measured
the substantial technological benefits of computers, productivity statistics might show no improvement. More

generally, history may often display unusual influences—road networks, computers, mass-production
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If industries are not distributed evenly across space, then the aggregate road stock does not correctly
measure industry-specific road input. Instead, the appropriate measure should probably be a weighted

average of regional road growth rates, weighted by the importance of each region in the industry’s

nradnctinn Thi 1 1 1
production. This appendix considers the potential bias that results from incorrectly using the aggregate road

Following the derivation in Section I, suppose that in each location, an industry can produce with

the production technology from equation (1), and that the industry has the same vehicle share, s;, in all

regions. Aggregating industry productivity over regions, we find
dp, = rsy;dg, + du,, (17)
where dg; is the growth in the industry-specific input of government roads. dg;, in turn, is defined by
- deo !
dg, = ), wydg’, (18)
where dg’ is the growth in roads in region j, and w; is the share of industry i’s production in region j
We can rewrite equation (17) as
v by Sudadinhd \ 7 ~
dp,=¢s,dg + s, (dg, -dg) + dt,, (19)

where dg is the growth in the national, or aggregate, road stock. Assuming that public capital is distributed
in proportion to production,'® the national road stock dg equais:

MN
r4vy

dg = X, widg’, @0

where W is the share of national production in region j. Comparing (18) and (20), (dg-dg) is zero if roads

grow at the same rate in all regions, or if industries produce equally across regions, so that w; equals w.
Aggregating over industries, aggregate productivity dp is:

dp = ¢rs,dg + lL ws,(dg, - dg)J + du. 21

that the industry cyclicality parameters, £, equal unity for all i. We can

s 4 . vy L % 115

then write the difference between industry and aggregate productivity as:

Q

8 This assumption simplifies notation and interpretation. In practice, of course, government
capital is aggregated using the distribution of that capital, not the distribution of production. If these
distributions differ, then all studies using the aggregate stock of government capital are misspecified. This

mlsspecmc ation maiters OIlly if the difference between the iwo measures are correiaied with the a aggr egate
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where ¢ is the idiosyncratic component of industry productivity growth. & may be correlated with the
industry-specific dg;, but as long as the industry is relatively small, & should be nearly uncorrelated with

aggregate road growth.

If the vehicle shares are constant over time, then the plim of the ratio of the estimated to true regression

coefficient is:

(‘H { 1 \ [ Cov(de.do —do) Cov(de, V w.s. (de. —¢ 0'“]
Yi _ 1 . \F&¥s; =87 \FSs Lk TR VE Ty FS//
plim — =1 + | — sy, — o 23)
P \Swsv) L Var(dg) ar{dg)
Suppose industry weights are (relatively) constant over time. Then this plim ratio equals
1 / NI PN \ { RN \ 1]
9, [ 1 ] ” Cov(dg, dg) I l Cov(dg, dg,) l |
pl!m — =1+ — S”,‘. - SV;' - Zi; wkSVk__—_ T L wk‘SVk
) k 5,,"5, J lk Var(dg) J | Var(dg) /]
With some aleebraic maninulation. and noting that ¥ w s eauals §.. we find
With some algebraic manipu , and noting that 2 WS mequals §y, we
a2 I u 1
I ¢, _I SyYy T 24 wkskyk| PN
pam E‘ —I - s \=~/
L Sy " Sy |
1 . 1 7 . N\ ol o - PR ol . N - . rap= 7 1 T _NIYT_ s TN\
where y; is the (asymptotic) coefficient from a regression of dg; on dg: Cov(dg, dg;)/Var(dg).
By assuming that aggregate dg is appropriate when it is not, regression (22) in essence suffers from

omitted variable bias, with the bias given by equation (25). [Equivalently, the regression disturbance term
may be correlated with government capital. The bias depends on both the misspecification of industry

productivity, and the misspecification of aggregate productivity. These misspecifications depend on how

stocks are not systematically different from the aggregate road stocks, since the y; then equal 1.
In other words, industry road growth matches aggregate road growth if there are no systematic
differences in regional growth rates of roads, or if industries are distributed evenly across regions. Of

1 saginnmal Aiqén stinem AF famdiiotninas nnn nranteilheida da o sreearra 1 seaaginmal wnsd ~cwnrr 1L :f
Course, an unequal regionai aistrioution oOi inAusiries can Coiiirioute {0 unequai regionai roaa growtn, il



To get a
Morrison and Schwartz (1996, Table 2) provide growth in public capital for four regions of the country from

1971 to 1987.% In all regions, the growth rate fell, but it fell much faster than average in the east, and much

siower than average in the south; regional y;’s, estimated from 1971 through 1587, are 0.77 in the south,
0.84 in the north | 1.06 in the west, and 1.71 in the east. Suppose there are four industries, each producing

in a separate region, and each of which is the same size (using the actual regional distribution of production
for 1977, from BEA data, gives virtually identical results), and that the average vehicle share is 1.5 percent.

The tabie shows the industry biases, for several combinations of industry vehicie intensities.

Vehicle shares (South, North, East, and West) plim(¢/¢)
ercent South. North. East. and West
(14 14 1R 1A (5 § A 44 20
\i1.7y 1.7, 1.0 1.7/ V., v, .7, v
(1.6,1.6,1.2,1.6) (-2.8,-1.9,-1.6, 0.0)
(1.0, 1.0, 3.0, 1.0) 2.1,2.0,2.0, 1.8)

aggregate growth rate is generally above 0.9. In several cases, not only is the bias negative (a ratio less than
one), but the actual sign of the estimated coefficient is reversed. The sign is ambiguous, since it depends on

the sign of (sy-5,). The magnitude of the bias aiso depends heavily on (sy-§,). The bias tends to be positive

two rows, where the deviations of vehicle intensities are larger.

' These data, originally from Munnell (1990), are for all government capital, not just roads.
Holtz-Eakin (1994a) describes estimates of regional road stocks, but provides insufficient detail for these
simulations. However, regional road growth was probably similar to the growth in all government capital.
In any case, the simulations reported here are meant only to be suggestive, since estimates of regional
public capital are not available for the full sample period, and probably suffer substantial measurement
error. The estimates involve aiiocating national capitai stocks to regions, based on various proxies for

regional expenalture For exampie, Holtz-Eakin estimates benchmark state capital stocks for 1960 by
allocating the national capital stock based on the siates’ shares of total current government expenditures
30 1TOLN TDawnwo 1 10 thhin lhncnlhacnwly sxraild ainmiFinntlesr affant antimmantan ~AF e diratesr ammanifia cAsraesiae nsad
111 10U, LI101> 111 uUlld DCICIUIIALIA OUulU SIEIILICALILLY allCCL CSLLIIAICS U1 HIUUSLLY-dpClilit gUVCIIIICII
capital stocks



In practice
completely segmented by region. Therefore, I estimated industry-specific government capital stocks, using
BEA data on the regional distribution of production in 1977, for the four regions for which I have
government capital data. I then assess the magnitude of the bias from equation (25). Although I do not have
the data to estimate industry-s

a metric to assess whether I can safely ignore the regional distribution of industries.

From 1971 to 1987, the correlation of growth rates for industry and aggregate government capital

industries, the median bias was 1.04. For both groupings, there were two particular outliers: Trade (8.2),

and Services (-0.95). The cause of the substantial bias ratio is that these two industries have vehicle-shares

We cannot estimate the bias ratio for the entire sample, since regional public capital is not available

earlier. Assuming that in the earlier period, the regional variation in public capital growth rates was similar

or negative) on the order of 10 percent, though for some individual industries it may be much larger.
Nevertheless, the results suggest that by judicious aggregation, we can reduce both bias (by ensuring

an adequate distribution of regional production) and standard errors (by increasing the deviation of vehicie

I aggregated industries in order to ensure an appropriate distribution for (s,,-5,). * In and of itself,

this aggregation over heterogeneous industries tends to smooth regional differences in industry location, and

Nw ~ s

“Note that choosing the “optimal” industry aggregates for this problem wouid be very difficuit.
For exampie, we couid not simpiy seek to minimize the regional differences in industry distribution, since
that would not ensure that the vehicie shares differ by enough from the aggregate to auow precise and

unbiased estimates. More importantly, the bias ratio for an industry depends on the covariance of industry
and aggregate government capital growth for every other industry



hence reduce the potential bias. I followed an informal lexicographic ordering, seekin
the minimum absolute value of the deviation from the average share; and then seeking to minimize the

variation in the deviation. The nine groupings, aggregated using Tornquist indices, are as follows:*

Grouping Industries

i

Electric and Gas Utilities, Services
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lass, Communications

3 Transport, Trade, Lumber
4 Autos, Industrial Machinery, FIRE

5 Furniture, Leather, Primary Metals

6 Paper, Food, Electronic Equipment

7 Apparel, Printing, Misc. Manufacturing

8 Textile bber, Fabricated Metals

9 Chemicals, Other Transport Equipment, Instruments

industry government capital growth from 1971 to 1987, and then inserting the sample variances and

covariances into the bias ratio formula (25). For my final grouping into nine aggregates, the median bias

ratio was 0.97, and none of the groups was far from unity
The industry aggregates do not, of course, have any natural economic interpretation in the way that,
say, one-digit SIC groupings would. With perfect competition and constant returns, however, this

aggregation does not lead to any biases in my estimating equation, since productivity residuals aggregate

cleanly under these conditions. As discussed in Section I, deviations from perfect competition and constant

returns are uniikely to have a major effect on
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Value-Added Productivity Growth and Vehicle Shares by Industry, 1953-1989
Average TFP TFP Change Average
Industry TFP Growth Growth Vehicle
Growth 1953-73 1973-89 Share
1) (2) 3 G (5
Transportation 1.8 2.5 1.0 -1.4 5.5
Gas Utilities -0.7 1.7 -4.2 -5.9 4.8
Stone, clay, glass 0.9 1.1 0.9 -0.2 2.8
Communications 2.8 2.7 3.0 0.3 2.6
Construction 0.6 1.3 -0.7 2.0 2.2
Electric Util 2.2 3.7 0.0 -3.7 22
Lumber & wood 1.5 1.0 1.5 0.6 1.7
Trade 1.3 1.9 0.3 -1.5 1.7
Services 0.2 0.7 -0.5 -1.2 1.5
Food & kindred products 2.5 3.1 1.3 -1.8 1.3
F.ILR.E. 0.4 0.6 0.0 -0.7 1.1
Petroleum products 5.6 -1.2 11.6 12.8 1.0
Paper products 1.0 1.8 04 -1.4 0.9
Chemicals 3.0 4.9 0.7 -4.2 0.7
Primary metals -0.8 -0.1 -1.5 -14 0.6
Furniture and fixtures 1.6 1.4 1.8 0.5 0.6
Printing & pubiishing -0.1 1.0 -1.6 -2.6 0.6
Tobacco products -0.2 1.5 -1.3 2.8 0.5
Fabricated metals 1.1 1.3 1.2 -0.1 0.5
Electronic equipment 33 3.1 3.7 0.6 0.5
Motor vehicles 1.7 2.8 0.5 -2.4 04
Misc. manufacturing 3.0 3.1 2.6 -0.6 04
Instruments and related 2.2 24 1.9 -0.4 04
Apparel & texiile 3.8 33 4.8 1.5 0.3
Industrial machinery 23 1.0 4.7 3.7 0.3
Other transport. equip. 1.3 1.1 1.5 0.4 0.3
Textile mill products 3.7 2.7 4.1 1.4 0.3
Rubber & plastics 1.7 2.6 0.6 2.1 0.2
Leather products 1.0 0.0 2.8 2.8 0.2
Economy Average 1.0 1.6 0.3 -1.3 1.6
Std. Deviation 1.4 1.3 2.8 32 1.3
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Table 2
Basic Results

A v emdad M~ T s )V, POV . SRy SN S Nl A
Aggfﬁ:g' ca ULC-Dign Iv1dIIuldCLUI 11 INOIL-
Industries Industries Industries Manufacturing
Industries
(1) ) (3) ) () (6) @) )
@ 22.1 17.4 22.9 19.3 36.0 35.1 i5.8 11.7
(3.3) 4.0) (3.6) 4.3) 2.7 4.0) 4.1 4.6)
(/3 -25.3 -14.7 -11.5 -19.3
(11.2) (10.0) 9.5 (10.4)
Note: Estimates of equation (9) from 1953-1989 (with standard deviations in parentheses). ¢ is the
coefficient on roads, and ¢,; is the change in the coefficient after 1973. The four industry groupings are
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Table 3
Including Congestion Variables
(1) @ ) @ ©) ©
¢ 23.5 14.6 14.1 17.4 13.7 18.1
4.0 (4.6) (5.5) 4.2) (5.5) (4.0)
@5 -12.7 9.3 -6.9
(11.4) (14.4) (14.5)
K 2.7 -3.8 -5.2 -5.0
(4.3) “4.1) 5.1) (5.2)
Ky 10.1 5.7 8.5 7.6
4.5) (4.6) (5.6) (3.8)

Note: Standard deviations in parentheses. ¢ is the coefficient on roads, and ¢,; is the change in the coeffient

after 1973. ks the coefficient on congestion, and x,, is the change in the congestion coefficient after 1973
(a positive number signifies an increase in congestion).

33



71N\ Vée AY
) (2)
Gposra 17.1 18.7
(3.1) (7.4)
¢Post73 5.3 6.0
4.5) (5.0
Includes Post-73 Industry No Yes
Dummies?
Note: Standard deviations in parentheses.
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Roads and Miles-Driven (Per Capita)
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Change in Total Factor Productivity after 1973 v. Vehicle Share
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