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Uniform circular array processing has been shown to be a very useful tool for broadband acoustic

source localization over 360�. Specifically, beamforming methods based on circular harmonics

have attracted a lot of research attention in the last several years, as modal array signal processing

is a very active research topic. On the other hand, due to the sparsity properties of speech, source

localization methods in the time–frequency (T–F) domain have also demonstrated their capability

to locate several simultaneous sources with high accuracy. In this paper, a localization framework

based on circular harmonics beamforming and T–F processing that provides accurate localization

performance under very adverse acoustic conditions is presented. Modal processing and sparsity-

based localization are jointly addressed to estimate the direction-of-arrival of multiple concurrent

speech sources. Experiments in real and simulated environments with different microphone setups

are discussed, showing the validity of the proposed approach and comparing its performance with

other state-of-the-art methods.VC 2012 Acoustical Society of America.

[http://dx.doi.org/10.1121/1.4740503]

PACS number(s): 43.60.Fg [SAF] Pages: 1511–1520

I. INTRODUCTION

Acoustic source localization using microphone arrays is

one of the most active research topics in multichannel signal

processing. Microphone arrays have applications in many

different areas such as immersive environments, human–

computer interfaces, teleconferencing, or robot artificial

audition.1–5 However, broadband source localization under

high noise and reverberation still remains a very challenging

task. In recent years, new algorithms have been proposed to

deal with this problem, making use of different array geome-

tries and localization strategies.6–8 In this context, modal

processing using uniform circular arrays (UCA) has received

increasing attention.9 Methods based on circular harmonics

beamforming (CHB) have shown to provide better localiza-

tion performance than classical beamforming approaches. In

fact, CHB belongs to a more recent class of methods often

referred to as eigenbeamforming.10–12 Tiana-Roig et al.13

showed that CHB achieves better resolution and sidelobe

properties than delay-and-sum beamforming (DSB) by selec-

tively processing a different number of phase modes or spa-

tial Fourier terms.

Besides beamforming-based localization methods, a

number of algorithms working in the time–frequency (T–F)

domain have also been recently developed.14–16 Due to the

sparse properties of speech in this domain, these methods are

capable of localizing multiple active sound sources in real

environments, even in those cases when the number of sour-

ces exceeds the number of microphones, i.e., underdeter-

mined cases. To this end, inter-channel phase differences

between microphone signals are analyzed to estimate the

direction-of-arrival (DOA) of the dominant sound source at

each T–F bin. The directions of the sources are finally esti-

mated by fitting a specific model to the observed distribution

of DOA estimates.

In this paper, we present a source localization method

based on the combination of CHB and T–F processing. CHB

is applied over each T–F point to estimate the DOA of the

most dominant source by using a regularization-based

approach. In contrast to conventional sparsity-based local-

ization methods, the DOA estimates at each T–F bin are

obtained by taking the direction of maximum CHB output

power. This processing results in accurate DOA estimates

under high reverberation and low signal-to-noise ratio (SNR)

situations. Experiments considering different number of

sources, microphones, reverberation degrees, and noise con-

ditions are discussed. Moreover, the method is compared to

other baseline localization techniques developed for UCA

processing. The results show that the proposed approach is

capable of localizing multiple sound sources in very rever-

berant and noisy environments with high accuracy.
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The paper is structured as follows. Section II describes

the theoretical background of CHB. Section III presents our

proposed approach to CHB-based DOA estimation in the

T–F domain. The description of the experiments and the dis-

cussion of the results are given in Secs. IV and V, respec-

tively. Finally, the conclusions of this paper are summarized

in Sec. VI.

II. CIRCULAR HARMONICS BEAMFORMING

A. Array geometry

Consider an UCA having M elements at equidistant

locations on a circle of radius r lying on the xy plane, as

shown in Fig. 1, where the center of the array is located at

the origin of coordinates. The location vector of each ele-

ment in Cartesian coordinates is given by

pm ¼ ½r cosðhmÞ; r sinðhmÞ; 0�
T ; m ¼ 0; 1; :::;M � 1;

(1)

where (�)T denotes transposition and the azimuth angle of

each element is hm ¼ mð2p=MÞ. The inter-element distance

can be calculated as

d ¼ 2r sin
p

M

� �

: (2)

The above distance determines the spatial aliasing fre-

quency, which is given by

fal ¼
c

2d
: (3)

Assuming signals coming from the median plane (/i¼p/2),

the steering vector for the UCA depends on the azimuth

angle as follows:

aðkr; hiÞ ¼ ½ejkr cosðhi�h0Þ; :::; ejkr cosðhi�hM�1Þ�T ; (4)

where k ¼ 2pf=c, f being the frequency and c the speed of

sound (c � 342m/s).

B. Circular apertures

1. Continuous circular aperture

The above-presented UCA can be considered as a spa-

tially sampled (unbaffled) circular aperture using M sensors.

Assuming a plane wave impinging from (hi, /i¼ p/2), the

sound pressure at any point of a continuous circular aperture

can be written in polar coordinates as

Pðkr; hÞ ¼ P0e
jkr cosðh�hiÞ; (5)

where P0 is the amplitude of the impinging wave. Note that

the temporal term e�jxt has been suppressed for simplicity.

Expanding the above-presented expression in a series of cir-

cular waves and after some mathematical treatment,17 the

incident pressure can be expressed as

Pðkr; hÞ ¼ P0

X

1

p¼�1

jpJpðkrÞe
jpðh�hiÞ; (6)

where Jp is a Bessel function of the first kind of order p.

Note that the pressure in the aperture can be considered as a

Fourier series and, therefore, it can be represented by

Pðkr; hÞ ¼
X

1

p¼�1

Cpe
jph; (7)

with Fourier coefficients (or circular harmonics) given by

Cpðkr; hiÞ ¼ P0j
pJpðkrÞe

�jphi : (8)

In practice, continuous apertures must be sampled by

means of a finite number of sensors. Section II B 2 describes

the consequences of this sampling procedure.

2. Sampled circular aperture

The discretization of the continuous circular aperture by

means of an UCA with M omnidirectional microphones

results in the following Fourier coefficients:

~CpðkrÞ ¼
1

M

X

M�1

m¼0

~PmðkrÞe
�jphm ; (9)

where ~Pm is the measured sound pressure at the mth micro-

phone (placed at angle hm). This sampling procedure implies

an error in the Fourier coefficients as follows11:

~Cpðkr; hiÞ ¼ Cpðkr; hiÞ þ ~epðkr; hiÞ; (10)

~epðkr; hiÞ ¼ P0

X

1

q¼1

�

jqJgðkrÞe
jghi þ jhJhðkrÞe

�jhhi
�

;

(11)

where g¼Mq� p and h¼Mqþ p. Note that, according to

Eq. (7), an infinite number of Fourier terms are needed to

represent the sound pressure. In practice, the impinging

wavefield must be decomposed into a maximum order L

of circular harmonics and, thus, M� 2Lþ 1. As a rule

of thumb, L � kr is usually chosen, since the value of a par-

ticular Bessel function is small when the order p> 0 exceeds

the argument. The selection of an appropriate number of

Fourier terms is further discussed in Sec. II D.FIG. 1. Geometry of the UCA withM elements.
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C. Beamforming

Modal beamforming aims at combining the different cir-

cular harmonic components (or phase modes) to form a

beam with appropriate spatial selective properties. Ideally,

the beamformer response should have a maximum when the

beamformer is steered toward the source direction hi and

should be zero in all other directions. This ideal response

can be represented as a delta function as follows:

Gidealðkr; hÞ ¼ P0dðh� hiÞ: (12)

It can be shown that this ideal response is achieved by add-

ing an infinite number of modes, so that the ideal beam-

former can be written as13

Gidealðkr; hÞ ¼
X

1

p¼�1

Cpðkr; hiÞ

jpJpðkrÞ
ejph: (13)

As discussed in the Sec. II B 2, when using a real UCA the

number of modes must be truncated to a maximum order L.

Moreover, the modal coefficients correspond to those of a

sampled circular aperture, resulting in the following

response:

GCHBðkr; hÞ ¼
X

L

p¼�L

~Cpðkr; hiÞ

jpJpðkrÞ
ejph: (14)

The output of the beamfomer for a steering direction hs can

be expressed as

Yðkr; hsÞ ¼
1

2Lþ 1

X

L

p¼�L

~CpðkrÞBpðkrÞHpðhsÞ; (15)

where Bp is an equalization factor given by

BpðkrÞ ¼ j�pJ�1
p ðkrÞ (16)

and Hp is a frequency-independent phase alignment factor,

HpðhsÞ ¼ ejphs : (17)

The normalization term, 1/(2Lþ 1), is equal to the num-

ber of circular harmonics in the sum in order to keep

unchanged the amplitude of the impinging plane-wave.

D. Mode selection and regularization

As discussed in Sec. II C, the filters Bp(kr) are aimed at

equalizing the responses of the individual eigenbeams, which

depend on the Bessel function Jp(kr). Figure 2 shows the mag-

nitude of the four lowest-order (p¼ 0,…,3) Bessel functions

of the first kind for different values of the argument kr. Note

that for a given value of kr, there are only some orders (modes)

with non-negligible contribution. As already explained, the

rule of thumb is usually to select the maximum order L as

L ¼ dkre; (18)

where d�e is the ceiling function. Besides having orders

with low magnitude, the different modes exhibit periodic

zeros and, as a result, signals that carry components in the

vicinity of the zeros cannot be completely resolved. To

avoid this problem, the circular aperture can be mounted

into a rigid cylindrical baffle9,18. However, it must be

emphasized that, in this case, the array must be designed to

have a height-to-radius ratio greater than 2.8 for approxi-

mating an ideal infinite-length cylinder.18 Note that this

physical requirement can be an issue in some practical

applications (array 3 in Sec. IV would require a cylinder

greater than 40.3 cm).

In order to avoid noise amplification due to large equal-

ization values, Parthy et al.9 proposed the use of Tikhonov-

regularized filters, given by

B0
pðkrÞ ¼

w�
pðkrÞ

kwpðkrÞk
2 þ b

; (19)

where wpðkrÞ ¼ B�1
p ðkrÞ and b is the regularization coeffi-

cient. The use of regularization, besides improving white

noise gain, produces a smoother beampattern and provides

increased robustness. In fact, directivity and robustness are

linked to the value of b such that increasing b improves

robustness and decreases directivity.

Figure 3 shows a comparison between the broadband

beampatterns provided by conventional DSB (Ref. 19) and

(regularized) CHB using a microphone array with M¼ 13

and r¼ 0.12m steered to azimuth direction hs¼p. The

selected regularization factor is b¼ 6.5	 10�4. Note that

CHB provides a narrower beampattern, although the effect

of Bessel zeroes can be clearly seen in the response as verti-

cal distortion lines around 1100, 1750, 2350Hz, etc.

III. PROPOSED APPROACH

In the following we present our proposed approach

where CHB is applied over a T–F processing framework to

estimate the DOA of several source signals impinging simul-

taneously over an UCA.

FIG. 2. Magnitude of the four lowest-order Bessel functions of the first

kind.
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A. Signal model

Consider the following signal model with N sources sn
located in the far field at directions hn. For the sake of sim-

plicity, an anechoic environment is assumed,

xmðtÞ ¼
X

N

n¼1

snðt� dmnÞ; m ¼ 0; :::;M � 1; (20)

where dmn is the time delay corresponding to the acoustic

path between source n and microphone m.

In the short-time Fourier transform (STFT) domain, the

above-presented signal model is expressed as

Xmðv; lÞ ¼
X

N

n¼1

Snðv; lÞe
�j2pfvdmn ; (21)

where Xm(v, l) and Sn(v, l) are the T–F representations of the

microphone signals and the sources, (v, l) are the frequency-

bin and time-frame indices, and f
v
is the analog frequency

corresponding to frequency index v.

1. Speech sparsity in the T–F domain

Speech and music signals have been shown to be sparse

in the T–F domain.20 The probability density function of a

sparse source has a peaky shape. This is due to the fact that

the signal is close to zero at most T–F points and has large

values in rare occasions. This property has been widely

applied in many works related to source signal localiza-

tion21,22 and separation.23,24 However, source sparsity alone

is useless if the sources overlap to a high degree. The dis-

jointness of a mixture of sources can be defined as the degree

of non-overlapping of the mixed signals. An objective mea-

sure of disjointness is the so-called W-Disjoint Orthogonality

(WDO).25,26

Spectral overlapping depends not only on source spar-

sity, but also on the mutual relationships between signals.

Speech signals most often mix in a random and uncorre-

lated manner, such as in the cocktail party paradigm. More-

over, the disjointness properties of speech and music

signals are dependent on the window size parameter, which

affects the number of frequency bands in the analysis.27 It

is also worthwhile to remark that the sparsity and disjoint-

ness properties of audio signals become affected in rever-

berant environments. The room impulse response smears

the energy in both time and frequency and so the spectral

overlap between different sources in the T–F domain is

increased with reverberation. Despite this effect, the

assumption of non-overlapping sources has been shown to

be still useful for sparsity-based applications such as source

separation.14

Assuming that there is only one dominant source at each

T–F bin (WDO assumption), the signal model can be further

simplified as follows:

Xmðv; lÞ ¼ S
n
^
ðv;lÞ

ðv; lÞe
�j2pfvd

m n
^
ðv;lÞ ; (22)

where n
^

denotes the index of the dominant source at T–F

point (v, l).

B. Time–frequency CHB

To estimate the direction of the dominant source signal

at each T–F point, we perform CHB over each T–F element

as follows. First, the microphone signals are transformed

into the phase-mode domain at each T–F point (v, l) by

taking the discrete Fourier transform (DFT) of x(v, l)

¼ [X0(v, l),…,XM�1(v, l)]
T,

cðv; lÞ ¼ DFTfxðv; lÞg: (23)

The vector of coefficients must be accommodated to the fol-

lowing structure:

cðv; lÞ ¼ ½ ~C0ðfvÞ; :::; ~CLðfvÞ; ~C�LðfvÞ; :::; ~C�1ðfvÞ�
T ; (24)

where the coefficients ~CpðfvÞ correspond to those of a

sampled circular aperture in Eq. (9). Note that, according to

the rule M� 2Lþ 1, the (Lþ 1)th DFT coefficient must be

discarded when having an even number of sensors.

Next, we define the following steering matrix, which is

formed by Q different weighting vectors covering the azi-

muth range hq � [0, 2p], q¼ 1… Q,

W ¼ ½hðh1Þ; :::; hðhQÞ�; (25)

FIG. 3. Broadband beampatterns for steering direction hs¼p using an UCA with M¼ 13 and r¼ 0.12m. (a) Conventional delay and sum beamforming.

(b) CHB beamforming. (c) Transversal section for f¼ 1000Hz.
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where

hðhqÞ ¼ ½ej0hq ; :::; ejLhq ; ejð�LÞhq ; :::; ejð�1Þhq �T : (26)

Matrix W defines the angular range that will be spatially

scanned for localizing the active sources. The equalization

coefficient vector for each frequency is defined as

bðvÞ ¼ ½B0
0ðfvÞ; :::;B

0
LðfvÞ;B

0
�LðfvÞ; :::;B

0
�1ðfvÞ�

T ; (27)

where the elements B0
pðfvÞ are computed as in Eq. (19) by

using the relation kr¼ (2pf
v
/c)r.

The equalized Fourier coefficients are calculated as

�cðv; LÞ ¼ cðv; lÞ � bðvÞ; (28)

where � stands for the Hadamard product operator.

Finally, the beamformer output for each scanned angle

y(v, l)¼ [Y (v, l, h1),…, Y(v, l, hQ)]
T is computed by

yðv; lÞ ¼
1

2Lþ 1
WT

�cðv; lÞ: (29)

C. DOA estimation

Assuming that there is one dominant sound source at

each T–F point, the beamformer output will have maximum

power at its corresponding arrival direction. Therefore, the

DOA angle at each T–F bin can be estimated as

ĥðv; lÞ ¼ argmax
hq

fjYðv; l; hqÞj
2g; (30)

where

ĥðv; lÞ � h
n
^
ðv;lÞ

; (31)

h
n
^
ðv;lÞ

being the real DOA corresponding to the dominant

source at (v, l).

Since multiple simultaneous sources are dominant at

different T–F points, the histogram of DOA estimates com-

puted over the T–F plane shows clear peaks corresponding

to the locations of the different sources. Although in this sec-

tion an anechoic signal model has been assumed, in Sec. IV

it will be shown how the method performs very robustly

under adverse acoustic conditions including high reverbera-

tion and low SNR.

IV. EXPERIMENTS

The following is aimed at studying the performance of

the proposed method (denoted in the following as TF-CHB)

by considering different array configurations in diverse

acoustic environments. First, acoustic simulations based on

the image source method28 are employed to analyze the

influence of room reflections, noise, number of sources, and

number of microphones. Then, the performance of the

method is compared to other baseline techniques, namely

conventional CHB, DSB, and super-resolution eigenbeam-

forming ESPRIT (EB-ESPRIT).11,29 Localization perform-

ance is also analyzed with real recordings obtained from

publicly available data.

A. Simulated recordings

The use of simulated recordings allows for understand-

ing better how noise and reverberation affect localization ac-

curacy for a given array configuration. In addition, synthetic

recordings make it easier to observe which are the perform-

ance improvements obtained when using a higher number of

microphones in a multi-source environment. Male and

female speech fragments (4 s long) provided with the “Dev2”

dataset of the Signal Separation Evaluation Campaign30

were used as source signals. The sampling frequency used

was fs¼ 8 kHz, thus, all the simulated arrays were designed

to have an aliasing frequency fal¼ 4 kHz. Three array config-

urations were considered:

(1) Array 1—M¼ 5, r¼ 3.6 cm.

(2) Array 2—M¼ 9, r¼ 6.3 cm.

(3) Array 3—M¼ 21, r¼ 14.4 cm.

Regarding the source arrangement, two complex multi-

source cases were considered:

(1) Case 1—N¼ 4,

hn� {20�, 110�, 200�, 290�}.

(2) Case 2—N¼ 8,

hn� {20�, 65�, 110�, 155�, 200�, 245�, 290�, 335�}.

To evaluate the influence of room reflections, a box-

shaped room with dimensions 6m	 8m	 3m was simu-

lated. The sources were located 2m apart from the array

center as shown in Fig. 4. The influence of reverberation was

controlled by means of the wall reflection factor q,31 which

is assumed to be the same for all the room walls. Three dif-

ferent reflection factors were tested: q¼ 0 (anechoic),

q¼ 0.5 (moderate reverberation), and q¼ 0.9 (high reverber-

ation). Moreover, additive white Gaussian noise with power

r2m is added to each microphone signal in order to provide

different SNR values,

SNR ¼ 10log

1
T

� �

XT

t

XN

n¼1
s2nmðtÞ

r2m

0

@

1

A; (32)

where snm(t) are the T sample’s long original source signals

convolved with the simulated source-to-microphone impulse

responses, i.e., snm(t)¼ sn(t)*hmn(t). The SNR values consid-

ered are SNR¼1 dB (noise-free), SNR¼ 10 dB (noisy),

and SNR¼ 0 dB (very noisy).

Regarding the processing parameters, STFTs were com-

puted using Hamming windows of 512 samples length and

50% overlap. This value has been shown to be appropriate

for speech signals.20 The regularization factor was set to

b¼ 6.5	 10�4. The azimuthal space was scanned at 360 uni-

formly spaced angles (Q¼ 360), providing an angular reso-

lution of 1�.

The resulting DOA histograms for N¼ 4 sources and

N¼ 8 sources are shown in Figs. 5 and 6, respectively. Black

dots in the h axis denote the actual source locations. To ease
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the peak detection procedure, a low-pass filter that removes

spurious peaks has been applied to the histograms, making

them smoother. The final DOA of the sources can be obtained

by using several alternatives, such as peak picking techniques

or other model-based methods. In this paper, a simple peak

picking method (findpeaks function in MATLAB) has been used

to detect the local maxima in the smoothed histograms. The

DOAs are assumed to be given by the N strongest peaks hav-

ing a minimum separation distance of 10�. The root mean

squared error (RMSE) values obtained for each array configu-

ration are also presented in Table I. In the anechoic noise-free

case [Figs. 5(a) and 6(a)], the histograms show very clear

peaks located at the real source locations. Note that the result-

ing peak width is very dependent on the number of micro-

phones, being considerably narrower if more elements are

used. When noise and reverberation are present in the input

signals, the histograms become noisier and the average peak

width is substantially increased [Figs. 5(b)–5(i) and 6(b)–6(i)].

The effect of noise and reverberation in the performance

can be critical depending on the number of simultaneous

sources and their angular separation. Due to the increased

peak width in adverse acoustic conditions, high-power sour-

ces located very close to low-power sources could mask the

latter ones. Nevertheless, since adding more microphones

results in narrower peak widths, localization accuracy can

always be improved by using a higher number of

microphones.

As shown in Table I, the localization accuracy for all

the simulated cases depends on the above-described fac-

tors. It must be emphasized that a scenario with eight si-

multaneous speakers is a very extreme case in practice,

FIG. 4. Simulated room with dimensions 6m	 8m	 3m and wall reflec-

tion factor q. The sources and the array are located on the xy plane.

FIG. 5. Normalized histograms obtained for simulated recordings with N¼ 4 sources using different array configurations in diverse acoustic environments:

(a) q¼ 0, SNR¼1 dB, (b) q¼ 0, SNR¼ 10 dB, (c) q¼ 0, SNR¼ 0 dB, (d) q¼ 0.5, SNR¼1 dB, (e) q¼ 0.5, SNR¼ 10 dB, (f) q¼ 0.5, SNR¼ 0 dB,

(g) q¼ 0.9, SNR¼1 dB, (h) q¼ 0.9, SNR¼ 10 dB, (i) q¼ 0.9, SNR¼ 0 dB.
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since having more than two or three simultaneous sources

in a speech communication environment (such as a tele-

conferencing or meeting room) is not usual.32 In any case,

note that the average localization error in moderate rever-

beration and noise conditions is around 1� for “array 3”

and 8� for “array 2” when there are four simultaneous

speakers.

1. Comparison with other methods

In the following, the performance of TF-CHB is

compared to that of other well-known techniques. These

techniques are the conventional DSB,33 CHB,13 and

EB-ESPRIT.11 All these methods are well-established local-

ization techniques using circular arrays. DSB and CHB were

compared by Tiana-Roig et al.,13 where it was shown that

CHB, despite being less robust in the presence of noise, has

better angular resolution and sidelobe characteristics than

DSB. The sound localization capabilities of modal arrays

were also examined by Teutsch and Kellermann,11 where the

ESPRIT algorithm was applied over the phase-mode time-

domain signals to localize several sources.

Figure 7 shows a comparison between the normalized

angular output power of these methods and TF-CHB. Since

EB-ESPRIT provides directly the directions of the estimated

sources, the results for this method are represented as verti-

cal lines at the estimated directions. The different panels

show the results for case 1 and array 3 (N¼ 4, M¼ 21) in the

same acoustic conditions as in Fig. 5. It can be clearly

observed that the improved beam-width and sidelobe proper-

ties of CHB with respect to DSB results in narrower source

peaks, thus, it provides better angular resolution. However, it

FIG. 6. Normalized histograms obtained for simulated recordings with N¼ 8 sources using different array configurations in diverse acoustic environments:

(a) q¼ 0, SNR¼1 dB, (b) q¼ 0, SNR¼ 10 dB, (c) q¼ 0, SNR¼ 0 dB, (d) q¼ 0.5, SNR¼1 dB, (e) q¼ 0.5, SNR¼ 10 dB, (f) q¼ 0.5, SNR¼ 0 dB,

(g) q¼ 0.9, SNR¼1 dB, (h) q¼ 0.9, SNR¼ 10 dB, (i) q¼ 0.9, SNR¼ 0 dB.

TABLE I. RMSE for different array configurations.

N¼ 8 N¼ 4

SNR (dB) 1 10 0 1 10 0

Array 1

q¼ 0.0 6.60 9.35 14.31 5.39 9.22 11.76

q¼ 0.5 11.29 13.86 25.86 8.60 10.25 12.38

q¼ 0.9 19.45 27.65 33.54 11.84 14.76 19.72

Array 2

q¼ 0.0 6.01 8.71 14.06 4.12 8.02 8.67

q¼ 0.5 8.19 13.82 22.09 6.08 8.06 9.44

q¼ 0.9 10.51 23.64 32.75 7.02 10.74 12.38

Array 3

q¼ 0.0 0.00 1.41 6.04 0.00 1.00 3.35

q¼ 0.5 1.00 2.45 8.25 1.00 1.00 3.35

q¼ 0.9 8.61 14.56 26.08 3.74 6.48 9.91
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should also be noted that DSB is more robust than CHB in

the presence of white noise, as shown in Fig. 7(i).

EB-ESPRIT seems to be a very good method with moderate

reverberation and noise levels, but its performance is

severely degraded in extreme conditions. Table II shows the

RMSE of these methods both for N¼ 4 and N¼ 8 speech

sources. RMSE values for cases having non-observable

peaks are not provided (the sources cannot be detected).

Note that TF-CHB generally outperforms all the other meth-

ods, especially when there is a very high number of active

sound sources. Moreover, it can be also observed how

TF-CHB remains quite robust under very adverse acoustic

conditions although, as expected, the localization accuracy

decreases significantly.

B. Real recordings

Real data collected from the publicly available AV16.3

corpus34 have been used to test our method with signals cap-

tured from a real UCA in a meeting room with three

FIG. 7. Comparison between TF-CHB, DSB, CHB, and EB-ESPRIT: (a) q¼ 0, SNR¼1 dB, (b) q¼ 0, SNR¼ 10 dB, (c) q¼ 0, SNR¼ 0 dB, (d) q¼ 0.5,

SNR¼1 dB, (e) q¼ 0.5, SNR¼ 10 dB, (f) q¼ 0.5, SNR¼ 0 dB, (g) q¼ 0.9, SNR¼1 dB, (h) q¼ 0.9, SNR¼ 10 dB, (i) q¼ 0.9, SNR¼ 0 dB.

TABLE II. RMSE for different localization methods using circular arrays.

SNR¼1 SNR¼ 10 dB SNR¼ 0 dB

TF-CHB CHB DSB EB-ESPRIT TF-CHB CHB DSB EB-ESPRIT TF-CHB CHB DSB EB-ESPRIT

N¼ 4

q¼ 0.0 0.00 0.00 2.06 1.42 1.00 0.00 2.24 2.54 3.35 2.06 4.12 6.95

q¼ 0.5 1.00 1.00 2.24 1.82 1.00 1.00 3.16 4.32 3.35 2.24 5.50 21.98

q¼ 0.9 3.74 5.20 4.03 43.30 6.48 8.79 5.83 43.39 9.91 14.08 14.76 53.52

N¼ 8

q¼ 0.0 0.00 5.01 4.24 23.80 1.41 6.09 5.91 31.13 6.04 13.21 12.89 65.27

q¼ 0.5 1.00 6.33 7.94 30.71 2.45 11.36 9.01 35.38 8.25 25.31 — 73.08

q¼ 0.9 8.61 — — 50.40 14.56 — — 52.82 26.08 — — 73.59
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simultaneous human speakers (see Fig. 8). This corpus has

been widely used in many works related to speech process-

ing.35,36 Specifically, the signals used in this work corre-

spond to the corpus recording labeled as “seq37-3 p-0001,”

using 9 of the 32 segmented speech fragments (three frag-

ments for each case, N¼ 1, N¼ 2, and N¼ 3). The record-

ings were collected in the IDIAP Smart Meeting Room,37

with dimensions 3.6m	 8.2m	 2.4m and an approximate

reverberation time of T60¼ 0.2 s. An UCA with M¼ 8

microphones and radius r¼ 10 cm was used to capture the

speech signals coming from three speakers located at differ-

ent positions, as shown in Fig. 8. The sampling frequency of

the original signals was fs¼ 16 kHz, however, the signals

were resampled to 8 kHz in order to work with the same

processing parameters as in Sec. IVA. The RMSE for each

simultaneous talking case is presented in Table III. It is

worthwhile to remark that the sources are real human speak-

ers and, as opposed to loudspeaker sources, they tend to

slightly change their head position as they speak. Therefore,

due to these slight head movements, the obtained RMSE is

not only a consequence of the localization method but also a

side effect of the real application scenario.

V. DISCUSSION

The performance evaluation carried out in Sec. IV

clearly shows how the localization accuracy achieved by the

proposed method depends on the array design, the acoustic

environment, and the source arrangement. Regarding array

design considerations, two factors are important: The inter-

microphone spacing and the number of microphones. While

the first one limits the maximum working frequency, the sec-

ond determines the robustness of the method under adverse

acoustic conditions. Basically, accurate localization is possi-

ble for most practical situations if a sufficient number of

microphones is used. The optimal number of microphones

depends on the application scenario—the number of possible

simultaneous sources, the accuracy needed, and the noise

and/or reverberant characteristics of the room. For example,

the eight-microphone array used in the experiment with real

recordings has been shown to provide very good results in a

common meeting environment.

It is also important to notice that the presented approach

can be utilized together with other modeling techniques

based on mixtures of distributions. As explained in Sec. IV,

although in this paper a simple peak picking technique has

been used to estimate the DOA of the sources, more sophisti-

cated algorithms such as Gaussian Mixture Modelling38 or

Laplacian Mixture Modelling7 can be applied to increase the

robustness of the method when histogram peaks are not eas-

ily distinguishable.

VI. CONCLUSION

In this paper, a broadband acoustic source localization

method based on T–F processing and modal beamforming

has been proposed. A sparsity-motivated approach was pre-

sented to localize several simultaneous sound sources in

adverse acoustic conditions. To this end, CHB with Tikho-

nov regularization is applied over each T–F point for steer-

ing the array toward a set of angles covering the azimuth

plane. The angle with highest power is assumed to be a

DOA estimate of the dominant source at each T–F point.

Unlike other localization approaches working in the T–F

domain, the proposed method exploits the use of the circu-

lar array geometry from a well-known modal processing

framework. Meaningful experiments were conducted to

evaluate the performance of the method under many differ-

ent acoustic conditions and array configurations. Both

simulated and real recordings were used. The results have

shown that accurate localization performance can be

achieved for most practical situations. In addition, the per-

formance of the method has been compared to other base-

line localization techniques based on UCA processing,

showing the benefits of the proposed method. While noise

and reverberation substantially affect localization perform-

ance, using a higher number of microphones allows one to

increase the robustness of the method. Nevertheless,

experiments in real situations have shown that a moderate

number of microphones provides sufficient localization ac-

curacy for most practical applications.
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