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ROBUST ADAPTIVE NEURAL CONTROL FOR A CLASS OF

TIME-VARYING DELAY SYSTEMS WITH BACKLASH-LIKE

HYSTERESIS INPUT

Xiuyu Zhang, Zhi Li, Chun-Yi Su, Xinkai Chen, Jianguo Wang, and Linlin Xia

ABSTRACT

This paper proposes a robust adaptive dynamic surface control (DSC) scheme for a class of time-varying delay

systems with backlash-like hysteresis input. The main features of the proposed DSC method are that 1) by using a

transformation function, the prescribed transient performance of the tracking error can be guaranteed; 2) by estimating

the norm of the unknown weighted vector of the neural network, the computational burden can be greatly reduced; 3)

by using the DSC method, the explosion of complexity problem is eliminated. It is proved that the proposed scheme

guarantees all the closed-loop signals being uniformly ultimately bounded. The simulation results show the validity of

the proposed control scheme.

Key Words: Dynamic surface control, unknown time-varying delay, prescribed tracking error performance,

backlash-like hysteresis.

I. INTRODUCTION

Recently, the control schemes in dealing with the

hysteresis have become the hotpot due to more and

more applications of smart material-based actuators

(i.e., piezoceramics and shaped memory alloys, etc.) in

precision control systems [1,2]. Control of nonlinear

systems with hysteresis as an input is quite a challeng-

ing task, because hysteresis possesses non-differentiable,

multi-valued and non-memoryless characters that

severely limit system performance by exhibiting unde-

sirable properties such as inaccuracy, oscillation and

instability [3]. The research on dealing with the hysteresis
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in control systems can be classi�ed into two categories:

one is to construct an inverse operator to cancel the

hysteresis effect [4,5]. Another is to develop robust adap-

tive schemes without constructing the hysteresis inverse.

The typical examples include [6,7], where for a class of

nonlinear plants preceded by the hysteresis described

by the backlash-like model, the developed robust adap-

tive control schemes guarantee the tracking errors to

certain precision. Following the same line, the works of

[2,8–10] are the latest results to cope with the hysteresis in

order to improve the tracking performance by using the

robust adaptive backstepping or dynamic surface control

(DSC) schemes.

Other than hysteresis, time-delay phenomena

are also commonly found in, for example, chemical

processes, biological systems, economic systems, and

hydraulic/pneumatic systems, and the existence of time

delays in a control system is also a source of instability

and may degrade the control performance [11–13].

Owing to the great challenge both in academic research

and in industrial applications, control of nonlinear time-

delay systems have received a lot of attention

[14,15]. Lyapunov–Krasovskii functionals [16] and

Lyapunov–Razumikhin functionals [17] are the two

main tools for the controller designs of the nonlinear

time-delay systems. References [18,19] dealt with the

tracking problem for a class of strict-feedback nonlin-

ear time-delay systems with parameters uncertainties

by using the Lyapunov–Krasovskii functionals and

backstepping method. In [20,21], the adaptive neural
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stabilizing control was proposed with the help of a novel

Lyapunov–Krasovskii functional. For other schemes

dealing with time delays, readers may refer to [8,22–24],

where the Lyapunov-Krasovskii functionals also play a

key role. In particular, in [12] and [23], theDSCmethod is

also applied to the time delay systems to solve the prob-

lem of explosion of complexity. However, it seems that

these schemes cannot make the tracking error converge

to an arbitrarily small residual set.

Although some works on control of the nonlin-

ear systems with the hysteresis or time delay have been

conducted, the results dealing with both time delays

and hysteresis inputs are rare, with the exception of

[8,25] due to the complexity of such systems. In [8],

Ren et al. developed an adaptive backstepping con-

trol scheme to mitigate the effects of both hysteresis

and time delays. In [25], an adaptive variable structure

control scheme was proposed for turning metal cutting

system which includes the backlash-like hysteresis and

time delays. However, the tracking performance could be

further improved.

In this paper, inspired by [8] and [25], an adap-

tive neural DSC scheme is proposed for a class of

unknown nonlinear time-varying delays systems pre-

ceded by unknown backlash-like hysteresis with the

following features:

• Compared with [26,27], the proposed adaptive DSC

scheme is able to guarantee the prescribed transient

performance of the tracking error for the unknown

nonlinear time-varying delay systems preceded by

unknown hysteresis.

• The limitation on time-delay functions are relaxed

compared with [8,22], where some knowledge of

time-delay functions needs to be known for the pur-

pose of eliminating the possibly undesirable “burst-

ing” phenomenon [13] and obtaining a desired

tracking error.

• By estimating the vector norm of unknown parame-

ters at each controller design step, the computational

burden is greatly reduced.

• To our best knowledge, this is the �rst attempt to

fuse adaptive DSC technique with nonlinear sys-

tems having both backlash-like hysteresis model and

unknown time-varying delays.

The rest of this paper is organized as follows. In

Section II, the class of controlled nonlinear time-varying

delay systems preceded by the backlash-like hysteresis is

introduced and the control objective is formulated. In

Section III, the design procedure of the adaptive DSC

is presented. Section IV gives the stability analysis for

the proposed scheme. Finally, a simulation example is

given to demonstrate the effectiveness of the proposed

design method.

II. PROBLEM STATEMENT AND

PRELIMINARIES

2.1 Plant to be controlled

We consider the following nonlinear time-varying

delay plant preceded by unknown hysteresis:

ẋi=gi(x̄i)xi+1+fi(x̄i)+hi(x̄i�)+di(t), i = 1, · · · , n − 1,

ẋn=gn(x̄n)w(v) + fn(x̄n) + hn(x̄n�) + dn(t),

y=x1,

(1)

where x1,x2, · · · , xn are state variables and x̄i ∶= [x1,x2,

· · · , xi]
T ∈ Ri, i = 1, · · · , n; x̄i� ∶= [x1(t − �1(t)), x2(t −

�2(t)), · · · , xi(t − �i(t))]
T ∈ Ri are time-varying delay

state variables with �i(t) being unknown time-varying

delays; fi(⋅) are unknown smooth functions; hi(⋅) are

unknown time delay functions; di denote the unknown

perturbed terms; gi(x̄i) ∈ R are unknown smooth func-

tions; y ∈ R is the output of the controlled plant; w ∈ R

is the unknown backlash-like hysteresis and can be

expressed as

w(t) = P(v(t)) (2)

with v as the input signal to be designed. The hysteresis

operator P will be discussed in detail below.

We emphasize that system (1) is used to describe

many practical nonlinear systems preceded by unknown

hysteresis such as metal cutting mechanical systems [25]

and some systems with smart material-based actuators

[9,10,29].

For the controlled plant, we make the following

assumptions.

A1. The unknown time-delay functions hi(x̄i(t)) , i =

1, · · · , n, satisfy the following inequalities:

||hi(x̄i(t))|| ≤
i∑
j=1

�i,j(xj(t)), (3)

where �i,j(⋅) are unknown continuous functions.

A2. The disturbances di(t), i = 1, · · · , n, satisfy

||di(t)|| ≤ d̄i, (4)

where d̄i are unknown positive constants.

© 2015 Chinese Automatic Control Society and John Wiley & Sons Australia, Ltd
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A3. The desired trajectory yr is smooth and available

with yr(0) at designer’s disposal; [yr, ẏr, ÿr]
T belongs

to a known compact set for all t ≥ 0.

A4. The unknown time-varying state delays �i(t), i =

1, · · · , n, satisfy the following inequalities

�̇i(t) ≤ �̄max < 1. (5)

Remark 1. Assumption A1 is the same as that in [10,30],

which implies that the smooth functions gi(⋅), i =

1, · · · , n, are strictly either positive or negative and it is

the controllable condition of system (1). Assumption A1

relaxes the assumption in [8,22], in which it was assumed

that �i,j(⋅) are known. Assumptions A2–A4 are common

in the dynamic surface control method.

2.2 Backlash-like hysteresis model

In this paper, the backlash-like hysteresis nonlinear-

ity is described by the following differential equation [5]:

dw

dt
= �

||||
dv

dt

|||| (�v − w) + 	
dv

dt
, (6)

where �, �(> 0) and 	 are unknown constant parameters

with � > 	 . The solution of (6) is

w = �v + d(v) (7)

with

d(v) = (w0 − �v0) exp[−�(v − v0)sgn(v̇)]

+exp(−�vsgn(v̇))∫
v

v0

(	−�) exp[�
sgn(v̇)]d
,

(8)

where v0 = v(t0) and w0 = w(v0). It can be proved that

d(v) is bounded for any v ∈ R; furthermore,

lim
v→−∞

d(v) = lim
v→−∞

[w(v; v0,w0)−�v] = (�−	)∕�, (9)

lim
v→+∞

d(v) = lim
v→+∞

[w(v; v0,w0) − �v] = −(� − 	)∕�.

(10)

That is, � determines the rate at whichw switches between

−(� − 	)∕� and (� − 	)∕�: The larger the parameter �

is, the faster the transition frequency in w is going to be

[5]. Fig. 1 illustrates the class of backlash-like hysteresis

described by (6).

Now, taking (7) into consideration, (1) can be

rewritten as

ẋi=gi(x̄i)xi+1+fi(x̄i)+hi(x̄i�) + di(t), i=1, · · · , n−1,

ẋn=�v + gn(x̄n)d(v) + fn(x̄n) + hn(x̄n�) + dn(t),

y=x1,

(11)

where

� = gn(⋅)�, � > 0, (12)

and d(v) is a bounded hysteresis term satisfying

|d(v)| ≤ D, (13)

with D being a positive unknown constant.

A5. The signs of gi(x̄i), i = 1, · · · , n, are known. With-

out loss of generality, it is assumed that gi(x̄i) > 0

and there exist two constants gmin and gmax satisfy-

ing 0 < gmin ≤ ||gi|| ≤ gmax. Also, there exists the

constants �min, �max, and D�max, such that �min ≤
�(⋅) ≤ �max and D∕� ≤ D�max.

Remark 2. Due to � being an unknown positive con-

stant, Assumption A5 is reasonable. Also, we emphasize

that gmin, gmax, �min, �max and D�max are not required in

implementation of the proposed control design. They are

used for analysis only.

2.3 Radial basis function neural network

(RBFNN) approximation

In this paper, the RBFNN is employed to approx-

imate a continuous function on a given compact set.
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Fig. 1. Hysteresis curves given by (7), where the parameters

� = 1, � = 1.432, 	 = 0.105, and the input v(t) = k sin

(2.3t) with k = 3.5 and k = 6.5, respectively.
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Mathematically, an RBFNN can be expressed by [31,32]:

Y = �T
(
), (14)

where Y ∈ R is the RBFNN output, 
 ∈ R
n is

the RBFNN input, � ∈ R
N is an N-dimensional vec-

tor of synaptic weights and 
(
) is an N-dimensional

vector of regressor terms constructed by 
k(
) named

basis functions, k = 1,… ,N. Generally, the so-called

radial basis function is used as a basis function with the

following form:


k(
) = exp

(
−
||
 − �k||2

�2
k

)
, �k > 0, k = 1,… ,N,

(15)

where �k ∈ R
n are constant vectors called the center of

the basis function, and �k are real positive numbers called

the width of the basis function.

Now, let Fi, i = 1, · · · , n, denote the unknown func-

tions to be estimated by the RBFNN and Ω
i
denote the

given compact sets in the ith step of Section III. Then by

using the approximated properties of the neural network

in [28,31], it follows that

Fi = �∗T
�i
	i(
i) + �i(
i), ∀
i ∈ Ω
i

, i = 1, · · · , n, (16)

where �∗T
�i

are optimal weight vectors; 	i(
i) and 
i

denote, respectively, the vector valued functions and

the RBFNN input with proper dimensions that will be

given in Section III; �i(
i) are the network approxima-

tion errors satisfying ||�i(
i)|| ≤ �∗
i
with �∗

i
being an

unknown constant.

The objective of this paper is to design a control

law v in (11) based on the DSC technique, such that

the prescribed performance of the tracking error can be

obtained and all the closed-loop signals are uniformly

ultimately bounded [34]. Here, the prescribed perfor-

mance was proposed for the �rst time in [26] and it can

provide a systematic procedure to accurately compute

the required bounds, thus making tracking error con-

verge to a rede�ned arbitrarily small residual set, with

convergence rate no less than a prescribed value, exhibit-

ing a maximum overshoot less than a suf�ciently small

pre-assigned constant.

III. ADAPTIVE DSC DESIGN

In this section, we will apply the adaptive DSC

technique to a class of nonlinear time-varying delay sys-

tems preceded by unknown hysteresis described by the

backlash-like model (1). First of all, to guarantee a pre-

scribed tracking performance, both the performance and

the error transformation functions are introduced.

3.1 Performance and the error transformation functions

Let the tracking error be

e ∶= x1 − yr, (17)

where yr is the desired trajectory. By [26], a performance

function �(t) ∶ R+ → R+ − {0} is de�ned as a smooth

and decreasing positive function such that for all t ≥ 0,

{
−��(t) < e(t) < �(t), if e(0) > 0,

−�(t) < e(t) < ��(t), if e(0) < 0,
(18)

where 0 < � ≤ 1 and limt→∞ �(t) = �∞ > 0 with�∞ the

maximum allowable value of steady state tracking error.

Fig. 3 in Section V graphically shows the performance

function (18).

To transform (18) into an equivalent unconstrained

one, the error transformation function is de�ned as

Φ(S1) = �(t)∕e(t), (19)

where S1 is the transformed error andΦ(S1) is a smooth,

strictly increasing and thus the invertible function Φ(S1)

possesses the following properties:

−� < Φ(S1) < 1, if e(0) > 0,

−1 < Φ(S1) < �, if e(0) < 0,
(20)

⎧⎪⎨⎪⎩

limS1→−∞ Φ(S1)=−�, limS1→+∞ Φ(S1)=1, if e(0)>0,

limS1→−∞ Φ(S1)=−1, limS1→+∞ Φ(S1)=�, if e(0) < 0.

(21)

From (21), if S1 is bounded, (20) holds, which, together

with �(t) > 0 and (19), implies that −��(t) <

�(t)Φ(S1) = e(t) < �(t) (if e(0) > 0) or −�(t) <

�(t)Φ(S1) = e(t) < ��(t) (if e(0) < 0). That is, (18)

holds. Hence, to achieve the prescribed tracking perfor-

mance, one only needs to show is S1 ∈∞. Then, from (19),

we have,

S1 = Φ−1

(
e(t)

�(t)

)
. (22)

Noting that in case of e(0) = 0, one can incorporate it

into e(0) > 0 or e(0) < 0 without any effect on the sys-

tem analysis; however, � can not be chosen as zero due to

S1(0) being in�nite.

© 2015 Chinese Automatic Control Society and John Wiley & Sons Australia, Ltd
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3.2 Adaptive RBFNN DSC law design

The whole DSC design procedure [33] contains n

steps, and the actual control law will be deduced at the

last controller design step.

Step 1. Let S1 given by (22) be the �rst surface error.

Taking (11) into consideration, it follows that

Ṡ1 = Ψ
[
−
�̇

�
e + g1x2 + f1 + h1(x1�) + d1 − ẏr

]
,

(23)

where

Ψ ∶=
1

�

�Φ−1

�(e∕�)
, (24)

which, owing to the de�nitions of Φ(⋅) and �, satis�es

Ψ > 0. Therefore the following quadratic function is

considered,

V1 =
1

2

(
S2
1
+
gm

��1

�̃2
1

)
, (25)

where ��1 is the positive design parameter; gm =

min{gmin, �min}̇, therein, gmin and �min is de�ned in

Assumption A5; �̃1 ∶= �̂1 − �∗
1
with �̂1 being the estima-

tion of �∗
1
=

1

gm

‖‖‖‖�
∗

�1

‖‖‖‖
2

. Then, the time derivative of V1

yields

V̇1 = S1Ṡ1 +
gm

��1

�̃1
̇̂
�1. (26)

Also, by using Assumptions A1 and A2, the following

inequalities hold,

ΨS1h1(x1(t − �1)) ≤ 1

2
Ψ2S2

1
+

1

2
�2
1,1
(x1�), (27)

ΨS1d1 ≤ 1

2
Ψ2S2

1
+

1

2
d̄2
1
. (28)

Therefore, from (23)–(28), we have∗

V̇1 ≤ S1Ψ
[
−
�̇

�
e + g1x2 + f1 − ẏr + S1Ψ

]

+
1

2
d̄2
1
+

1

2
Q1(x1�) +

gm

��1

�̃1
̇̂
�1,

(29)

where Q1(x1�) is de�ned below with k = 1:

∗The derivation of Q1(x1), Q1(x1� ) below in this step and Qk(x̄k), Qk(x̄k� ), k =

1, ..., n, in the next steps is just for the purpose of making the expression more

succinct.

Qk(x̄k�) ∶=

k∑
l=1

�2
k,l
(xl(t − �l)), k = 1, · · · , n. (30)

By adding and subtracting
1

(1−�̄max)
tanh2(

S1

�1
)Q1(x1) at the

right hand side of (29 ) with �1 a positive constant yields

V̇1 ≤ S1

[
g1Ψx2 −

�̇

�
Ψe + Ψf1 − Ψẏr + S1Ψ

2

+
1

S1

(
1 − �̄max

) tanh2
(
S1

�1

)
Q1(x1) +

3

2
g2
1
Ψ2S1

]

−
1

(1 − �̄max)
tanh2

(
S1

�1

)
Q1(x1) +

1

2
d̄2
1
+

1

2
Q1(x1�)

−
3

2
g2
1
Ψ2S2

1
+
gm

��1

�̃1
̇̂
�1,

(31)

where Q1(x1) is de�ned below with k = 1 ∶

Qk(x̄k) ∶=

k∑
l=1

�2
k,l
(xl), k = 1, · · · , n. (32)

Now, noting (16), the RBFNN is used to approximate the

unknown terms† in (31) on a given compact set Ω
1
, i.e.,

�∗T
�1

	1(
1) + �1(
1) =
1

g1Ψ

[
−

�̇

�
Ψe + Ψf1 − Ψẏr + S1Ψ

2

+
1

S1(1 − �̄max)
tanh2

(
S1

�1

)
Q1(x1) +

3

2
g2
1
Ψ2S1

]
,

(33)

where


1 ∶= (x1, �, �̇,Ψ,S1) ∈ Ω
1
⊂ R

5.

Thus, using the following inequality

g1ΨS1

(
�∗T
�1
	1 + �1(
1)

) ≤ gmΨ
2�2

1
S2
1
�∗
1
	T
1
	1

2

+
g2
max

2�2
1

+
1

2
g2
1
Ψ2S2

1
+

1

2
�∗2
1
,

(34)

where �1 is a positive design parameter and gmax is de�ned

in Assumption A5, we have

†Note that, limS→0
1

S
tanh2(S∕�) = 0, where � is a positive constant.
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V̇1 ≤ S1

[
g1Ψx2 +

gmΨ
2�2

1
S1�

∗
1
	T
1
	1

2

]

−
k

(k − �̄max)
tanh2

(
S1

�1

)
Q1(x1) +

1

2
Q1(x1�)

− g2
1
Ψ2S2

1
+
gm

��1

�̃1
̇̂
�1 +

1

2
d̄2
1
+
g2
max

2�2
1

+
1

2
�∗2
1
,

(35)

which suggests us to choose the virtual control signal

x2d as

x2d =

[
−k1S1 −

Ψ2�2
1
S1�̂1	

T
1
	1

2

]
∕Ψ (36)

with �̂1 being the estimation of �∗
1
, and updated by

̇̂
�1 = ��1

[
�2
1
Ψ2S2

1
	T
1
	1

2
− ��1 �̂1

]
, (37)

where ��1 are positive design parameters. Let x2d pass

through a �rst-order �lter to obtain a new state variable

z2 with time constant �2:

�2ż2 + z2 = x2d , z2(0) = x2d(0). (38)

Step i (2 ≤ i ≤ n − 1). De�ne the ith surface error

Si = xi − zi, (39)

whose time derivative by considering (11) is

Ṡi = ẋi − żi = gixi+1 + fi + hi(xi�) + di − żi. (40)

To stabilize (40), consider the following quadratic

function

Vi =
1

2

(
S2
i
+
gm

��i

�̃2
i

)
, (41)

where ��i are positive design parameters; �̃i ∶= �̂i − �∗
i

with �̂i as the estimation of �∗
i

=
1

gm

‖‖‖‖�
∗

�i

‖‖‖‖
2

. The time

derivative of Vi yields

V̇i = SiṠi +
gm

��i

�̃i
̇̂
�i. (42)

Also, by using Assumptions A1 and A2, the following

inequality holds:

Sihi(xi(t − �i)) ≤ i

2
S2
i
+

1

2

i∑
l=1

�2
i,l
(xl(t − �l)),

Sidi ≤ 1

2
S2
i
+

1

2
d̄2
i
.

(43)

Therefore, from (40)–(43), we have

V̇ i ≤ Si

[
gixi+1 + fi − żi +

i + 1

2
Si

]

+
1

2
Qi(x̄i�) +

gm

��i

�̃i
̇̂
�i +

1

2
d̄2
i
,

(44)

where Qi(x̄i�) is de�ned by (30). By adding and subtract-

ing
k

(k−�̄max)
tanh2(

Si

�i
)Qi(x̄i) at the right hand side of (44)

with �i a positive constant and Qi(x̄i) de�ned by (32),

we obtain

V̇ i ≤ Si

[
gixi+1 + fi − żi +

i + 1

2
Si

+
1

Si(1 − �̄max)
tanh2

(
Si

�i

)
Qi(x̄i) +

3

2
g2
i
Si

]

−
1

(1 − �̄max)
tanh2

(
Si

�i

)
Qi(x̄i) +

1

2
Qi(x̄i�)

+
gm

��i

�̃i
̇̂
�i −

3

2
g2
i
S2
i
+

1

2
d̄2
i
.

(45)

Similar to Step 1, the RBFNN is used to approximate the

following unknown terms on a given compact set Ω
i
:

�∗T
�i
	i(
i) + �i(
i) =

1

gi

[
fi − żi +

i + 1

2
Si

+
1

Si(1 − �̄max)
tanh2

(
Si

�i

)
Qi(x̄i)+

3

2
g2
i
Si

]
,

(46)

where


i ∶= (x̄i,Si) ∈ Ω
i
⊂ R

i+1.

Then, similar to (34), by using the following inequality

giSi

(
�∗T
�i
	i + �i(
i)

) ≤ gm�
2
i
S2
i
�∗
i
	T
i
	i

2

+
g2
max

2�2
i

+
1

2
g2
i
S2
i
+

1

2
�∗2
i
,

(47)
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where �i are positive design parameters, we have

V̇ i ≤ Si

[
gixi+1 +

gm�
2
i
Si�

∗
i
	T
i
	i

2

]

−
1

(1 − �̄max)
tanh2

(
Si

�i

)
Qi(x̄i) +

1

2
Qi(x̄i�)

− g2
i
S2
i
+
gm

��i

�̃i
̇̂
�i +

1

2
d̄2
i
+
g2
max

2�2
i

+
1

2
�∗2
i
,

(48)

which suggests us to choose the virtual control signal as

xi+1d = −kiSi −
�2
i
�̂iSi	

T
i
	i

2
(49)

with �̂i being the estimation of �∗
i
and updated by

̇̂
�i = ��i

[
�2
i
S2
i
	T
i
	i

2
− ��i �̂i

]
, (50)

where ��i are positive design parameters. Let xi+1d pass

through a �rst-order �lter to obtain a new state variable

zi+1 with time constant �i+1:

�i+1żi+1 + zi+1 = xi+1d , zi+1(0) = xi+1d(0). (51)

Step n. De�ne the nth surface error

Sn = xn − zn, (52)

whose time derivative by considering (11) is

Ṡn = ẋn−żn = �v+ gn(⋅)d1(v) + fn + hn(x̄n�) + dn − żn.

(53)

Consider the following quadratic function

Vn =
1

2

(
S2
n
+

�max

�D�

D̃2
�
+
gm

��n

�̃2
n

)
, (54)

where �max is de�ned in Assumption A5, �D and ��n are

positive design parameters, D̃� = D̂�−D�max, �̃n = �̂n−�
∗
n

withD�max being de�ned inAssumptionA5, D̂�, �̂n being

as the estimation of the D� = D∕�, and �∗
n
=

1

gm

‖‖‖�∗�n
‖‖‖
2
,

respectively. Then the time derivative of Vn yields

V̇n = SnṠn +
�max

�D�

̇̂
D�D̃� +

gm

��n

̇̂
�n�̃n. (55)

By using Assumption A1, the following inequality holds

Snhn(xn(t − �n)) ≤ n

2
S2
n
+

1

2

n∑
l=1

�2
i,l
(xl(t − �l)).

Sndn ≤ 1

2
S2
n
+

1

2
d̄2
n
.

(56)

Therefore, from (53)–(56), we have

V̇n ≤ Sn

[
�v + fn − żn +

n

2
Sn

]
+

1

2
d̄2
n
+ � ||Sn||D�

+
�max

�D�

̇̂
D�D̃� +

1

2
Qn(x̄n�) +

gm

��n

̇̂
�n�̃n,

(57)

whereQn(x̄n�) is de�ned by (30). By adding and subtract-

ing
1

(1−�̄max)
tanh2(

Sn

�n
)Qn(x̄n) at the right hand side of (57 )

with �n being a positive constant and Qn(x̄n) de�ned by

(32), we obtain

V̇n ≤ Sn

[
�v + fn − żn +

n + 1

2
Sn

+
1

Sn(1 − �̄max)
tanh2

(
Sn

�n

)
Qn(x̄n) +

1

2
�2Sn

]

+
1

2
d̄2
n
+ � ||Sn||D� −

1

(1 − �̄max)
tanh2

(
Sn

�n

)
Qn(x̄n)

+
1

2
Qn(x̄n�) −

1

2
�2S2

n
+

�max

�D�

̇̂
D�D̃� +

gm

��n

̇̂
�n�̃n.

(58)

Then, the RBFNN is used to approximate the following

unknown terms in (58) on a given compact set Ω
n
:

�∗T
�n
	n(
n) + �n(
n) =

1

�(⋅)

[
fn − żn +

n + 1

2
Sn

+
1

Sn(1 − �̄max)
tanh2

(
Sn

�n

)
Qn(x̄n) +

1

2
�2Sn

]
,

(59)

where


n ∶= (x̄n,Sn) ∈ Ω
n
⊂ R

n+1.

Similar to (34), using the following inequality

�Sn

(
�∗T
�n
	n + �n(
n)

) ≤ gm�
2
n
S2
n
�∗
n
	T
n
	n

2

+
�2
max

2�2
n

+
1

2
�2
n
S2
n
+

1

2
�∗2
n
,

(60)
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where �n is a positive design parameter, it follows that

V̇n ≤ Sn

[
�v +

gm�
2
n
Sn�

∗
n
	T
n
	n

2

]
+

1

2
d̄2
n

−
1

(1 − �̄max)
tanh2

(
Sn

�n

)
Qn(x̄n) + � ||Sn||D�

+
1

2
Qn(x̄n�) +

gm

��n

̇̂
�n�̃n +

�max

�D�

̇̂
D�D̃� +

�2
max

2�2
n

+
1

2
�∗2
n
.

(61)

Based on (61), the control law v is designed as

v = −knSn −
�2
n
Sn�̂n	

T
n
	n

2
− tanh

(
Sn

�

)
D̂�, (62)

where � is a positive constant. �̂n and D̂� are updated by

̇̂
�n = ��n

[
�2
n
S2
n
	T
n
	n

2
− ��n �̂n

]
,

̇̂
D� =

{
�D�

(||Sn|| − �D�
D̂�

)
, if 0 < D̂� ≤ D�max,

−�D�
�D�

D̂�, if D̂� > D�max

(63)

with ��n , �D�
being positive design parameters.

Remark 3. In [8,22], the bounding functions �i,j(⋅) in (3)

should be known to avoid “bursting” phenomena [13]. In

this paper, �i,j(⋅), i = 1, · · · , n, are unknown continuous

functions to avoid such an undesirable behavior owing

to the prescribed tracking performance technique.

Remark 4. In the above design procedures, inspired by

[30], the vector norms �∗
i
=
‖‖‖�∗�i

‖‖‖
2
, i = 1, ..., n (see (37),

(50), and (63)) are estimated at each controller design

step, instead of the estimation of the complet neural

networks weight vectors �∗
�i
, i = 1, ..., n. Therefore, the

computational burden is reduced.

Remark 5. To avoid the “Chattering” phenomenon of the

controller, instead of the sgn(⋅) function to compensate

the hysteresis, the continuous function tanh(⋅) is used to

compensate the hysteresis in the control law in the form

of − tanh(
Sn

�
)D̂�.

IV. STABILITY ANALYSIS

In this section, the analysis of stability for the pro-

posed DSC scheme will be presented. To begin with,

we de�ne

y2 = z2 − x2d = z2 +

[
k1S1 +

Ψ2�2
1
S1�̂1	

T
1
	1

2

]
e∕Ψ,

yi+1 = zi+1 − xi+1d = zi+1 + kiSi +
�2
i
�̂iSi	

T
i
	i

2
,

i = 2, · · · , n − 1,

(64)

where x2d and xi+1d are given by (36) and (49), respec-

tively. From (38) and (51), it follows that

żi =
(xid − zi)

�i
= −

yi

�i
, i = 2, · · · , n. (65)

Therefore, the time derivation of (64) can be written as

ẏ2=−
y2

�2
+
k1(Ṡ1Ψ−S1)

Ψ2
+
�2
1

2

[
Ψ̇�̂1S1	

T
1
	1+Ψ

̇̂
�1S1	

T
1
	1

+Ψ�̂1Ṡ1	
T
1
	1 + 2Ψ�̂1S1	

T
1

(
�	1

�x1
ẋ1 +

�	1

�S1

Ṡ1

)]

= −
y2

�2
+ B2

(
S1,S2, y2, �̂g1 , �, �̇, �̈, �̂1, yr, ẏr, ÿr

)
,

ẏi+1 = −
yi+1

�i+1
+ kiṠi +

�2
i

̇̂
�Si	

T
i
	i

2
+

�2
i
�̂Ṡi	

T
i
	i

2

+ �2
i
�̂iSi	

T
i
×

i∑
j=1

(
�	i

�xj
ẋj +

�	i

�Si
Ṡi

)

= −
yi+1

�i+1
+ Bi+1

(
S1, · · · ,Si+1, y2, · · · , yi+1, �̂g1 , · · · , �̂gi ,

�, �̇, �̈, �̂1, · · · , �̂i, yr, ẏr, ÿr
)
,

(66)

where Bi+1, i = 1, · · · , n − 1, are continuous functions.

De�ne a Lyapunov function candidate as

V =

n∑
i=1

Vi +
1

2

n∑
i=1

VQi
+

1

2

n−1∑
i=1

y2
i+1

, (67)

where Vi, i = 1, · · · , n, are given by (25), (41), and (54),

respectively; VQi
are the so called Lyapunov-Krasovskii

functionals:

VQi
=

1

(1 − �̄max) ∫
t

t−�i

Qi(x̄i(�))d�, i = 1, · · · , n. (68)

We are now ready to establish the main theorem of

this paper.
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Theorem 1. Consider the closed-loop system consisting

of the time-delay plant in (11) with backlash-like hys-

teresis input described by (7), the control law (62) and

the updated law (63), subject to Assumptions A.1-A.5.

For a positive number p > 0, if the initial value of V in

(67) satis�es

V (0) ≤ p, (69)

then, all the signals in the closed-loop system are

semi-globally uniformly ultimately bounded and the pre-

scribed tracking performance of the tracking error can be

guaranteed by properly choosing the design parameters

ki, �i, ��i , �D�
, ��i , �D�

, i = 1, · · · , n.

Proof.The derivative of the Lyapunov function candidate

(67) by considering (68) is

V̇ =

n∑
i=1

V̇i +

n∑
i=1

1

2(1 − �̄max)

[
Qi(x̄i) −Qi(x̄i�)(1 − �̇i(t))

]
+

n−1∑
i=1

yi+1ẏi+1. (70)

Using (39), (49), and (64), we have

xi+1 = Si+1 + yi+1 + xi+1d , i = 1, · · · , n − 1. (71)

Substituting (71), (36) into (35) yields

V̇1 ≤ S1

[
−k1g1S1−

gmΨ
2�2

1
S1�̃1	

T
1
	1

2
+g1ΨS2+g1Ψy2

]

−
1(

1 − �̄max

) tanh2
(
S1

�1

)
Q1(x1)

+
1

2
Q1(x1�)−g

2
1
Ψ2S2

1
+
gm

��1

�̃1
̇̂
�1+

1

2
d̄2
1
+
g2
max

2�2
1

+
1

2
�∗2
1
.

(72)

Similarly, substituting (71) and (49) into (48) yields

V̇ i ≤ Si

[
−kigiSi −

gm�
2
i
Si�̃i	

T
i
	i

2
+ giSi+1 + giyi+1

]

−
1

(1 − �̄max)
tanh2

(
Si

�i

)
Qi(x̄i)

+
1

2
Qi(x̄i�) − g2

i
S2
i
+
gm

��i

�̃i
̇̂
�i +

1

2
d̄2
i
+
g2
max

2�2
i

+
1

2
�∗2
i
.

(73)

Also, substituting (62) into (61) and using the inequality

|x| < x tanh(
x

�
) +0.2785� with � > 0 yields

V̇n ≤ Sn

[
−kn�Sn −

gm�
2
n
Sn�

∗
n
	T
n
	n

2

]

−
1

(1 − �̄max)
tanh2

(
Sn

�n

)
Qn(x̄n) − � ||Sn|| D̃�

+
1

2
Qn(x̄n�) +

gm

��n

̇̂
�n�̃n +

�max

�D�

̇̂
D�D̃� +

1

2
d̄2
n

+
�2
max

2�2
n

+ 0.2785��maxD�max +
1

2
�∗2
n
.

(74)

Formitigating the hysteresis, considering the updated law

(63) and Assumption A5, we have

− � ||Sn|| D̃� +
�max

�D�

̇̂
D�D̃�

≤ −�max�D�
D̃�D̂�.

(75)

Substituting (75) into (74), it follows that

V̇n ≤ Sn

[
−kn�Sn −

gm�
2
n
Sn�

∗
n
	T
n
	n

2

]

−
1

(1 − �̄max)
tanh2

(
Sn

�n

)
Qn(x̄n) +

1

2
Qn(x̄n�)

− �max�D�
D̃�D̂� +

1

��n

̇̂
�n�̃n +

�2
max

2�2
n

+ 0.2785��maxD�max +
1

2
�∗2
n
.

(76)

By using Assumption A4, the inequality

−
1

2(1 − �̄max)
Qi(x̄i�)(1 − �̇i(t)) ≤ −

1

2
Qi(x̄i�), (77)

holds. In view of (70) and (77), substituting the update

laws (37), (50), and (63) into (72), ( 73), and (76), respec-

tively, by using the following inequalities
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g1ΨS1S2 ≤ 1

2
g2
1
Ψ2S2

1
+

1

2
S2
2
,

g1ΨS1y2 ≤ 1

2
g2
1
Ψ2S2

1
+

1

2
y2
2
,

giSiSi+1 ≤ 1

2
g2
i
S2
i
+

1

2
S2
i+1

, i = 1, · · · , n − 1,

giSiyi+1 ≤ 1

2
g2
i
S2
i
+

1

2
y2
i+1

, i = 1, · · · , n − 1,

(78)

we have

V̇ ≤ −k1gmS
2
1
−

n−1∑
i=2

(
kigm −

1

2

)
S2
i
+

1

2

n−1∑
i=1

y2
i+1

+

n∑
i=1

��i �̃i�̂i − �max�D�
D̃�D̂�

+

n−1∑
i=1

(
−
y2
i+1

�i+1
+ ||yi+1Bi+1||

)
+

1

2

(
n∑
i=1

�∗2
i

+ d̄2
i

)

+

n−1∑
i=1

g2
max

2�2
i

+
�2
max

2�2
n

+
1

2

n∑
i=1

�∗2
i

+
1

2(1 − �̄max)

n∑
i=1

[
1 − 2 tanh2

(
Si

�i

)]
Qi(x̄i)

+

n−1∑
i=1

yi+1ẏi+1 + 0.2785��maxD�max.

(79)

To deal with the terms ||yi+1Bi+1|| in the above inequality,

by using Assumption A3, we note that the set

Π1 ∶=
{(
yr, ẏr, ÿr

)
∶ y2

r
+ ẏ2

r
+ ÿ2

r
≤ B0

}
(80)

is compact in R
3 for B0 > 0. Moreover, for any given

p > 0, the set

Π2 ∶=

{
i∑
j=1

(
S2
j
+ VQj

)
+

i∑
j=2

y2
j
≤ 2p

}
(81)

is compact inR
3n−1+

∑n

j=1
Nj . Note thatΠ1×Π2 is also com-

pact inR
3n+2+

∑n

j=1
Nj . Therefore, ||Bi+1||, for i = 1, · · · , n−1,

have maximums, say, Mi+1 on Π1 × Π2 . Using Young’s

inequality, one has

||yi+1Bi+1|| ≤
y2
i+1
M2

i+1

2�
+

�

2
, i = 1, · · · , n − 1. (82)

On the other hand, the following inequalities hold:

− ��i �̃i�̂i ≤ −
��i

2
�̃2
i
+

��i

2
�∗2
i
, i = 1, · · · , n,

− �max�D�
D̃�D̂� ≤ −

�max�D�

2
D̃2

�
+

�max�D�

2
D2

�
.

(83)

Let

1

�i+1
=

1

2
+
M2

i+1

2�
+

�i

2
, i = 1, · · · , n − 1, (84)

where �i are positive design parameters,

C11 = min
{
2gmk1, ��1��1 , �1

}
,

Ci1 = min
{
2
(
gmki−

1

2

)
, ��i��i , �i

}
, i = 2, · · · , n − 1,

Cn1 = min
{
2
(
gmkn −

1

2

)
, ��n��n , �D�

�D�

}
,

C2 =
1

2

(
n∑
i=1

�∗2
i

+ d̄2
i

)
+

n−1∑
i=1

g2
max

2�2
i

+
�2
max

2�2
n

+ 0.2785��maxD�max.

(85)

Now, substituting the inequalities (82)–(85) into (79),

we obtain

V̇ ≤ −C1

(
2V −

n∑
i=1

VQi

)
+ C2

+
1

2(1 − �̄max)

n∑
i=1

[
1 − 2 tanh2

(
Si

�i

)]
Qi(x̄i),

(86)

where C1 = min
{
C11, · · · ,Cn1

}
. Note that the term

−C1(2V −
∑n

i=1
VQi

) is negative de�nite and C2 is a pos-

itive constant in the above inequality (86). To deal the

terms
1

2(1−�̄max)

∑n

i=1
[1 − 2 tanh2(

Si

�i
)]Qi(x̄i), the following

three cases need to be considered.

Case 1. Si ∈ ΩSi
‡, ∀ i = 1, · · · , n. Since Si are bounded,

from the update laws (37), (50 ), (63), it is clear that �̂i and

D̂� are bounded, which implies V is bounded from (67).

Case 2. Si ∉ ΩSi
, ∀ i = 1, · · · , n. By [13], it can obtain that

[1 − 2 tanh2(
Si

�i
)] ≤ 0, which together with the fact that

‡By [28], the compact set ΩSi
is de�ned as ΩSi

∶= {Si
||||Si|| < 0.8814�i } for

i = 1, · · · , n.Note that for any Si ∉ ΩSi
, the inequality (1− 2 tanh2(

Si

�i
)) ≤ 0 holds

with �i > 0.
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Qi(x̄i) =
∑i

l=1
�2
i,l
(xl) ≥ 0, i = 1, · · · , n, leading to

V̇ ≤ −C1

(
2V −

n∑
i=1

VQi

)
+ C2. (87)

The above inequality (87) implies that V̇ ≤ 0 on V = p,

when C1 > C2∕(2p −
∑n

i=1
VQi

). Hence, V ≤ p is an

invariant set, i.e., if condition (69) is satis�ed (V (0) ≤ p),

then, V (t) ≤ p, for all t ≥ 0.

Case 3. Sp ∉ ΩSp
, Sq ∈ ΩSq

, ∀ p, q = 1, · · · , n, and p ≠ q,

p + q = n. In this case, similar to [24], it can be proved

that if condition (69) is satis�ed (V (0) ≤ p), we still have

V (t) ≤ p, for all t ≥ 0 by considering both Case 1 and

Case 2.

Therefore, V and all the closed-loop signals are

semi-globally uniformly ultimately bounded. Then, from

(18) and (19), the prescribed tracking performance of the

tracking error is achieved. This completes the proof.

Remark 6. In [23,24], the authors obtained the

following inequality:

V̇ ≤ −�

(
2V −

n∑
i=1

VQi

)
+ C, (88)

from which it is easy to verify that V (t) is eventually

bounded by

C

2�
+ �

n∑
i=1

(
∫

∞

0

e−2�(t−�) ∫
�

�−�i

Q(x̄i(�))d�d�

)
. (89)

Therefore, from the de�nition ofV in [23,24], one has the

following compact set:

D =

{
s̄n, y2, · · · , yn, 	̃1, · · · , 	̃n, W̃1, · · · , W̃n

||||||

n∑
i=1

(
s2
i
+ 	̃2

i
+ ‖‖W̃i

‖‖2
)
+

n−1∑
i=1

y2
i+1

<
C

�
+ 2�

×

n∑
i=1

(
∫

∞

0

e−2�(t−�) ∫
�

�−�i

Q(x̄i(�))d�d�

)}
,

(90)

which cannot be kept arbitrarily small by increasing �.

V. SIMULATION RESULTS

In this section, the following second-order

time-varying delay nonlinear system with unknown

backlash-like hysteresis is given to illustrate the validity
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Fig. 3. Tracking error and prespeci�ed transient performance.

of the proposed scheme:

ẋ1 = g1(x̄1)x2 + f1(x̄1) + h1(x̄1�) + d1(t),

ẋ2 = g2(x̄2)w(v) + f2(x̄2) + h2(x̄2�) + d2(t),

y = x1,

(91)

where w is the output of the hysteresis, g1(x̄1), g2(x̄2) are

unknown smooth functions, and d1, d2 are disturbances.

In the simulation, we choose g1(x̄1) = 1 + 0.05 cos(x1),

g2(x̄2) = 1 + 0.1 cos(x2), f1(x1) = x2
1
+ sin(x1), f2(x̄2) =

x1x
2
2
, h1(x1) = sin(x1), h2(x̄2) = x1x2, d1 = 0.1 sin(t) and

d2 = 0.1 cos(t). The hysteresis is described by (7) with

� = 1.432, 	 = 0.105,and � = 1; The time-varying delays

�1(t) = �2(t) = 1 − 0.5 cos(t). The control objective is to

make the state x1(= y) follow yr = sin(t). According to

Section III, the design procedure is as follows.

© 2015 Chinese Automatic Control Society and John Wiley & Sons Australia, Ltd



1098 Asian Journal of Control, Vol. 18, No. 3, pp. 1087–1101, May 2016

0 2 4 6 8 10 12 14 16 18 20
-20

-15

-10

-5

0

5

10

Time(sec)

Control signal

Hysteresis output

T
h

e
 c

o
n

tr
o

l 
s
ig

n
a

l 
a

n
d

 h
y
s
te

re
s
is

 o
u

tp
u

t

Fig. 4. Control signal and hysteresis output.

0 2 4 6 8 10 12 14 16 18 20
-4

-3

-2

-1

0

1

2

Time(sec)

T
h
e
 s

ta
te

 X
2

Fig. 5. The state x2(t).

0 2 4 6 8 10 12 14 16 18 20
0

0.002

0.004

0.006

0.008

0.01

0.012

0.014

0.016

0.018

0.02

Time(sec)

E
s
ti
m

a
ti
o
n
 o

f 
th

e
 n

o
rm

 o
f 
R

B
F

N
N

1
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Step 1. The �rst surface error is

S1 = Φ−1

(
e(t)

�(t)

)
= tan

(
�

2

e(t)

�(t)

)
, (92)
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Fig. 7. Estimation of RBFNN.
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whereΦ(S1) =
2

�
arctan(S1), e = x1−yr and�(t) = 0.8 ∗

e(−0.6∗t) + 0.05. By (36), the virtual control signal

x2d =

[
−k1S1 −

Ψ2�2
1
S1�̂1	

T
1
	1

2

]
∕Ψ, (93)

where �̂1 and �̂g1 are updated by (37).

Step 2. The second surface error is

S2 = x2 − z2. (94)

Since the controlled plant is a second-order system, from

(62), the control law is

v = −knS2 −
�2
2
S2�̂2	

T
2
	2

2
− tanh

(
S2

�

)
D̂�, (95)

where �̂2, D̂� are updated by (63 ).
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Fig. 9. Tracking error with and without performance function

�(t).

In this simulation, the inputs of the RBFNN are

chosen as 
1 = (x1,Ψ,S1) ∈ R
3 and 
2 = (x1, x2,S2) ∈

R
3. For NNs 	(
1), we choose 81 nodes with the cen-

ters of the basis functions �k, k = 1, · · · , 41, being evenly

spaced in [−2,+2]×[−2,+2]×[−2,+2] and width �k = 1 ,

k = 1, · · · , 41. For NNs 	(
2), we choose 161 nodes with

the centers of the basis functions �k, k = 1, · · · , 81, being

evenly spaced in [−2,+2] × [−2,+2] × [−2,+2] and width

�k = 1, k = 1, · · · , 81. The initial values of update laws

are selected as �̂1(0) = �̂2(0) = D̂� = 0,. In addition, the

design parameters are chosen as k1 = 4, k2 = 0.9368,

�1 = �2 = 1, ��1 = ��2 = 2, �D�
= 3, � = 0.1. The

small gains are selected as ��1 = ��2 = �D�
= 0.00001

and the time constant of the low pass �lter is chosen as

�2 = 0.01. The initial states are chosen as x1(0) = −0.1

and x2(0) = 0.2.

The simulation results are shown in Figs 2–9. From

Fig. 2, it can be seen that the system output y = x1 sat-

is�es the prescribed performance. Fig. 3 illustrates that

the tracking error e(t) is kept between −��(t) and �(t)

for all t ≥ 0, which shows the validity of our pro-

posed dynamic surface control method. Fig. 4 is the

control signal and the hysteresis output corresponding

to the control signal which shows the effectiveness of

the hysteresis nonlinearities. Fig. 5 shows the curve of

the state x2 in (94). Figs 4 and 7 illustrate the esti-

mations of the norms of the neural network weighted

vectors �∗
1
=

1

gm

‖‖‖�∗�1
‖‖‖
2
and �∗

2
=

1

gm

‖‖‖�∗�2
‖‖‖
2
, respectively.

Fig. 8 shows the estimation of D� = D∕�. Note that

though �∗
1
, �∗

2
and D�, may not converge to the true

value, we still achieve the objective of this paper. Fig.9

displays the tracking error with and without the perfor-

mance function�(t)which shows the effectiveness of the

prescribed performance.

VI. CONCLUSION

In this paper, a robust adaptive dynamic sur-

face control has been proposed for a class of nonlin-

ear time-varying delay systems preceded by unknown

backlash-like hysteresis. We have shown that by using the

proposed control scheme, the prescribed tracking error

performance can be achieved; by estimating the norm

of unknown weighted vector of the neural network, the

computational burden can be greatly reduced. Simula-

tion results are presented to demonstrate the validity of

the proposed scheme.
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