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ABSTRACT

Network based intruders seldom attack directly fritvair own
hosts, but rather stage their attacks throughrimgdiate “stepping
stones” to conceal their identity and origin. Teritify attackers
behind stepping stones, it is necessary to be w@bleorrelate
connections through stepping stones, even if ttoosaections
are encrypted or perturbed by the intruder to pretraceability.

The timing-based approach is the most capable amaiging
current method for correlating encrypted connedtiddowever,
previous timing-based approaches are vulnerabp@t&et timing
perturbations introduced by the attacker at steppiones.

In this paper, we propose a novel watermark-basegtlation
scheme that is designed specifically to be robgsinst timing
perturbations. The watermark is introduced by shghdjusting
the timing of selected packets of the flow. Byiatilg redundancy
techniques, we have developed a robust watermamielation
framework that reveals a rather surprising resaoltttee inherent
limits of independent and identically distributeid) random
timing perturbations over sufficiently long flowd/e also identify
the tradeoffs between timing perturbation charésties and
achievable correlation effectiveness. Experimehisw that the
new method performs significantly better than émgst passive,
timing-based correlation in the presence of rangawcket timing
perturbations.

Categories and Subject Descriptors

C.2.0 [Computer-Communication Networks]: General -Security
and protection (e.g., firewalls) K.6.5 [Management of
Computing and Information Systemg: Security and Protection
—Unauthorized access (e.g., hacking, phreaking)
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Security, Reliability
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1. INTRODUCTION

Network based attacks have become a serious ttwetie
critical information infrastructure on which we deyp. Those
charged with defending networked assets that aderuattack
would like very much to be able to identify the smu of the
attack, so that appropriate action can be takeretfven that be
contacting the source network administrator, fittgr the
attacker’s traffic, litigation, or criminal prosetn). Attackers,
however, go to some lengths to conceal their itiestiusing a
variety of countermeasures. As an example, they spaof the
IP source address of their traffic. Methods otitrg spoofed
traffic, generically referred to as IP tracebackl613], have been
developed to address this countermeasure.

Another common and effective countermeasure used
network-based intruders to hide the origin of theaffic is to
connect through a sequence of stepping stones[Pd}16efore
attacking the final target. For example, an attacitehost A may
Telnet or SSH into host B, and from there launchatiack on
host C. In effect, incoming packets of an attacknmztion or
flow from A to B are forwarded by B, and become gminhg
packets of a connection from B to C. The two catinas are
said to be related in this case. The victim att ltdsan use IP
traceback to determine the attack comes from haostbi#
traceback will not be able to determine the atw@iginated from
host A. To trace attacks through a stepping stitrie,necessary
to correlate incoming traffic at the stepping stavith outgoing
traffic at the stepping stone. This would allow thtack to be
traced back to host A in the example.

The earliest work on connection correlation wasetasn
tracking users’ login activities at different ho§s12]. Later
work relied on comparing the packet contents, gtqaals, of the
connections to be correlated [14,17]. Most recemirkwhas
focused on the timing characteristics [16,19,20¢ainections, in
order to correlate encrypted connections (i.e.fitraéncrypted
using IPSEC[8] or SSH [10,18]).

Existing timing-based correlation approaches, ataarable to
countermeasures by the attacker. In particular, atitecker can
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perturb the timing characteristics of a connectgrselectively or
randomly introducing extra delays when forwardimghets at the
stepping stone. This kind of timing perturbatiorl veidversely
affect the effectiveness of any timing-based catieh. The
timing perturbation could either make unrelatedwBo have
similar timing characteristics, or make relatedwio exhibit
different timing characteristics. Either case docduse a timing-
based correlation method to fail.

In this paper, we address the random timing peatich
problem in correlating encrypted connections thfowgepping
stones. Our goal is to develop a practical colimiascheme that
is robust against random timing perturbation, andahswer
fundamental questions concerning the maximum éffemess of
such techniques, and the tradeoffs involved in @mgnting
them.

We propose a novel watermark-based connection latoe
method that is designed to be robust against rantiolimg
perturbations by the attacker. The idea is to altiembed some
unique watermark into the flow by slightly adjustithe timing of
selected packets in the flow. If the embedded wedek is unique
enough and robust against timing perturbation leyattacker, the
watermarked flow can be uniquely identified, andstleffectively
correlated. By utilizing a redundant watermark, vbhave
developed a robust correlation scheme which carieeeha
detection (true positive) rate arbitrarily close 1600%, and a
watermark collision (false positive) rate arbithartlose to 0 at
the same time. This can be accomplished for aitrarly large
(but bounded) independent and identically distedut(iid)
random timing perturbation of arbitrary distributiowith an
arbitrarily small adjustment of inter-packet timjngs long as
there are enough packets in the flow to be watdwoaar

The contributions of this paper are as follows.sfirwe
demonstrate that a previously-proposed passiveindgimased
correlation scheme is vulnerable to random timiegturbation.
Second, we develop a practical watermark-basedeletion
scheme that is much more robust in the presencearmfom
timing perturbations. Our experimental results stibat the new
method consistently has a higher detection (trusitipe) rate,
whether there is random timing perturbation or ridtird, we
prove that it is possible to achieve arbitrarilpsg to 100% true
positive correlation rate and arbitrarily closeO% false positive
correlation rate at the same time, at least inrghdor sufficiently
long flows under certain conditions. Lastly, we eleyp accurate
models of the tradeoffs between the desired watdrowrelation
true positive rate (and false positive rate) and watermark
embedding parameters, as well as the defining cterstics of
the random timing perturbation. The quantitativgression of
the tradeoffs is of significant practical importanicr optimizing
the overall correlation effectiveness under a rasfgmnditions.

The remainder of this paper is organized as folld®ection 2
summarizes previous work. Section 3 overviews waek-based
correlation. Section 4 describes the basic embeddima single
watermark bit in the inter-packet timing domain.ct&n 5
presents a probabilistically-robust watermark bihbedding.
Section 6 analyzes the watermark bit robustness teatoffs.
Section 7 analyzes the overall watermark detectiwhwatermark
collision. Section 8 evaluates the correlation etffeeness of our
method experimentally. Section 9 concludes the paped
describes future research directions.

2. PREVIOUS RELATED WORK

Existing connection correlation approaches are hasethree
different characteristics: 1) host activity; 2) oection content
(i.e., packet payloads); and 3) connection (pactieting. The
host activity approach (e.g., CIS[7] and DIDS[12pllects and
tracks user login activities at each stepping stofiGe
fundamental problem of host activity approachethé& the user
login activity information collected from steppirgjones is not
trustworthy. Since the attacker is assumed tee Haill control
over each stepping stone, the attacker can easitljfyndelete, or
forge local user login information. This defeake tability to
perform correlation based on host activity.

Approaches  based on connection content (e.g.,
Thumbprinting[14] and SWT[17]) require that payloazhtent be
invariant across stepping stones. Since the attazde encrypt
the flows that pass through the stepping stonestlams modify
the connection contents, this approach is limirdinencrypted
connections.

Connection timing based approaches (e.g., IPD-hasEd
Deviation-based[19] and ON/OFF-based[20]) use theva
and/or departure times of packets to correlate ections. For
example, IPD-based correlation [16] has shown 1hdhe inter-
packet timing characteristics of connections aes@rved across
many router hops and stepping stones; and 2) tméndi
characteristics of telnet and SSH connections bnest always
unique enough to provide correct correlation acrstpping
stones.

While timing-based correlation is currently the maoapable
and promising correlation approach, existing tirdiaged
correlation schemes are vulnerable to the attaskesé of active
timing perturbation. Donoho et al. [5] have recgritivestigated
the theoretical limits on the attacker’s abilitydisguise his traffic
through timing perturbation and packet padding,(igection of
bogus packets). They show that correlation from ltrey term
behavior (of sufficiently long flows) is still pasée despite
certain timing perturbations by the attacker. Hogvethey do not
present any tradeoffs between the magnitude of timéng
perturbation, the desired correlation effectivenassl the number
of packets needed. Another important issue thabisaddressed
by [5] is the correlation false positive rate. Véhihe coarse scale
analysis for long term behavior may filter out peickitter
introduced by the attacker, it could also filtert dhe inherent
uniqueness and details of the flow timing. Therefooarse scale
analysis tends to increase the correlation falsdtipe rate while
increasing the correlation true positive rate afitig-perturbed
connections. Nevertheless, Donoho et al.’s work¢pfesents an
important first step toward a better understandifithe inherent
limitations of timing perturbation by the attaclar timing-based
correlation.  Issues that were not addressed deduwhether
correlation is effective for arbitrarily distribute(rather than
Pareto distribution conserving) random timing pesation, and
the achievable tradeoff of false and true positates.

In the following sections we investigate these atier issues.

3. OVERVIEW OF WATERMARK-BASED
CORRELATION

The objective of watermark-based correlation istake the
correlation of encrypted connections robust agaersiom timing
perturbations introduced by the attacker. Unlikéstixg timing-
based correlation schemes, our watermark-baseclabon is
“active” in that it embeds a unique watermark irgocrypted
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Figure 1. Quantization of the Scalar Valuex

flows by slightly adjusting the timing of select@éckets. The
unique watermark that is embedded gives us an &atyarover
passive timing based correlation in resisting tonperturbation.

We assume the following about the random timing
perturbation:

1) While the attacker can add extra delay to any lquaadkets
of an outgoing flow of the stepping stone, the nmaxn

delay he/she can introduce is bounded.

2) The random timing perturbation on each packet is

independent and identically distributeidi )

3) All packets in the original flow are kept in theriginal
order, i.e., no padding packet is added and no gtaisk

dropped by the attacker

4) While the watermarking scheme may be known to the
attacker, the parameters of the watermarking ar&mmwvn

by the attacker.

3.1 Watermarking Model and Concept

Generally, digital watermarking[1] involves the esgtion of a
watermark carrier domain and the design of two dempntary
processes: embedding and decoding. The watermalbledsing
process embeds the watermark bits into the casigaral by a
slight modification of some property of the waterknearrier, and
the watermark decoder process detects and ex&agtwatermark
bits (or equivalently determines the existence ofgiaen
watermark) from the carrier signal. To correlatecrgpted
connections, in this paper we propose to use aeket timing
as the watermark carrier domain.

For a unidirectional flow oh>1 packets, we usg andt’; to
represent the arrival and departure times, resmdgtiof theith
packetP; of a flow incoming to and outgoing from some siagp
stone. (Given a bidirectional connection, we calit #pinto two
unidirectional flows and process each independgntly

Assume without loss of generality that the normalcpssing
and queuing delay added by the stepping stonedmstantc>0,
and that the attacker introduces extra delayp packetP; at the
stepping stone; then we hae=t;+c+d..

We define thearrival inter-packet delay(AIPD) betweenP,
andP; as

ipd,, =t, -t, @
and thedeparture inter-packet delgpIPD) betweerP; andP; as
ipd, =t -t @)

We will use IPD to denote either AIPD or DIPD whitris
clear in the context. We further define thgactor perturbation
onipd;; by the attacker as the difference betwipehy; andipd,;:
ipd’iyj - Ipd'J = dj-di.

AssumeD>0 is the maximum delay that the attacker can add t
P (i=1,...n), then the impact or perturbation ipa;; is d-d;0[-D,

D]. Accordingly range [P, D] is called theperturbation rangeof
the attacker.

To make our method robust against timing attaclks choose

(2k-1)s 2ks  (2k+1l)s (2k+2)s

v

ipd

ipd
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Figure 2. Mapping between Unwatermarkedpd and
Watermarked ipd” to Embed Watermark Bit w

to embed the watermark only over selected IPDs.sEhection of
IPDs requires randomly choosing the set of packats random
pairing of those chosen packets to get IPDs. Tinelaw IPD
selection is unknown to the attacker; it shoulddifgcult for the

attacker to detect the existence of, extract, orrupd the
embedded watermark, without knowing the IPD sebectiinction
and other watermark embedding parameters.

4. EMBEDDING A SINGLE WATERMARK
BIT INTO ONE IPD

4.1 Basic Watermark Bit Embedding and
Decoding

As an IPD is conceptually a continuous value, wé firist
quantize the IPD before embedding the watermarkGiiten any
IPD ipd>0, we define thequantization of ipd with uniform
guantization step siz2-0 as the function

q(ipd, s) = round(ipd/s) ®)
where round) is the function that rounds off real numlxdo its
nearest integer (i.e., rounglE i for anyx O (i - Y2,i + %2]).

Figure 1 illustrates the quantization of scadalt is easy to see
thatq(kxs, s) = q(kxsty, s) for any integek and any((-s/2, §2].

Let ipd denote the original IPD before watermark titis
embedded, andpd” denote the IPD after watermark bit is
embedded. To embed a binary hitinto an IPD, we slightly
adjust that IPD such that the quantization of tested IPD will
havew as the remainder when the modulus 2 is taken.

Given anyipd>0, s>0 and binary bitw, the watermark bit
embedding is defined as function

e(ipd,w,s) =[q(ipd +s/2,s) + Al xs
whereA = (w-(q(ipd+s/2, s) mod 2)+2) mod 2.

The embedding of one watermark hitinto scalaripd is done
through increasing the quantizationipéi+s/2 by the normalized
difference betweerw and modulo 2 of the quantization of
ipd+s/2, so that the quantization of resultiipgl” will have w as
the remainder when modulus 2 is taken. The reasajuantize
ipd+s/2 rather thanipd here is to make sure that the resulting
e(ipd, w, s) is no less thaipd. Figure 2 illustrates the embedding
of watermark bitw by mapping ranges of unwatermarkied to
the corresponding watermarkigadi”.

The watermark bit decoding function is defined as

d(ipd“,s) = q(ipd",s) mod2 (5)

The correctness of watermark embedding and decoding

guaranteed by the following theorems, whose preoésin the

(4)
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Figure 3 Embedding/Decoding Watermark Bit
over the Average of Multiple (n) IPDs

appendix.

THEOREM 1. For any ipd>0, s>0 and binary bit w, d(e(ipd, w,
S),s) =w

THEOREM 2. For any ipd>0, s>0 and binary bit W) < e(ipd,
w, S)-ipd < 2s.

4.2 Maximum Tolerable Perturbation

Given any ipd>0, s>0, we define themaximum tolerable
perturbation A Of d(ipd, s) as the upper bound of the
perturbation oveipd such that

Ox>0 (x<Amax= d(ipd+x, s) = d(ipd, s))
and either
(d(ipd+Amay, ) # d(ipd, s)
or
d(ipd-Anax ) # d(ipd, )

That is, any perturbation smaller thdg,., on ipd will not
changed(ipd, s), while a perturbation of\,,, Or greater oripd
may changel(ipd, s).

We define thdolerable perturbation rangas the subset of the
perturbation range [, D] within which any perturbation oipd
is guaranteed not to changd#{ipd, s), and the vulnerable
perturbation rangeas the perturbation range outside the tolerable
perturbation range.

Given anyipd>0, s>0 and binary watermark hit, by definition
of quantizatiorg in (3) and watermark decoding functidrin (5),
it is easy to see that whehl(-5/2, §/2]

d(e(ipd, w, s)+x, s) = d(&(ipd, w, S), S)
and
d(e(ipd, w, 5)-9/2, s) # d(e(ipd, w, 9), S).

This indicates that the maximum tolerable pertudmatthe
tolerable perturbation range and the vulnerabléupeation range
of d(e(ipd, w, s), §) ares2, (2, §/2] and (-D, §/2]00(s/2, D),
respectively.

In summary, if the perturbation of an IPD is withiire tolerable
perturbation range ¢2, §2], the embedded watermark bit is
guaranteed to be not changed by the timing attdickhe
perturbation of the IPD is outside this range, #mabedded
watermark bit may be altered by the attacker. Thoegethe larger
the value ofs (equivalently, the larger the tolerable perturtati
range), the more robust the embedded watermarkvitlitbe.
However, a larger value of may disturb the timing of the
watermarked flow more, as the watermark bit embegldiself
may add up to2delay to selected packets.

It is desirable to have a watermark embedding sehémat 1)
disturbs the timing of watermarked flows as litie possible, so
that the watermark embedding is less noticeabld; Znensures

the embedded watermark bit is robust, with highbphility,
against timing perturbations that are outside tloéerable
perturbation range 42, 5/2].

In the following section, we address the case wiiea
maximum delayD>0 added by the attacker is bigger than the
maximum tolerable perturbatiog/2. By utilizing redundancy
techniques, we develop a framework that could méhe
embedded watermark bit robust, with arbitrarilythjgrobability,
against arbitrarily large (and yet bounddd) random timing
perturbation by the attacker, as long as the flav ke
watermarked contains enough packets.

5. PROBABILISTICALLY ROBUST
WATERMARKING OVER IPDS

5.1 Embedding A Single Watermark Bit over
the Average of Multiple IPDs

To make the embedded watermark bit probabilisticedbust
against larger random delays than s/2, the kep isontain and
minimize the impact of the random delays on theewnark-
bearing IPDs so that the impact of the random delayl fall,
with high probability, within the tolerable pertation range (-
§2,92].

We exploit the assumptions that: a) the attackesdwt know
the exact IPD(s) where the watermark bit(s) will érabedded:;
and, b) the random delays added by the attackeindependent
and identically distributedigl).

We apply the following strategies to contain anchimize the
impact of random delays over the watermark-bedfids:

1) Distributing watermark-bearing IPDs over

duration of the flow

a longer

2) Embedding a watermark bit in the average of mutipl
IPDs

The rationale behind these strategies is as followhkile the
attacker may add a large delay to a single IPE3, ilnpossible to
add large delays to all IPDs. In fact, random yeléend to
increase some IPDs and decrease others. Therbfimpact on
the average of multiple IPDs is more likely to béhim the
tolerable perturbation range s, §2], even when the
perturbation range B, D] is much larger than ¢2, §/2].

Instead of embedding a watermark bit in one IPD pn@pose
to usem=>1 IPDs. The watermark bit is embedded in the aeera
of them IPDs (as shown in Figure 3). Since one bit is eided
in mIPDs, we calmtheredundancy number

Let <R, B> be thek-th pair (out ofm=1 pairs) of the packets
selected to embed the watermark bit, whose timgstare it and
t; x respectively. Then we have IPDs:ipd= §j - tix (k=1, ..., m).
We represent the average of thesdPDs as
zipdk (6)
k=1

Given a desiredpd,,0, and the values fa andw, we can
embedw into ipd.,g by applying the embedding function defined
in (4) to ipd,, Specifically, the timing of the packets;y
(k=1...m) is modified so thaippd,,g is adjusted by, as defined in
(4). To decode the watermark bit, we first colléioe m IPDs
(denoted asipd," k=1...m) from the samem pairs of chosen

ipd

avg =—

packets and compute the averag@awvgof ipdy ... ipdY- Then we



can apply the decoding function defined in (5);;9;9 to decode

the watermark bit.

5.2 Embedding Multiple-Bit Watermarks

We have described how to use>1 IPDs to embed one
watermark bit with the desired robustness. Embegldhis bit
requires the selection ofiPpackets, and the delay mfpackets.

An |-bit watermark can be embedded simply by applyimg t
above method times, tol sequences oh packet pairs each. This
is illustrated in Figure 4. It is possible to reduthe number of
packets selected tb+l)xm by making the second packet of #fe
(k=1,...m) packet pair chosen for embeddingibihe same as the
first packet of th&" packet pair chosen for embeddingibit.

The following information about watermark embeddiigy
shared between the watermark embedder and the efecdthis
information is assumed to be unknown to the attacke

1) The random selection of thétl)xm packets and random
pairing of those I¢1)xm packets for embedding and
decoding the watermark.

2) The redundancy numbaer.
3) The number of watermark biks
4) The quantization step size

5.3 Attacker’s Impact over the Average of
Multiple IPDs

2 2

v

< |pd14 < |pd|:;
< ipdlm > |pdl m
bit 1 bit |

Figure 4. Embeddingl-bit watermark
into | sequences of IPDs

probability distribution omeis more concentrated around its

mean tharX,.

According to the Chebyshev inequality in statigdgsfor any
random variableX with finite varianceVar(X) and for anyt>0,
Pr(|X - E(X)|=t) < Var(X)/t?. This means that the probability
that a random variable deviates from its mean byentbant is
bounded byar(X)/t>.

By applying the Chebyshev inequality o with t=5/2, we

have

Pr(|X,, |2 §/2) <80%/mg (8)
This means that the probability that the overalpaet ofiid

random delays oipd,g is outside the tolerable perturbation range
(-9/2, 9/2] is bounded. In addition, that probability daereduced

Let d; andd; be the random variables that denote the random 5 pe arbitrarily close to 0 by increasing, the number of

delays added by the attacker to pack&isandP;y respectively
for k=1,...m. By assumption,di, and dx (k=1,...m) are
independent and identically distributed. Therefdrg...,d , and
dj1,...,djm form two random samples from the distribution of
random delays added by the attacker.

Let X,=d;\-dix be the random variable that denotes the impact

of these random delays apd, and )Tmbe the random variable

that denotes the overall impact of random delaypai,, From
(6) we have

R ST e (7)
xm m ;(dl,k dl‘k) m ;xk

Therefore the impact of the random delay by thackdr over
ipd.yg equals the sample meanXaf.. X,

We define the probability that the impact of thenitig
perturbation by the attacker is within the toleealplerturbation
range (52, §/2] as thewatermark bit robustness pvhich can be
expressed gs= Pr( |)Tm |<g2).

Similarly we define the probability that the impactthe timing
perturbation by the attacker is out of the tolezapérturbation
range (52, §2] as thewatermark bit vulnerabilitywhich can be
guantitatively expressed as ITR;| >92).

Let &® be the variance of the random delay added by the

attacker. Because the maximum delay that may bedabg the
attacker is assumed to be boundgds finite.
From the properties of the mean and variance ofiaan

variables, ~we have E(x,)= E(d,,) - E(d,) =0 and
Var(X,) =Var(d, ) +Var(d,,) = 20°- We further have
E(X,)=0and var(X, )=20%/m. This indicates that the

redundant IPDs averaged for embedding the watermdrkis
result holds true regardless of the mean or thiawee of theid
random delays added by the attacker, or of the mmaxi
quantization delay allowed for watermark embedding.

6. ANALYSIS ON THE DISTRIBUTION OF
WATERMARK BIT ROBUSTNESS

In the previous section, we established an uppemddor
watermark bit vulnerabilitypr(| X | s/2) through the Chebyshev

inequality. We now show how to apply the well-kno@entral

Limit Theorem of statistics[4] to get an accurgd@m@ximation to
the distribution of the robustness of the embedda@rmark bit.
Central Limit Theoremlf the random variables X..., %, form

a random sample of size n from a given distribufowith mean

1 and finite variances? then for any fixed number x

lim pr[w < x] = B(X) 9)

1w
wherep(x) = [ —=—e 2du-
&=
The theorem indicates that whenever a random saofigizen
is taken from any distribution with meanand finite variance?,

the sample mear)Tn will be approximately normally distributed

with meanu and variances®/n, or equivalently the distribution of
random variabIe\M()Tn _ﬂ)/g will be approximately a standard

normal distribution.
Let ¢® denote the variance of the distribution of thed@m
delays added by the attackee( let Var(d;,) = Var(d;,) = &A).



Applying the Central Limit Theorem to
Xi=di -0 g, ..., X = dj -0 m, WhereVar(X,) = Var(d; )+Var(d )
=20 andE(X,) = E(d;)-E(d:)) = 0, we have
Pl Mm% “EX)) _
,/Var(x )
JmX, (10)
J2

=Prl—=—"<x]

= (x)
or

Xm
o

(11)

Pr| k x] = 20(x) -1

Therefore,
— . s

=Pr[|X,, k=

p=Pr[[X,| 2]

Jm Xrrl

V20

= 2¢(ﬂ) -1
2N\ 20

12
= (12)

=Pr[| 2[

This means that the distribution of the watermarkdbustness
is approximately normally distributed with zero meand
variance 2%/m.

Equation (12) confirms the result of equation (8Figure 5
illustrates how the distribution of the impact @hdom timing
perturbation by the attacker can be “squeezed” tinéotolerable
perturbation range by increasing the number of mddat IPDs
averaged.

Equation (12) also gives us an accurate estimatethef
watermark bit robustness. For example, assume thd&mmm
delay by the attacker is normalized to be 1 timi, tine random
delays added by the attacker are uniformly distefwover [0, 1]
(whose varianced® is 1/12), s=0.4 units andm=12, then
Pr{| X,, < 0.2] = 2® (1,2xﬁ)-1:91%. We can expect the
impact of the random delays on the average of tH@séPDs,
with about 91% probability, will fall within the rge [-0.2, 0.2].
Table 1 shows the estimation and simulation resiltsatermark
bit robustness with uniformly distributed randomags over [0,
1], s=0.4 and various sample values fiarlt demonstrates that the
Central Limit Theorem can give us a precise eseémaith a
sample size as small a&7.

Table 1 Watermark Bit Robustness Estimation & Simuation
with Uniformly Distributed Random Delay over [0, 1], s=0.4

m 7 8 9 10 11 12
Estimated
80.46| 83.32| 85.84 87.86 89.58 912
Robustness (%) >
Simulated
80.27| 83.27| 85.68 87.79 89.54 91[2
Robustness (%) “)

From equation (12), we can also see that it iseedsiachieve
the same robustness by increassthan by increasingn. For
example, ifs were reduced by a factor of & would have to be
increased by a factor of 4 to maintain the samesuiess level.

7. WATERMARK DETECTION

random sample

>

J
Vulnerable Tolerable Vulnerable
Perturbation Perturbation range Perturbation
range range

Figure 5. Probability Distribution of the Impact of
Random Delays over the Average of Multiplerf)) IPDs

Watermark detection refers to the process of déménm if a
given watermark is embedded in the IPDs of a sjpeciinnection
or flow.

Let the information shared between the watermarkestder
and decoder be represented &m, |, s, wr>, whereS() is the
selection function that returnd+(@)xm packets,m=1 is the
number of redundant pairs of packets in which tdesnone
watermark bit,|>0 is the length of the watermark in bits0 is
the quantization step size, aman is thel-bit watermark to be
detected. Lef denote the flow to be examined amdy denote the
decoded bits from flowf.

The watermark detector works as follows:

1) Decode thé-bit wm from flow f.
2) Compare the decodedh with wm.

3) Report that watermarkvm is detected in flowf if the
Hamming distance betweemm and wm represented as
H(wm, wm), is less than or equal th, whereh is a
threshold parameter determined by the user, artkD

The rationale behind using the Hamming distanclerathan
requiring an exact match to detect the presencevrofis to
increase the robustness of the watermark detect@inst
countermeasures by the attacker. Given any quéotizatep size
s, there is always a slight chance that the embedad¢ermark bit
is corrupted by countermeasures by the attackematier how
many redundant pairs of packets are used. LgD<be the
probability that each embedded watermark bit willvére the
timing perturbation by the attacker. Then the philitg that all |
bits survive the timing perturbation by the attackell be p'.
When | is reasonably largey will tend to be small unless is
very close to 1.

By using the Hamming distanteto detect watermanwm, the
expected watermark detection rate will be
h (] ) )
Z[Jp"' @-p

i=0

(13)

For example, for the valugs=-0.9102,1=24, h=5, the expected
watermark detection rate with exact bit match wolde p'
=10.45%. For the same values mfl, and h, the expected
watermark detection rate using a Hamming distdrs&ewould be



98.29%.

It is possible for the watermark detector to mistdi report a
watermark for a flow in which no watermark has beerbedded.
It is termed &collision betweenvm andf if H(wm, wm)<h for an
unwatermarked flovi.

Assuming thel-bit wm extracted from random flow is
uniformly distributed, then the expected watermadlision
probability between any particular watermavkn and a random

flow f will be
h | 1|
3o

Figure 6 shows the derived probability distributiof the
expected watermark detection and collision rateth Wi24 and
p=0.9102. Given any watermark bit numbé&rl and any
watermark bit robustness p<l, the larger the Hamming distance

(14)

thresholdh is, the higher the expected detection rate will be

However, a larger Hamming distance threshold teéndscrease
the collision (false positive) rate of the waterkneetection at the
same time. An optimal Hamming distance thresholdldide one
that gives a high expected detection rate, whikeplkeg the false
positive rate low.

Given any quantization step sise0, any desired watermark

collision probabilityP.>0, and any desired watermark detection

rate 0Py4<1, we can determine the appropriate Hamming distan
threshold 0&i<l. Assuming thah is chosen such that< /2, then
we have

h

N1, &)1, "
Z{J(Z) S;(hj(z) S(h’fl)?

(15)

i=0

Because Iimﬂ:Ov we can always make the expected
e Dl

watermark collision probability i('J(l)|<P by having
sli)j28 °
watermark  bit  numberl.  Since

sufficiently  large

i\

rate Z(ijpll @-p) > p, by having 0g<1 sufficiently close to
i=0

1. From inequality (8), this can be accomplishgdirizreasing
the redundancy numbarregardless of the value sando.

Therefore, in theory, our watermark based cor@iascheme
can, with arbitrarily small averaged adjustmentimter-packet
timing (for embedding the watermark), achieve aalbity close to
a 100% watermark detection rate and arbitrarilyselto a 0%
watermark collision probability at the same timaiagt arbitrarily
large (but bounded) independent and identicallyridisted (iid)
random timing perturbation of arbitrary distributjoas long as
there are enough packets in the flow to be watdwoakar

7.1 Limitation
In theory, our watermark correlation is effectivedarobust
against random delays that are independent andtigeky

& - i i
Z(-]pl Q-pi=p" we can always make the expected detection

Probability Distribution of Expected
Detection and Collision with 1 =24, p=0.9102

0.30 —o— Expected Detection

—e— Expected Collision

Probability
o
S

0 5 10 15 20 25
Hamming Distance

Figure 6. Distribution of Expected Watermark
Detection and Collision

due to the fact that the random varialfle= d, \-dix may have a
non-zero mean i, andd, are of different distributions. In
addition, our watermark correlation method is net rabust
against non-independent random delays. An extrease would
be when the attacker knows exactly which packetge Haeen
delayed and by how much, making it much easierotoupt the
embedded watermark bits.

8. EXPERIMENTS

The goal of the experiments is to answer the fdhaw
questions about watermark-based correlation (ak ageéxisting
timing-based correlation) in the face of random inign
perturbation by the attacker:

1) How vulnerable are existing (passive) timing-based
correlation schemes to random timing perturbations?

2) How robust is watermark-based correlation agaimstiom
timing perturbations?

3) How effective is watermark-based correlation inretating
the encrypted flows that are perturbed in timing?

4) What is the collision (false positive) rate of watark-
based correlation?

5) How well do the models of watermark bit robustness,
watermark detection rate and watermark collisiote ra
predict the measured values?

We have used two flow sets, labeled FS1 and FS2un
experiments. FS1 is derived from over 49 milliorchet headers
of the Bell Labs-1 Traces of NLANR[9]. It contaii®1 SSH
flows that have at least 600 packets and that ardeast 300
seconds long. FS2 contains 1000 telnet flows géerimom an
empirically-derived distribution[3pf telnet packet inter-arrival
times, using the tcplib[2] tool.

8.1 Correlation True Positive Experiment
To answer the first three questions, we have cdeduthe

distributed ﬂd) over the set of watermarked paCketS. For random fo”owing experiment_ First’ we used an existipgssivetiming_

delays that are independent but have differentibligtons over

based correlation method called IPD-Based Coroeiftt] to

the set of watermarked packets, the maximum tolerab correlate each flow in FS1 with the same flow, raftae
perturbations’2 may have to be greater than a specific non-zero jnterpacket delays of the flow have been randonetusbed. If

value to achieve an arbitrarily high watermark déte rate and
arbitrarily low watermark collision rate at the satime. This is

the flow and the perturbed flow are reported caisd, it is
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Figure 7 Comparison of 288 Selected IPDs before and
after Watermark Embedding

considered drue positive(TP) of the correlation in the presence
of timing perturbation. Second, we embedded a nan@d-bit
watermark into each flow of FS1 and FS2, with rethncy
number m=12, and quantization step siz=400ms for each
watermark bit. The embedding of the 24-bit wateknaquired
300 packets to be selected; 288 packets were detayembed
the watermark. Figure 7 shows the effect of theewaark
embedding, and illustrates that the embedding ridréan being
obvious. Third, we randomly perturbed the packetirtg of the
watermarked flows of FS1 and FS2. It is considesettue
positive of watermark-based correlation if the embedded
watermark can be detected from the timing perturbed
watermarked flows, with a Hamming distance threghio5.
Finally, we calculated the expected detection fiam equations
(12) and (13) under various maximum delays of thrdom
timing perturbation.

Each data point in Figure 8 shows the average 0fsEparate
experiments measuring the true positive rates db-bBsed
Correlation and watermark-based correlation on B8d FS2.
The results clearly indicate that IPD-based cofi@ta is
vulnerable to even moderate random timing pertishatVithout
timing perturbation, IPD-based correlation is atalesuccessfully
correlate 93.4% of the SSH flows of FS1. Howeveithwa
maximum 100ms random timing perturbation, the tpasitive
rate of IPD-based correlation drops to 45.5%, asrdaf 200ms
maximum delay, the rate drops to 21.5%.

In contrast, the proposed watermark-based coroeladf the
flows in FS1 and FS2 is able to achieve virtuallftG0% true

True Positive Rate Comparison between
IPDCorr and IPCWMCorr with Perturbation
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Figure 8. Correlation True Positive Rates under Radom
Timing Perturbs

positive rate, up to a maximum 600ms random timing
perturbation. With a maximum 1000ms timing perttidig the
true positive rates of watermark-based correlafomFS1 and
FS2 are 84.2% and 97.32%, respectively. It canelea ¢hat the
measured watermark-based correlation true positites are well
approximated by the estimated values, based orw#termark
detection rate model (equation (13)). In particultre true
positive rate measurements of FS2 are almost whnto the
estimated values at all perturbation levels.

8.2 Correlation False Positive Experiment

As explained above, there is a non-zero probaltitit an un-
watermarked flow will happen to exhibit the randgnghosen
watermark. This case is considered a correlatidiisiom, or false
positive. According to our correlation collisionodel (14), the
collision rate is determined by the number of watak bitsl and
the Hamming distance threshdid

We therefore experimentally investigated the folloyy for
varying values of the Hamming distance threstold

1) Collision rates between a given flow and
10,000~1,000,000 randomly generated 24-bit watedemnar

Collision rates between a given 24-bit watermarkl an
10,000~1,000,000 randomly generated (using tcplib)
telnet flows.

2)

Figure 9 shows the results. For each data poifidare 9, 100
experiments were run, and the average is shown.

The measured collision rates and expected valuesvery
close, validating our model. In addition, the tesshow that the
collision rate can be controlled to a low value dgypropriate
selection of the Hamming distance threshold.

8.3 Tradeoff between Watermark Detection

Rate and Redundancy Number

Equation (12) gives us the quantitative tradeoffwieen the
expected watermark bit robustness and redundanoybe&um.
With a given watermark bit robustnegsequation (13) gives us
the expected watermark detection rate.

To verify the validity and accuracy of our modefsa@atermark
bit robustness and watermark detection rate, weedddd a
random 24-bit watermark into each flow in FS1 ar82Ffor
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different redundancy numbersm=7,8,9,10,11,12. The
guantization step was set to 400ms for each watermark bit. Then
we perturbed the watermarked flows with 1000ms maxn
random delays. Finally, we measured the watermariation rate

of the perturbed, watermarked flows.

Figure 10 shows the average of 100 experimentsttier
measured watermark detection rates of FS1, andvita@age of 10
experiments for the measured watermark detectites raf FS2.
Also shown is the expected detection rate derivechfequations
(12) and (13) for the various values of the redmeglanumbem.
The detection rates of FS2 are very close to tipeerd values,
while the detection rates of FS1 are similar to lbuter than the
expected values. These results validate our marfelgatermark
bit robustness and watermark detection rate.

9. CONCLUSIONS AND FUTURE WORK
Tracing attackers’ traffic through stepping stones a
challenging problem, since they have a varietyoafntermeasures
at their disposal to evade correlation of connesticacross
stepping stones. In particular, random timing pédtion by the
attacker greatly reduces the effectiveness of passming-based

correlation techniques.

We presented an active timing-based approach tb wli¢ia
random timing perturbation. By embedding a watekmato the
packet timing, with sufficient redundancy we canrelate in a
way that is probabilistically robust against randadiming
perturbations. Our experiments show that waterrbaded
correlation is substantially more effective tharsgiee, timing-
based correlation in the presence of random tirperturbations.

For independent and identically distributéd) random delays
added by the attacker, our model reveals a rathgorising
theoretical result on the limits of watermark-basedelationthe
proposed watermark based correlation scheme canth wi
arbitrarily small average adjustment of inter-patkéming,
achieve arbitrarily close to 100% watermark detenti(true
positive) rate and arbitrarily close to 0% collisiqfalse positive)
probability at the same time against arbitrarily rége (but
bounded) independent and identically distributeid)(random
timing perturbations of arbitrary distribution, aleng as there
are enough packets in the flow to be watermarked.

We also developed models of the tradeoff betweea th
watermark detection (or true positive) rate and ewabark
collision (or false positive) rate. Our experimémesults validate

Impact of Number of Redundant IPDs over
Watermark Detection Rate
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Figure 10. Watermark Detection Rates vs Redundancy
Number m

the accuracy of these tradeoff models. Thus outetrti models
are of practical value in optimizing the overalfeetiveness of
watermark-based correlation in real world situagion

Future research work includes how to effectivelyreiate
connections when the attacker 1) reorders the pscke)
drops/retransmits some packets; or, 3) adds padpaxkets
(“chaff” [5]).
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11. APPENDIX

Proof of Theorem 1

Given anyipd>0, we can find unique=0 and s/2<b<s/2 such
thatipd+s/2=axst+b. Then we have q({d+s2), s)=a and eipd, w,
s)=[a+((w-a) mod 2 +2) mod 2s. Therefore

d(epd, w, s), s)

= qg(efpd, w, s), s) mod 2

= g([a+((w-a) mod 2 +2) mod 2Js) mod 2

= round@+((w-a) mod 2 +2) mod 2) mod 2

= (a+((w-a) mod 2 +2) mod 2) mod 2

= (a+w-a+2) mod 2

=w
Proof of Theorem 2
Given any ipd>0 and s>0, assume roungid/st1/2)4, by
definition of roundx), we haveipd/s+1/2 (0(i-1/2,i+1/2]. That is
i-1<ipd/s<i or (i-1)xs<pd<ixs. Replacd with round{pd/s+1/2),
we have roundfd/s+1/2)xs-s<ipd<round{pd/s+1/2)xs.

By (4) we have
e(pd, w, 9), )
= [q((ipd+s/2), 9)+(w-(q((ipd+s/2), s) mod 2+2) mod 2{s
2 ((ipd+s/2), )xs
= round(pd/st1/2)xs
>ipd
and
e(pd, w, s), 9)
= [q((ipd+s/2),s)+(wW-(q((ipd+ s/2),5) mod 2+2) mod 2{s
< [q((ipd+s/2),5)+1]xs
= round(pd/st+1/2)xs+s
<ipd+2s

Therefore, &e(ipd, w, s)-ipd<2s.



