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#### Abstract

To properly process data, we need to take into account both the measurement errors and the fact that some of the observations may be outliers. This is especially important in radar-based localization problems, where some signals may reflect not from the analyzed object, but from some nearby object. There are known methods for dealing with both measurement errors and outliers in situations in which we have full information about the corresponding probability distributions. There are also known statistics-based methods for dealing with measurement errors in situations when we only have partial information about the corresponding probabilities. In this paper, we show how these methods can be extended to situations in which we also have partial inf0ormation about the outliers (and even to situations when we have no information about the outliers). In some situations in which efficient semi-heuristic methods are known, our methodology leads to a justification of these efficient heuristics - which makes us confident that our new methods will be efficient in other situations as well.


## I. Formulation of the Problem

Need for data processing. In many practical situations, we are interested in the values of the quantities $p_{1}, \ldots, p_{m}$ which are difficult to measure directly.

For example, when solving a localization problem - whether it is a problem of locating a robot (see, e.g., [3]) or of locating a satellite (see, e.g., [4]) - we are interested in the coordinates $p_{1}, \ldots$ of this object. It is possible to directly measure physical quantities such as distance, velocity, density, etc. However, coordinates are an artificial construction that does not directly correspond to any physical quantity. As a result, it is not possible to directly measure coordinates of an object.

The quantities of interest do affect results of some measurements; namely, the value of the corresponding easier-tomeasure quantity $y$ depends, in a known way, on the values $p_{1}, \ldots, p_{m}$ - and on some auxiliary quantities $x_{1}, \ldots, x_{n}$ that describe the measurement's setting:

$$
y=f\left(p_{1}, \ldots, p_{m}, x_{1}, \ldots, x_{n}\right)
$$

For example, to determine 3-D coordinates $\left(p_{1}, p_{2}, p_{3}\right)$ of an object, we can measure the distance

$$
y=\sqrt{\sum_{i=1}^{3}\left(p_{i}-x_{i}\right)^{2}}
$$

between the object of interest and another object with known coordinates $\left(x_{1}, x_{2}, x_{3}\right)$.

So, to find the values of $p_{i}$, we measure the value $y_{k}$ of the corresponding quantity $y$ under different settings $\left(x_{k 1}, \ldots, x_{k n}\right)$, and then reconstruct the desired values $p_{i}$ from the condition that

$$
\begin{equation*}
y_{k}=f\left(p_{1}, \ldots, p_{m}, x_{k 1}, \ldots, x_{k n}\right) \tag{1}
\end{equation*}
$$

for all the measurements $k=1, \ldots, K$.
For example, to locate an object, we measure the distance between this object and several objects with known coordinates. This is how, e.g., radar-based systems determine the coordinates of an airplane.

Such reconstruction is an important case of data processing.

Need to take into account measurement uncertainty and outliers. Measurement are never absolutely accurate; see, e.g., [18]. As a result, there is always a non-zero difference between the measurement result $y_{k}$ and the actual (unknown) value $f\left(p_{1}, \ldots, p_{m}, x_{k 1}, \ldots, x_{k n}\right)$ of the corresponding quantity:

$$
\begin{equation*}
\Delta y_{k} \stackrel{\text { def }}{=} y_{k}-f\left(p_{1}, \ldots, p_{m}, x_{k 1}, \ldots, x_{k n}\right) \neq 0 \tag{2}
\end{equation*}
$$

It is important to take into account this measurement uncertainty when processing data.

Measurement errors are usually reasonably small. Hence, the measured value $y_{k}$ is usually close to the actual value
$f\left(p_{1}, \ldots, p_{m}, x_{k 1}, \ldots, x_{k n}\right)$. However, the measuring instrument is not always $100 \%$ reliable. Sometimes, the measuring instrument malfunctions, and we get outliers, values which are very different from the actual values of the corresponding quantity. In processing data, we also need to take into account the existence of outliers.

This is especially important in localization problems, where the radar-type signal, instead of reflecting from the desired object, reflects from some other objects. In this case, the corresponding measurement result describes the distance to a different object - i.e., from the viewpoint of our problem, is an outlier.

What is known, what are the remaining problems, and what we do in this paper. There are many efficient techniques for taking into account measurement uncertainty. There are also techniques for taking into account outliers, and there are techniques for taking into account both measurement uncertainty and outliers.

Such methods work well if we have a complete knowledge about the probabilities of different values of the measurement error and the probabilities of different outliers. In practice, however, we often only have a partial information about these probabilities - all the way to the case when we have no information about such probabilities at all; see, e.g., [18]. In such extreme situations, there are methods that take into account either measurement uncertainty or outliers - but not both. In this paper, we briefly overview and analyze the existing techniques of taking into account measurement uncertainty and outliers, and then use this analysis to develop a natural new technique for taking into account both measurement uncertainty and outliers.

The structure of this paper is as follows. In Section 2, we describe the methods of dealing with uncertainty - beware, however that we will describe them in such a way so as to prepare us for the new technique. In Section 3, we use our analysis to show how outliers can also be taken into account.

Most of our results are new. In some cases, as a particular case of our general approach, we get a well-known effective outlier-processing technique; the fact that in some cases, we get well-known well-established efficient techniques makes us confident that our method will be efficient in other situations as well.

## II. How Measurement Uncertainty Is Usually TAKEn Into Account

Case when we know the exact probability distribution of the measurement error. Let us first consider a situation in which we have a complete information about the probability density function $\rho(\Delta y)$ that describes the probability distribution of the measurement error. In this case, once we have the measurement results $y_{k}(1 \leq k \leq K)$ corresponding to settings $x_{k}=\left(x_{k 1}, \ldots, x_{k n}\right)$, then for each parameter tuple $p=\left(p_{1}, \ldots, p_{m}\right)$ and for each $k$, the probability to observe $y_{k}$ is proportional to $\rho\left(\Delta y_{k}\right)=\rho\left(y_{k}-f\left(p, x_{k}\right)\right)$.

Measurement errors corresponding to different measurements are usually independent. Thus, the probability of observing all the observed values $y_{1}, \ldots, y_{K}$ is equal to the product of the probabilities of observing each value $y_{k}$. Thus, this probability is proportional to the product $\prod_{k=1}^{K} \rho\left(y_{k}-f\left(p, x_{k}\right)\right)$.

In this case, we usually have different parameter tuples which are consistent with the given observations. If we need to select a single "best estimate", it is reasonable to select the parameter tuple which is the most probable, i.e., for which the product $L \stackrel{\text { def }}{=} \prod_{k=1}^{K} \rho\left(y_{k}-f\left(p, x_{k}\right)\right)$ takes the largest possible value. This idea is known as the Maximum Likelihood Method; see, e.g., [14]. Under reasonable conditions, this method indeed leads to estimates which are optimal in some reasonable senses; see, e.g., [14], [19].

Example. Let us consider a simple example, in which the measurement error is normally distributed with 0 mean and a known standard deviation $\sigma$. In this case, the probability density function has the form

$$
\rho(\Delta y)=\frac{1}{\sqrt{2 \pi} \cdot \sigma} \cdot \exp \left(-\frac{(\Delta y)^{2}}{2 \sigma^{2}}\right)
$$

Minimizing the corresponding product

$$
\begin{equation*}
L=\prod_{k=1}^{K} \frac{1}{\sqrt{2 \pi} \cdot \sigma} \cdot \exp \left(-\frac{\left(\Delta y_{k}\right)^{2}}{2 \sigma^{2}}\right) \tag{2}
\end{equation*}
$$

is equivalent to minimizing minus logarithm of this product

$$
\begin{equation*}
\psi \stackrel{\text { def }}{=}-\ln (L)=K \cdot \ln (\sqrt{2 \pi} \cdot \sigma)+\frac{1}{2 \sigma^{2}} \cdot \sum_{k=1}^{K}\left(\Delta y_{k}\right)^{2} \tag{3}
\end{equation*}
$$

One can easily see that this minimization is equivalent to minimizing the sum

$$
\sum_{k=1}^{K}\left(\Delta y_{k}\right)^{2}=\sum_{k=1}^{K}\left(y_{k}-f\left(p, x_{k}\right)\right)^{2}
$$

This minimization - known as the Least Squares Method - is one of the most widely used data processing techniques.

What is we only have partial information about the probabilities: case of a finite-parametric family. In some cases, we do not know the exact probability distribution of the measurement errors, but we are aware that it belongs to a known finite-parametric family of probability distributions $\rho(\Delta y, \theta)$ depending on the parameter tuple $\theta=\left(\theta_{1}, \ldots, \theta_{\ell}\right)$.

In this case, the corresponding "likelihood function" $L$ takes the form $L=\prod_{k=1}^{K} \rho\left(\Delta y_{k}, \theta\right)$. Now, instead of selecting only only the parameters $p$ of the model, we also need to select the parameters $\theta$ of the corresponding probability distribution. In this case, it is reasonable to select the most probable pair $(p, \theta)$, i.e., the pair for which the product

$$
L=\prod_{k=1}^{K} \rho\left(y_{k}-f\left(p, x_{k}\right), \theta\right)
$$

takes the largest possible value.
Example. Let us assume that the measurement error is normally distributed with 0 mean, but this time, the standard deviation $\sigma$ is unknown. In this case, we have $\ell=1$ and $\theta_{1}=\sigma$. So, we need to maximize the expression (2) - or, equivalently, minimize the expression (3) - with respect to both $p$ and $\sigma$.

Minimizing the expression (3) with respect to parameters $p$ leads to the same Least Squares estimate as before. Once we find $p$, we can differentiate the expression (3) with respect to $\sigma$, equate the derivative to 0 , and get the desired expression

$$
\sigma=\sqrt{\frac{1}{K} \cdot \sum_{k=1}^{K}\left(y_{k}-f\left(p, x_{k}\right)^{2}\right.}
$$

What if we only have partial information about the probabilities: non-parametric case. In many practical situations, we do not know the finite-parametric family containing the actual distribution. For example, often, all we know is the upper bound $\Delta$ on the measurement error; see, e.g., [18]. In this case, the only information that we have about the actual probability distribution $\rho(\Delta y)$ is that this distribution is located somewhere on the interval $[-\Delta, \Delta]$.

There are many such probability distributions. To apply the Maximum Likelihood principle in this case, we need to select a single "most reasonable" distribution from all these possible distributions. Each of these distributions $\rho(\Delta y)$ can be characterized by its uncertainty (entropy)

$$
S=-\int \rho(\Delta y) \cdot \ln (\rho(\Delta y)) d \Delta y
$$

that describes how many binary ("yes"-"no") questions we need to ask to uniquely determine the corresponding value $\Delta y$; see, e.g., [2], [8], [16].

Out of all possible distributions $\rho(\Delta y)$ we have distributions located on a single value $v$. For these distributions, we do not need any questions, we already know the value $v$. However, selecting such a distribution would be cheating - in actuality, we do not know the value $\Delta y$, so we would like to select the distribution that to the largest extent reflects this uncertainty. In other words, it is reasonable to select a distribution for which the entropy is the largest possible.

For all the distributions $\rho(\Delta y)$ located on the interval $[-\Delta, \Delta]$, maximum of entropy under the constraint $\int_{-\Delta}^{\Delta} \rho(\Delta y) d \Delta y=1$ can be obtained by using the Lagrange multiplier method, that reduces the corresponding constraint optimization problem to the unconstrained optimization problem

$$
\begin{aligned}
& -\int_{-\Delta}^{\Delta} \rho(\Delta y) \cdot \ln (\rho(\Delta y)) d \Delta y+ \\
\lambda & \cdot\left(\int_{-\Delta}^{\Delta} \rho(\Delta y) d \Delta y-1\right) \rightarrow \max _{\rho(\Delta y)}
\end{aligned}
$$

for an appropriate Lagrange multiplier $\lambda$. Differentiating this expression with respect to $\rho(\Delta y)$ and equating the derivative
to 0 , we conclude that $\rho(\Delta y)=$ const, i.e., that we have a uniform distribution on the interval $[-\Delta, \Delta]$, with the probability density

$$
\rho(\Delta y)=\frac{1}{2 \Delta}
$$

This selection makes perfect sense: since we have no reason to believe that some values from the interval $[-\Delta, \Delta]$ are more probable than others, it is therefore reasonable to conclude that all the values from this interval are equally probable. This argument goes back to Laplace and is thus known as Laplace Indeterminacy Principle.
Now that we have selected a probability distribution, we can use the Maximum Likelihood method to find the corresponding parameter values $p$. In this case, each probability density $\rho\left(\Delta y_{k}\right)$ is equal to 0 if $\Delta y_{k}$ is outside the interval $[-\Delta, \Delta]$ and to a constant (equal to $1 /(2 \Delta)$ ) when $\Delta y_{k}$ inside this interval. Thus, the product $L$ of the corresponding probabilities is equal to 0 if one of the values $\Delta y_{k}$ is inside the interval, and to the same constant $\frac{1}{(2 \Delta)^{K}}$ when $\left|\Delta y_{k}\right| \leq \Delta$ for all $k$. So, instead of a single tuple $p$, we know need to describe all the tuples $p$ for which $\left|y_{k}-f\left(p, x_{k}\right)\right| \leq \Delta$ for all $k=1, \ldots, k$.

The problem of finding the range of such tuples under interval uncertainty $\left(\Delta y_{k} \in[-\Delta, \Delta]\right)$ is a particular case of interval computations; see, e.g., [5], [15]. In interval computations, there are many efficient techniques for solving this problem [5], [15].

What if we have no information whatsoever about the probabilities of measurement errors. In some practical situations, we have no information at all about the probability distribution $\rho(\Delta y)$ of the corresponding measurement error. This situation is somewhat similar to the previous one - with the only difference that now, we do not know the bound $\Delta$.

How can we find a good estimate for this value $\Delta$ ? A reasonable idea is to use the Maximum Likelihood method and select the value $\Delta$ for which the corresponding likelihood $L=\frac{1}{(2 \Delta)^{K}}$ is the largest possible. Once can easily see that the smaller $\Delta$, the larger this likelihood $L$. Thus, selecting the largest possible $L$ is equivalent to selecting the smallest possible $\Delta$.

The only constraints on $\Delta$ is that we should have $\Delta \geq\left|\Delta y_{k}\right|$ for all $k$. This is equivalent to having $\Delta \geq \max _{k}\left|\Delta y_{k}\right|$. The smallest value satisfying this inequality is the value $\Delta=\max _{k}\left|\Delta y_{k}\right|$. Thus, minimizing $\Delta$ means selecting the parameter $p$ for which the corresponding maximum

$$
\max _{k}\left|\Delta y_{k}\right|=\max _{k}\left|y_{k}-f\left(p, x_{k}\right)\right|
$$

is the smallest possible; see, e.g., [9].
The corresponding minimax approach is indeed frequently used in data processing; see, e.g., [1], [5], [6], [11], [12], [13], [20], [21], [22], [23].

## III. How to Take Outliers into Account

Which cases are possible? In the previous section, we considered possible types of knowledge about the probability
distribution. In our analysis, we considered the following four cases, in the decreasing order of the available information about the probabilities:

- we know the exact distribution;
- we know the finite-parametric family of distributions;
- we know the upper bound on the (absolute value) of the corresponding difference; and
- we have no information whatsoever, not even the upper bound.

If we take outliers into account, then, in principle, we may have the same four possible types of information about the corresponding probability density function $\rho_{0}(\Delta y)$. At first glance, it may therefore seem that we can have $4 \times 4=16$ possible combinations. In reality, however, not all such combinations are possible.

Indeed, once we gather enough data, we can determine the corresponding probability distributions. Thus, the fact that we do not yet have detailed information about the probability distribution of the measurement error means that we have not yet collected a sufficient number of measurement results. In this case - since the number of outlier is usually much smaller than the number of actual measurement results - we have even fewer outliers. So, if we cannot determine the probability distribution for the measurement errors, even more so, we cannot determine the probability distribution for the outliers either. In general, for the same reason, the amount of information that we have about the outliers is smaller than the amount of information that we have about the measurement errors.

Hence, instead of 16 options, we only have options in which the amount of information about the outlier-related probability distribution $\rho_{0}(\Delta y)$ does not exceed the amount of information about the probabilities of measurement errors $\left.\rho_{( } \Delta y\right)$. Let us consider all these cases one by one.

Full information about both distributions. Let us first consider the ideal case, when we have the complete information about the probabilities. Specifically:

- we know the probability density function $\rho(\Delta y)$ that describes the probability of different values of the measurement error, and
- we know the probability density function $\rho_{0}(\Delta y)$ that describes the probability of different values of the difference $\Delta y=y-f(p, x)$ corresponding to outliers $y$.
In this case, once we have the measurement results $y_{k}$ (some of which may come from malfunctioning and are thus outliers), the probability of these observations occurring depends not only on the parameters $p$, but also on which of the values $y_{k}$ are outliers and which are actual measurement results. Once we know the set $M \subseteq\{1, \ldots, K\}$ of indices $k$ for which $y_{k}$ is the actual measurement, we can then compute the probability $L$ as

$$
L=\left(\prod_{k \in M} \rho\left(\Delta y_{k}\right)\right) \cdot\left(\prod_{k \notin M} \rho_{0}\left(\Delta y_{k}\right)\right)
$$

Now, we can use the Maximum Likelihood approach to determine both the parameter tuple $p$ and the set $M$.

Once $p$ is found, and thus, the values $\Delta y_{k}=y_{k}-f\left(p, x_{k}\right)$ are determined, maximizing the product $L$ means:

- selecting $k \in M$ if the value $\rho\left(\Delta y_{k}\right)$ is larger than $\rho_{0}\left(\Delta y_{k}\right)$, and
- selecting $k \notin M$ if the value $\rho_{0}\left(\Delta y_{k}\right)$ is larger than $\rho\left(\Delta y_{k}\right)$.
In both cases, the resulting factor in the product $L$ takes the form $\left.\max \left(\rho\left(\Delta y_{k}\right)\right), \rho_{0}\left(\Delta y_{k}\right)\right)$.

The resulting value $L$ takes the following form:

$$
\begin{gathered}
\left.L=\prod_{k=1}^{K} \max \left(\rho\left(\Delta y_{k}\right)\right), \rho_{0}\left(\Delta y_{k}\right)\right)= \\
\prod_{k=1}^{K} \max \left(\rho\left(y_{k}-f\left(p, x_{k}\right)\right), \rho_{0}\left(y_{k}-f\left(p, x_{k}\right)\right)\right)
\end{gathered}
$$

We thus need to select the parameters $p$ for which this product attains the largest possible value.
Comment. From the computational viewpoint, the corresponding problem is similar to the usual maximum likelihood problem, with a new function $g(\Delta y) \stackrel{\text { def }}{=} \max \left(\rho(\Delta y), \rho_{0}(\Delta y)\right)$ instead of the original probability density function $\rho(\Delta y)$. It is worth mentioning, however, that, in contrast to the probability density function $\rho(\Delta y)$ for which $\int \rho(\Delta y) d y=1$, for the new function $g(\Delta y)$, we have, in general,

$$
\int g(\Delta y) d y>\int \rho(\Delta y) d y=1
$$

(as long as the probability densities $\rho(\Delta y)$ and $\rho_{0}(\Delta y)$ are different).

Full information about $\rho(\Delta y)$, finite-parametric family for $\rho_{0}(\Delta y)$. In this case, instead of single distribution $\rho_{0}(\Delta y)$, we have a finite-parametric family of distributions $\rho_{0}(\Delta y, \varphi)$ with unknown parameters $\varphi$. In such a situation, we need to determine all the parameters $p$ and $\varphi$ from the requirement that the likelihood

$$
\begin{gathered}
L=\prod_{k=1}^{K} \max \left(\rho\left(\Delta y_{k}\right), \rho_{0}\left(\Delta y_{k}, \varphi\right)\right)= \\
\prod_{k=1}^{K} \max \left(\rho\left(y_{k}-f\left(p, x_{k}\right)\right), \rho_{0}\left(y_{k}-f\left(p, x_{k}\right), \varphi\right)\right)
\end{gathered}
$$

attains the largest possible value.
Full information about $\rho(\Delta y)$, bound $W$ on the outlierrelated differences $\Delta y_{k}$. In this case, based on the maximum entropy approach, as a distribution $\rho_{0}(\Delta y)$, we select a uniform distribution on the interval $[-W, W]$, with the probability density $\rho_{0}\left(\Delta y_{k}\right)=\frac{1}{2 W}$.

In such a situation, we determine the parameters $p$ from the requirement that the likelihood

$$
L=\prod_{k=1}^{K} \max \left(\rho\left(\Delta y_{k}\right), \frac{1}{2 W}\right)=
$$

$$
\prod_{k=1}^{K} \max \left(\rho\left(y_{k}-f\left(p, x_{k}\right)\right), \frac{1}{2 W}\right)
$$

attains the largest possible value under the constraint that

$$
\left|\Delta y_{k}\right|=\left|y_{k}-f\left(p, x_{k}\right)\right| \leq W
$$

for all $k=1, \ldots, K$.
Full information about $\rho(\Delta y)$, no information whatsoever about the outlier-related differences $\Delta y_{k}$. In this case, we select the value $W$ for which the likelihood $L$ as described in the previous example if the largest possible - under the constraint that $\left|\Delta y_{k}\right| \leq W$ for all $k$.

One can easily see that the smaller the bound $W$, the larger the density $\frac{1}{2 W}$ and thus, the larger the likelihood function. Thus, to determine the largest possible value of the likelihood function $L$, we must select the smallest possible value $W$. The constraints on $W$ have the form that $W \geq\left|\Delta y_{k}\right|$ for all $k$. The smallest possible value $W$ that satisfies all these constraints is the value

$$
W=\max _{\ell}\left|\Delta y_{\ell}\right|=\max _{\ell}\left|y_{\ell}-f\left(p, x_{\ell}\right)\right| .
$$

Substituting this expression into the above formula, we conclude that we need to select the parameters $p$ for which the likelihood

$$
L=\prod_{k=1}^{K} \max \left(\rho\left(y_{k}-f\left(p, x_{k}\right), \frac{1}{2 \cdot \max _{\ell}\left|y_{\ell}-f\left(p, x_{\ell}\right)\right|}\right)\right.
$$

attains the largest possible value.
Finite-parametric information about $\rho(\Delta y)$ and about $\rho_{0}(\Delta)$. In this case, instead of single distributions $\rho(\Delta y)$ and $\rho_{0}(\Delta y)$, we have finite-parametric families of distributions $\rho(\Delta y, \theta)$ and $\rho_{0}(\Delta y, \varphi)$ with unknown parameters $\theta$ and $\varphi$. In such a situation, we need to determine all the parameters $p, \theta$, and $\varphi$ from the requirement that the likelihood

$$
\begin{gathered}
\left.L=\prod_{k=1}^{K} \max \left(\rho\left(\Delta y_{k}, \theta\right)\right), \rho_{0}\left(\Delta y_{k}, \varphi\right)\right)= \\
\prod_{k=1}^{K} \max \left(\rho\left(y_{k}-f\left(p, x_{k}\right), \theta\right), \rho_{0}\left(y_{k}-f\left(p, x_{k}\right), \varphi\right)\right)
\end{gathered}
$$

attains the largest possible value.
Finite-parametric information about $\rho(\Delta y)$, bound $W$ on the outlier-related differences $\Delta y_{k}$. In such a situation, we determine the parameters $p$ and $\theta$ from the requirement that the likelihood

$$
\begin{aligned}
& L=\prod_{k=1}^{K} \max \left(\rho\left(\Delta y_{k}, \theta\right), \frac{1}{2 W}\right)= \\
& \prod_{k=1}^{K} \max \left(\rho\left(y_{k}-f\left(p, x_{k}\right), \theta\right), \frac{1}{2 W}\right)
\end{aligned}
$$

attains the largest possible value under the constraint that

$$
\left|\Delta y_{k}\right|=\left|y_{k}-f\left(p, x_{k}\right)\right| \leq W
$$

for all $k=1, \ldots, K$.
Finite-parametric information about $\rho(\Delta y)$, no information about the outlier-related differences $\Delta y_{k}$. In this case, similarly to the above case when we had no information about the outlier-related differences $\Delta y_{k}$, we should select the smallest possible $W$, i.e., $W=\max _{\ell}\left|\Delta y_{\ell}\right|$. Thus, we need to select the parameters $p$ and $\theta$ for which the likelihood

$$
L=\prod_{k=1}^{K} \max \left(\rho\left(y_{k}-f\left(p, x_{k}\right), \theta\right), \frac{1}{2 \cdot \max _{\ell}\left|y_{\ell}-f\left(p, x_{\ell}\right)\right|}\right)
$$

attains the largest possible value.
Bound $\Delta$ on the measurement errors, bound $W$ on the outlier-related differences $\Delta y_{k}$. In this case, by using the maximum entropy approach, we select the following distributions:

- the measurement errors are uniformly distributed on the interval $[-\Delta, \Delta]$, with the probability density

$$
\rho(\Delta y)=\frac{1}{2 \Delta}
$$

- the outlier-related differences $\Delta y_{k}$ are uniformly distributed on the interval $[-W, W]$, with the probability density $\rho_{0}(\Delta y)=\frac{1}{2 W}$.
In this case, we need to select the parameters $p$ that maximize the likelihood $L=\prod_{k=1}^{K} g(\Delta y)$, where

$$
g(\Delta y)=\max \left(\rho(\Delta y), \rho_{0}(\Delta y)\right)
$$

For the above uniform distributions, the auxiliary function $g(\Delta y)$ takes the following form:

- for the values $\Delta y$ for which $|\Delta y| \leq \Delta$, we have

$$
g(\Delta y)=\frac{1}{2 \Delta}
$$

- for the values $\Delta y$ for which $\Delta<|\Delta y| \leq W$, we have $g(\Delta y)=\frac{1}{2 W} ;$ and
- for the values $\Delta y$ for which $|\Delta y|>W$, we have $g(\Delta y)=0$.
Thus, maximizing the product $L=\prod_{k=1} g\left(\Delta y_{k}\right)$ means minimizing the number of outliers under the constraint that $\left|\Delta y_{k}\right|=\left|y_{k}-f\left(p, x_{k}\right)\right| \leq W$ for all $k$. In other words, we select $p$ for which, under the above constraints, the number of observations for which $\left|y_{k}-f\left(p, x_{k}\right)\right|>\Delta$ is the smallest possible.
Bound $\Delta$ on the measurement errors, no information about the outlier-related differences $\Delta y_{k}$. In this case, since we take $W=\max _{\ell}\left|y_{\ell}-f\left(p, x_{\ell}\right)\right|$, there are no longer any limitations on $p$.

Thus, in this case, the maximum likelihood method simply means selecting the values of the parameters $p$ for which the number of outliers (i.e., values for which $\left|y_{k}-f\left(p, x_{k}\right)\right|>\Delta$ ) is the smallest possible.

Comment. This idea has been actively used, as a heuristic idea, to deal with data processing under outliers, see, e.g., [3], [7], [10]. Several practical applications of this heuristic idea are described, e.g., in [3].

Our probability-based justification for this heuristics was first announces in [17] (see also [4]).

Final case, when we have no information about the probabilities. Finally, let us consider the case when we have no information about the probabilities, neither about the probabilities of different values of the measurement errors, nor about the probabilities of different outlier-related differences

$$
\Delta y=y-f(p, x)
$$

In this case, we need to select the corresponding bounds $\Delta$ and $W$ for which the corresponding likelihood function attains its largest possible value. Similar to the previous cases, for each parameter tuple $p$, the maximum of the likelihood $L$ is attained if we take $W(p)=\max _{\ell}\left|\Delta y_{\ell}\right|$, so it only remains to select $p$ and $\Delta$.

For each $p$ and $\Delta$, let us denote by $n(p, \Delta)$ the number of values $k$ for which $\left|y_{k}-f\left(p, x_{k}\right)\right| \leq \Delta$. In terms of this notation, the desired likelihood value

$$
L(p, \Delta)=\prod_{k=1}^{K} g\left(y_{k}-f\left(p, x_{k}\right)\right)
$$

has the form

$$
L(p, \Delta)=\frac{1}{(2 \Delta)^{n(p, \Delta)}} \cdot \frac{1}{(2 W(p))^{K-n(p, \Delta)}}
$$

i.e., equivalently, the form

$$
L(p, \Delta)=\frac{1}{(2 W(p))^{K}} \cdot\left(\frac{W(p)}{\Delta}\right)^{n(p, \Delta)}
$$

Maximizing this expression is equivalent to minimizing its minus logarithm

$$
\begin{gathered}
\psi(p, \Delta)=-\ln (L(p, \Delta))= \\
K \cdot \ln (2 W(p))+n(p, \Delta) \cdot(\ln (\Delta)-\ln (W(p))) .
\end{gathered}
$$

Thus, to get the maximum likelihood, for each $p$, we need to select $\Delta$ for which the expression $\psi(p, \Delta)$ is the smallest possible. We then select the parameters for which the resulting minimum is the smallest possible, i.e., for which the following expression is the smallest possible:
$\psi(p)=\min _{\Delta}(K \cdot \ln (2 W(p))+n(p, \Delta) \cdot(\ln (\Delta)-\ln (W(p))))$,
where $W(p)=\max _{\ell}\left|y_{\ell}-f\left(p, x_{\ell}\right)\right|$ and

$$
n(p, \Delta)=\#\left\{k:\left|y_{k}-f\left(p, x_{k}\right)\right| \leq \Delta\right\}
$$

Comment. To check how well our method works, we have applied this idea to the situations when the values $\Delta y_{k}$ are distributed according to several reasonable distributions: normal, heavy-tailed power law, etc.

In all these cases, we get $5-20 \%$ values classified as outliers. This is in line with the usual case of normal distribution, where $5 \%$ of the values lie outside the $2 \sigma$ interval and are, thus, usually dismissed as outliers,
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