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Abstract A robust and efficient method for face recog-

nition using phase only correlation (POC) is proposed in

this paper. To achieve efficient recognition rate, it uses the

concept of histogram of Gabor phase pattern (HGPP)

supplemented by POC technique. In HGPP, the quadrant-

bit codes are first extracted from faces, and in order to

encode the phase variations, global Gabor phase pattern

(GGPP) and local Gabor phase pattern (LGPP) are derived.

GGPP and LGPP are then split into the non-overlapping

rectangular regions. From the above regions, spatial his-

tograms are extracted and concatenated into an extended

histogram feature to represent the original image. The

recognition is carried out with the nearest-neighbor clas-

sifier, using the histogram intersection as the similarity

measurement. Finally, face patterns are verified with POC

based matching technique to improve the accuracy of the

system. This method improves the result both distribution

wise and content wise. Experiments are done on the large

scale ORL, YALE, FERET and DCSKU databases.

Experimental results show that the proposed method is

promising and is comparable with the advanced face rec-

ognition algorithms reported in the literature.

Keywords Feature extraction � Gabor � Gabor phase
pattern � Phase only correlation

1 Introduction

Identifying a person poses a serious challenging task for

computers. There are various recognition system developed

in different areas such as fingerprint recognition, face

recognition, speech recognition and iris recognition. Due to

the different commercial and law enforcement applica-

tions, the face recognition has become one of the most

interesting research topics. Face recognition is challenging

since it is a real world problem. Human face does not have

easily identifiable features and edges and consequently its

recognition becomes a complex task. It is difficult to

develop an accurate mathematical model for face recog-

nition that can be kept as a reference for the study of the

image. Aging, shape, pose, poor lighting, occlusion, sun-

glasses, long hair, occlusion and low resolution are some of

the major factors that influence the face recognition prob-

lem [1].

Researchers have included various dimensionality

reduction technique such as principal component analysis

(PCA) [2], linear discriminant analysis (LDA) [3], inde-

pendent component analysis (ICA) [1], discriminant com-

mon vector (DCV) [4], kernel-PCA, kernel-LDA [5],

kernel-DCV [6], etc. for the enhancements of accuracy of

face recognition. In order to train the classifiers for the face

recognition, techniques such as SVM, Adaboost, Neural

Network and Bayesian Network are used. In these methods,

multiple training images for each subject is required in

addition to the corresponding dimensionality reduction

techniques to obtain an accurate output. In real time situ-

ations, multiple images for each subject may not be

available.

Several variations are encoded as intensity such as

albedo and shape of the object, lighting, etc. Different

feature extraction and selection methods are used for the
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purpose of eliminating the external components. Marr and

Hildreth [7] first introduced the Laplacian of Gaussian

(LoG) in order to achieve the goal of deriving the features

at a particular stage. This method was introduced to sim-

ulate the lateral inhibition for edge detection. For the

increase in the efficiency of the descriptor, the feature

extractor must be anisotropic. This property simultaneously

enhances the feature and orientation to a certain desired

value. The Gabor transformation has been mostly used in

the field of image processing and the pattern recognition

tasks recently [8, 9]. In Gabor wavelet [10], Gaussian

envelope modulates the sinusoidal plane wave with a cer-

tain frequency and orientation. The spatial frequency

structure as well as the information of the spatial relations

in the image can be characterized with the wavelet. It is

also adaptable for the extraction of the orientation depen-

dent frequency contents of the patterns.

The Gabor wavelet for the face recognition using the

dynamic link architecture (DLA) framework is proposed by

Lades et al. [11]. Wiskott et al. [9] proposed a Gabor

wavelet based elastic bunch graph matching (EBGM)

method to recognize and label the human faces. In this

method, the face is represented as a graph where each node

consists of a cluster of coefficients called as a jet. He

measured various dimensions of the face using a distance

vector based on the edge of the graph. Liu and Wechsler

[8] discussed a high accuracy face recognition system

based on the Gabor phase features. Shan et al. [12] pro-

posed an AdaBoost based strategy to select the discrimi-

native features from the magnitude part of the Gabor

feature, and trained with a Fisher classifier to make a final

classification. Gabor wavelet has many applications in the

areas such as data compression [14], optical character

recognition (OCR) [15], texture analysis [16], fingerprint

recognition [15], and so on. The Gabor phase feature has

been used efficiently in iris and palm print identification

[17, 18].

The histogram method has been widely adopted for

analyzing and recognizing facial images [19, 20]. This

method is robust to noise and local image transformations.

Swain and Ballard [21] proposed the first work where the

histogram is used for identification of 3D objects. Even

though traditional recognition systems use histogram

method in many applications, this method has some limi-

tations since it suffers losing the structural information of

the object. Multiresolution histograms have been proposed

to encode the structure information by convolving the

image with Gaussian filters, difference of Gaussian or

Gabor filters [19].

The novel approach based on local binary pattern (LBP)

is proposed by Ahonen et al. [20]. This method utilized the

features such as shape and texture related to the represen-

tation of face images. The use of LBP features is based on

the idea that the face images may be treated as a compo-

sition of micro-patterns. The magnitude of the Gabor fea-

ture and the LBP operator was combined by Zhang et al.

[19], in which the local Gabor binary pattern histogram

sequence (LGBPHS) is discussed. This method gave better

performance compared with other face recognition systems

using the standard databases. Both the methods were based

on the spatial histogram. This can efficiently capture the

structural information of the face image and also it pro-

vides a good matching strategy. The limitation of LGBPHS

method is that it gives low recognition rate when applied

on faces with different anomalies such as poor lighting

conditions, expressions, accessories and different complex

backgrounds.

In this paper, we propose a robust face recognition

method based on the efficient object descriptor of histo-

gram of Gabor Phase Pattern (HGPP) [22, 23], supple-

mented by phase only correlation (POC). HGPP generates

a Gabor phase pattern (GPP) based on the combination of

the spatial histograms and the Gabor phase information

encoding scheme. The direct extraction of the features

without the use of the training procedure makes this

method different from other learning-based face recogni-

tion methods. GPP captures the variations that are extracted

from the change in orientation of the Gabor wavelet at

particular frequency. GPP is further classified into GGPP

and LGPP, where GGPP captures the variations that are

derived from the change in orientation of Gabor wavelet at

a particular frequency and LGPP encodes the local neigh-

borhood variations by using a novel local XOR pattern

(LXP) operator. Both GGPP and LGPP are then split into

the rectangular non-overlapping regions. Now, the spatial

histograms are extracted and concatenated into an extended

histogram feature to represent the original image. Finally,

the recognition is carried out with the nearest-neighbor

classifier, using the histogram intersection as the similarity

measurement. After finding out the similarity measure-

ment, we will get a candidate image matched with the

database image. The matched image is further verified

using the POC technique to improve the recognition rate

and rejection rate of the proposed system.

The rest of this paper is organized as follows. Sect. 2

discuss about the face representation using GPP. Sect. 3

introduces the proposed method and Sect. 4 presents the

details experimental analysis of the proposed method after

applying it on different standard datasets. Conclusions are

drawn in Sect. 5.

2 Face representation using GPP

In this section, we present the local feature based image

representation method using Gabor phase differences
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between the referencing pixel and its neighboring pixels at

each scale and orientation, with phase difference definition

and encoding rules. Gabor wavelets are biologically

motivated convolution kernels in the shape of plane waves,

restricted by a Gaussian envelope function [9]. The stan-

dard form of a 2D Gabor filter is defined as:

wu;v zð Þ ¼ jjku;vjj2
r2

e
�jjku;v jj2 jjzjj2

2r2 eik
z
u;v � e

�r2

2

h i

ð1Þ

where ku;v
�! ¼ kjx

kjy

� �

¼ kvcos/u

kvsin/u

� �

; kv ¼ fmax
2v=2

,/u ¼

u p=8ð Þ; v ¼ 0; . . .; vmax�1½ �; u ¼ ½0; . . .; umax�1�; vmax ¼
5; umax ¼ 8 and r ¼ 2p:v is the frequency, u is the orien-

tation and r determines the ratio of the Gaussian window

width to wavelength [11]. Gabor filter is a product of a

Gaussian envelope and a complex plane wave. The first

term in the square brackets in (1) determines the oscillatory

part of the Gabor filter and the second term compensates

for the DC value. The Gabor transformation of a given face

image is defined as its convolution with the Gabor filter

Gu;v zð Þ ¼ I zð Þ � wu;v zð Þ ð2Þ

where I is the input image, z = (x,y) is the face image

position and * indicates the convolution operator. Gu;v zð Þ is
the convolution result corresponding to the Gabor filter at

frequency v and orientation u. The Gabor filter coeficient

Gu;v zð Þ is a complex, which can be rewritten as [24] :

Gu;v zð Þ ¼ Au;v zð Þ:eihu;vðzÞ ð3Þ

with one magnitude term Au;v zð Þ, and one phase term

hu;vðzÞ. The magnitude varies slowly with spatial position,

while the phase rotate in a particular rate with positions.

Visualization of the Gabor magnitude and phase [22] are

shown in Fig. 1. Table 1 discuss about various parameters

of Gabor wavelets. Sets of Gabor wavelets for different

orientations are discussed in Table 2.

3 Proposed face recognition technique

In this section, we propose a robust face recognition

method based on effective object descriptor HGPP with

POC. HGPP method is based on the combination of the

spatial histogram and Gabor phase information encoding

scheme. To encode the Gabor phase information two

methods are used; GGPP and LGPP. GGPP and LGPP are

defined based on the quadrant-bit codes of Gabor real and

imaginary parts, PRe
u;v Zð Þ;PIm

u;v Zð Þ, proposed by Daugman

for iris recognition [18]. GGPP encodes the orientation

information at each frequency and LGPP encodes the local

neighborhood variations at each orientation and frequency.

They are then divided into non-overlapping rectangular

regions, from which spatial histograms are extracted and

concatenated into an extended histogram feature to

Fig. 1 Visualization of the Gabor magnitude and phase. a Gabor

magnitude. b Gabor phase

Table 1 Units for magnetic properties

Parameter Symbol Values

Orientation h 0; p
8
; 2p
8
; 3p
8
; 4p
8
; 5p
8
; 6p
8
; 7p
8

� �

Wavelength k 4; 4
ffiffiffi

2
p

; 8; 8
ffiffiffi

2
p

; 16
� �

Phase u 0; p
2

� �

Gaussian radius r r ¼ k

Aspect ratio c 1

Table 2 Sets of Gabor wavelets for different orientations

No of Gabor wavelets Values

5 h ¼ 0

10 h ¼ p
8
; 7p
8

� �

15 h ¼ 0; 2p
8
; 4p
8

� �

20 h ¼ 0; 2p
8
; 4p
8
; 6p
8

� �

40 h ¼ 0; p
8
; 2p
8
; 3p
8
; 4p
8
; 5p
8
; 6p
8
; 7p
8

� �
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represent the face image. Recognition is performed by

using nearest-neighbor classifier with histogram intersec-

tion as the similarity measurement. After finding out the

similarity measurement, a candidate image matching with a

particular database image is obtained which is further

verified using POC technique.

3.1 Quadrant bit coding (QBC)

QBC proposed in [22] is used to encode GGPP and LGPP.

Quadrant-bit codes of Gabor real and imaginary parts

(PRe
u;v Zð Þ;PIm

u;v Zð Þ) is based on GPP. The following rules are

used for encoding the QBC [22].

PRe
u;v Zð Þ ¼ 0; if Re Gu;v Zð Þ

� 	

[ 0

1; if Re Gu;v Zð Þ
� 	

\ ¼ 0
ð4Þ

PIm
u;v zð Þ ¼ 0; if Im Gu;v Zð Þ

� 	

[ 0

1; if Im Gu;v Zð Þ
� 	

\ ¼ 0
ð5Þ

where Re Gu;v Zð Þ
� 	

and Im Gu;v Zð Þ
� 	

are respectively the

real and imaginary parts of the Gabor coefficient.

Daugmans encoding method, given by (4) and (5) can be

reformulated as follows:

PRe
u;v Zð Þ ¼ 0 if hu;v zð Þ 2 I; IVf g

1; if hu;v Zð Þ 2 I; IIIf g
ð6Þ

PIm
u;v Zð Þ ¼ 0; if hu;v Zð Þ 2 I; IIf g

1; if hu;v Zð Þ 2 III; IVf g
ð7Þ

where hu;v zð Þ is the Gabor phase angle for the pixel at the

position. It is obvious that (6) and (7), the so called QBC,

assign two bits for each pixel according to the quadrant in

which the Gabor phase angle lies. QBC is relatively stable,

and it is actually the quantification of Gabor feature. This

encoding procedure [22] can be understood more clearly as

shown in Fig. 2.

3.2 HGPP extraction and similarity measurement

GGPP and LGPP patterns are then extracted from the QBC

using the encoding and LXP techniques described in [22].

In Daugmans iris recognition method, QBC are directly

used to form the representation of an iris image and the

classification is achieved by hamming distance. To model

them more efficiently and compactly, spatial histogram

method is exploited to model the encoded GPPs (GGPP

and LGPP). The reason for using histogram based

approaches lies in the observations that the GPPs (both

GGPP and LGPP micro-patterns) look like the images with

rich structural textures and histogram serves as a good

description tool for representing the texture images [25,

26]. However, a single global histogram suffers from losing

the structure information of the object. In order to preserve

the spatial information in the histogram features, the GPP

images are spatially divided into the non-overlapping

rectangular regions, from which the spatial histograms

represented are extracted. Then, all of these histograms are

concatenated into a single extended histogram feature, the

so-called HGPP as in [22].

As a kind of histogram-based object representation

method, HGPP cannot be matched directly by the tradi-

tional distance measurements such as Euclidean distance.

Although there are several methods for the histogram

matching, such as histogram intersection, Chi square dis-

tance etc., in this paper, histogram intersection is being

exploited as the similarity measurement [22].

Given two histograms, H1 and H2, their similarity based

on histogram intersection is computed as follows:

S H1;H2ð Þ ¼
XB

i¼1

minðH1i;H2iÞ ð8Þ

where B is the number of bins in the histogram, H1i and

H2i denotes the frequency of GGPP and LGPP micro-

patterns in the ith bin, respectively.

3.3 Phase only correlation (POC)

When a face image is given as input to the proposed system,

HGPP and histogram intersection similarity measurement

finds an appropriate match with one of the images in the

face database. To improve the accuracy of the proposed face

recognition system, the matched image obtained from the

previous phase is either accepted or rejected using a POC

based decision technique. In POC based decision technique,

a threshold value is used which was empirically found out

Fig. 2 Quadrant bit coding of Gabor phase
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by conducting experimental analysis on different standard

databases. POC function is defined as 2D inverse Fourier

transform for the cross-phase spectrum of two images [27].

Consider two images of size M1 �M2 as f ðm1;m2Þ and
gðm1;m2Þ. Let Fðk1; k2Þ and Gðk1; k2Þ be their 2D discrete

Fourier transforms of f and g, respectively. Cross-phase

spectrum or normalized cross spectrum RFG is defined as

the conjugate of Gðk1; k2Þ multiplied by Fðk1; k2Þ divided

by its absolute value as follows.

RFG k1; k2ð Þ ¼ F k1; k2ð ÞG k1; k2ð Þ
F k1; k2ð ÞG k1; k2ð Þ














¼ ejh k1;k2ð Þ ð9Þ

When 2D Inverse Fourier Transform is applied on (9),

the POC function is generated as follows.

rfg m1;m2ð Þ ¼ 1

M1M2

X

RFG k1; k2ð ÞW�k1m1

M1
W

�k2m2

M2
ð10Þ

The POC function in (10) holds some interesting prop-

erties that can be used for face recognition applications.

One of the most remarkable properties of POC function,

shown in Fig. 3 is that when two images are similar in

nature, their POC function rfgðm1;m2Þ gives a distinct

sharp peak. When the two images are dissimilar, the top

most peak drops significantly as shown in Fig. 4. The

height of the top peak is a good measure to judge the

similarity between the two images. Thus the POC function

exhibits much higher discrimination capability than

ordinary correlation function. Figure 5 shows the flowchart

of the entire working flow of the proposed system.

4 Results and discussions

Face recognition is one of the most challenging research

topics in computer vision and patter recognition. Many

approaches, such as Eigenface [28], Fisherface [29], Gabor

Fisher classifier (GFC) [11] and LGBPHS [19] are available

for comparisons. In this section, we have conducted com-

parison experiments on 4 large-scale face databases; ORL,

YALE, FERET and DCSKU database. The ORL database

of faces contains ten different images of each of 40 distinct

subjects. For some subjects, the images were taken at dif-

ferent times, varying the lighting, facial expressions and

facial details. The Yale database contains 165 gray scale

images in GIF format of 15 individuals. There are 11

images per subject, one per different facial expression or

configuration: center-light, with glasses, happy, left-light,

without glasses, normal, right-light, sad, sleepy, surprised

and wink. In FERET database, Fa containing 1,196 frontal

images, Fb containing 1195 images of expression variations

and Fc containing 194 images taken under different illu-

mination conditions, are considered. DCSKU (Department

of Computer Science, Kerala University) database consists

of 1,000 face images including 100 males and 50 females in

different variation on lighting, expression, background and

aging. In our experiments, all face images are normalized to

128 9 128. The system is tested using MATLAB 7.0 and is

executed on Pentium- IV, 3.20 GHz processor with 1 GB of

memory. The sample images in the ORL, YALE, FERET

and DCSKU databases are shown in Fig. 6, 7, 8 and 9,

respectively. Table 3 shows the comparative analysis of the

proposed method with other methods based on recognition

rate (Rrec) and rejection rate (Rrej). Higher recognition and

rejection rate of the proposed method is due to the higher

discrimination nature of POC.

4.1 Selection of threshold value

In the POC phase, a threshold value is set based on

experimental analysis conducted on different standard

Fig. 3 Examples of POC function—distinct sharp peak for same image types
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Fig. 4 Example of POC function—NO distinct peak for two different images

Fig. 5 Flowchart of the

proposed method
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databases. Figure 10 shows the relationship between

threshold values and recognition rates. From the figure, we

can conclude that higher recognition rate is achieved at a

threshold value of 40. So in all the subsequent experi-

mental analysis, we set a threshold value of 40.

4.2 Experiment 1: on image size and gabor filters

Our first experiment aims to investigate the influence of the

size of the normalized face image, as well as the frequency

range of the Gabor filters (parameter fmax). In this experi-

ment, we try to select a better fmax empirically. Three cases

are considered, i.e., 128 9 128 image size with fmax ¼ p=2,

88 9 88 image size with fmax ¼
ffiffiffi

2
p

p=2, and 64 9 64

image size with fmax ¼ p. Table 4 shows the RRec and RRej

of the proposed method for different sizes of the normal-

ized images and with different values for Gabor parameter

fmax: From the table, we can conclude that HGPP using

128 9 128 image size with fmax ¼ p=2 is better than that

using 88 9 88 image size with fmax ¼
ffiffiffi

2
p

p=2, and con-

siderably outperforms that using 64 9 64 image size with

fmax ¼ p. Experimental results show that the better per-

formance can be achieved with the larger image size and an

appropriate fmax. Therefore, in the following experiments,

Fig. 6 Samples in the ORL database

Fig. 7 Samples in the YALE database

Fig. 8 Samples in the FERET database

Fig. 9 Samples in the DCSKU database
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we fix the image size to be 128 9 128 with the Gabor

parameter fmax ¼ p=2.

4.3 Experiment 2: comparisons based on DCSKU

evaluation protocol

More experiments are conducted on another large-scale

face database, DCSKU, for further validation of the pro-

posed method. Currently, the DCSKU face database con-

tains 1,000 images of 150 individuals (100 males and 50

females) with varying pose, expression, accessory, and

lighting. According to the DCSKU evaluation protocol,

experiments are conducted on the 4 probe sets, i.e.,

expression, aging, lighting and background. Table 5 dis-

cuss about experiment analysis performed on DCSKU

database with different probe sets. From the table, we can

conclude that the proposed method gives higher recogni-

tion rates for all the different probe sets. Figure 11 shows

the samples taken from DCSKU database belonging to the

different probe sets.

4.4 Experiment 3: on the size of subregion

After the input face image is transformed to the GPP do-

main, we use the sub region histograms to model the face.

The advantage of the spatial histogram over the holistic

histogram lies in its preservation of the spatial structure

information. However, the size of the sub region has to be

determined to balance the spatial locality and compactness

of the model. Therefore, we do the experiments on the

ORL, YALE, FERET and DCSKU databases to examine

the influence of the sub region size on the recognition rate.

As the previous experiments suggest, we conducted the

experiments based on the images of size 126 9 128 with

fmax ¼ p=2. Six different sub region sizes, 32 9 64,

32 9 32, 32 9 16, 16 9 16, 16 9 8 and 8 9 8, are tested.

As expected, a too-large subregion size may degrade the

system due to the loss of much spatial information as

shown in Fig. 12. However, a small subregion size will

also result in the increase of the model complexity.

Fig. 10 Relationship between

threshold value and recognition

rates for the proposed method

Table 3 Comparison of Proposed method with other methods based on the recognition rate RRecð Þ and rejection rate RRej

� 	

Database Methods

Eigenface [28] Fisherface [29] GFC [11] LGBPHS [19] HGPP [22] Proposed method

RRec RRej RRec RRej RRec RRej RRec RRej RRec RRej RRec RRej

ORL 88.1 72.2 87.2 61.1 89.7 67.5 98.3 – 98.9 – 99.8 97.0

YALE 85.8 68.7 81.2 74.4 86.3 69.9 96.2 – 97.3 – 98.7 97.1

FERET 80.5 58.8 82.5 50.2 84.5 59.8 98.6 – 98.8 – 98.9 98.2

DCSKU 50.4 46.3 54.4 41.6 58.3 48.2 93.5 – 93.7 – 96.9 94.2

Table 4 Recognition rates RRecð Þ and rejection rates RRej

� 	

of the

proposed method for different sizes of the normalized images

Database Size

64� 64,

fmax ¼ p

88� 88,

fmax ¼
ffiffiffi

2
p

p=2

128� 128,

fmax ¼ p=2

RRec RRej RRec RRej RRec RRej

ORL 98.23 99.32 99.19 98.42 99.75 99.43

YALE 98.67 99.00 98.42 98.58 98.95 98.42

FERET 95.27 95.75 97.26 94.28 97.34 94.78

DCSKU 90.32 92.32 94.12 93.24 93.34 95.89
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4.5 Experiment 4: on the number of histogram bins

Following experiments show that the performance of

HGPP is also affected by the number of histogram bins.

Using a small number of histogram bins makes the feature

vector shorter but loses more information. The full- length

histogram will also increase the model complexity and

become more sensitive to the noise. One has to choose an

appropriate number of bins in order to balance the effi-

ciency and model complexity. In this paper, the uniform

quantization method is used to partition the sub region

histogram with equal intervals, i.e., [0,…, 256/B - 1],

[256/B,…, 2 9 256/B - 1],…., [256 - 256/B,…., 255],

where B represent the number of histogram bins. It is

obvious that the length of the histogram feature will be

greatly reduced when the number of histogram bins is

changed from 256 to 16. However, the performance does

not suffer a great deal. For example, changing from 256

bins to 32 bins, the recognition rate drops only from 99.75

to 97.5 % on the ORL database. Figure 13 shows the

relationship between the number of histogram bins and

recognition rates.

Fig. 11 Samples in DCSKU database. Rows 1, 2, 3, 4 show the

expression faces, lighting faces, accessory faces and different

background faces respectively

Fig. 12 Recognition rates of the proposed method for different sub regions values

Table 5 Experimental analysis performed on DCSKU database with different probe sets

Probe sets Methods

Eigenface [28] Fisherface [29] GFC [11] LGBPHS [19] HGPP [22] Proposed method

RRec RRej RRec RRej RRec RRej RRec RRej RRec RRej RRec RRej

Accessory 39.1 42.3 65.1 51.4 78.8 62.4 90.3 – 91.8 – 93.3 92.0

Lighting 42.7 46.7 68.3 71.28 74.3 68.4 89.2 – 90.6 – 94.7 96.0

Expression 58.1 56.7 71.2 72.2 80.4 72.8 88.7 – 92.9 – 98.2 94.2

Background 80.4 56.3 65.1 51.6 71.3 58.9 85.3 – 93.7 – 98.9 92.2
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4.6 Experiment 5: comparative analysis

of the proposed method with other state-of-the-art

methods

The performance of the proposed method has been com-

pared with other advanced methods already reported in the

literature. Some of the state-of-the-art methods reported in

the literature are Linear Regression for Face Recognition

[30], local derivative pattern (LDP) versus LBP [31], Age-

invariant face recognition [32] and local texture feature

(LTF) [33].

From the comparative analysis, it has been found that

our proposed method gives better recognition and rejection

rate compared to other advanced methods. Performance

analysis of advanced methods as well as the proposed

method (in terms of recognition and rejection rate) is

shown in the Table 6. From the table it can be concluded

that our proposed method outperforms advanced methods

reported in the literature.

5 Conclusion

A novel face recognition system is proposed here based on

Gabor phase feature and POC. A good recognition and

rejection rate has been achieved by the proposed method,

especially in the case of face images with different

anomalies. The major features of the proposed method are

as follows; (i) Since HGPP is not a learning-based face

recognition method, the problems faced by the traditional

learning-based methods is avoided, (ii) rather than using

Gabor magnitude, Gabor phase has been used in HGPP in

order to derive intrinsic object information, and (iii) POC

improves the recognition and rejection rate of the proposed

system. Experiments are conducted using large scale dat-

abases such as ORL, YALE, FERET and DCSKU. From

the experimental analysis, it can be concluded that pro-

posed method yields better recognition rate and accuracy

than other methods.
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