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Robust Frequency and Timing
Synchronization for OFDM

Timothy M. Schmidl and Donald C. Coxellow, IEEE

Abstract—A rapid synchronization method is presented for spacing between the subcarriers without a large degradation in
an orthogonal frequency-division multiplexing (OFDM) system system performance [1].

using either a continuous transmission or a burst operation over ~tpare have been several papers on the subject of synchro-
a frequency-selective channel. The presence of a signal can be . tion for OFDM i i M . th .
detected upon the receipt of just one training sequence of two Nization for Or In recent years. Moose gives the maximum
symbols. The start of the frame and the beginning of the symbol likelihood estimator for the carrier frequency offset which is
can be found, and carrier frequency offsets of many subchannels calculated in the frequency domain after taking the FFT [2].
spacings can be corrected. The algorithms operate near the He assumes that the symbol timing is known, so he just has to
Cramér-Rao lower bound for the variance of the frequency gy the carrier frequency offset. The limit of the acquisition
offset estimate, and the inherent averaging over many subcarriers for th ier f ffset dsl h b .
allows acquisition at very low signal-to-noise ratios (SNR's). range for the carrier frequency offsetsl/2 the subcarrier
spacing. He also describes how to increase this range by using
shorter training symbols to find the carrier frequency offset.
For example shortening the training symbols by a factor of
two would double the range of carrier frequency acquisition.
|. INTRODUCTION This approach will work to a point, but the estimates get

N AN orthogonal frequency-division multiplexing (OFDM)WOrse as the symbols get shorter becauge_ there are fewer
I system, synchronization at the receiver is one importa$ﬁ‘mp|es over which to average, and the training symbols need
step that must be performed. This paper describes a metf@de kept longer than the guard interval so that the channel
to acquire synchronization for either a continuous stream fPUlse response does not cause distortion when estimating
data as in a broadcast application or for bursty data asli¢ frequency offset. _ _
a wireless local area network (WLAN). In both cases the Nogami and Nagashima [4] present algorithms to find the
receiver must continuously scan for incoming data, and ragfi@’ier frequency offset and sampling rate offset. They use
acquisition is needed. The ratio of the number of overhead bshull symbol where nothing is transmitted for one symbol
for synchronization to the number of message bits must be k@§fiod so that the drop in received power can be detected to
to a minimum, and low-complexity algorithms are needed. find the beginning of the frame. The carrier frequency offset

Synchronization of an OFDM signal requires finding th& found in the frequency domain after applying a Hanning
symbol timing and carrier frequency offset. Symbol timingvindow and taking the FFT. The null symbol is also used in
for an OFDM signal is significantly different than for a singlé11]. This extra overhead of using a null symbol is avoided by
carrier signal since there is not an “eye opening” where U$ing the technique described in this paper. If instead of a con-
best sampling time can be found. Rather there are hundreddi¢ous transmission mode, a burst mode is used, it would be
thousands of samples per OFDM symbol since the numberdifficult to use a null symbol since there would be no difference
samples necessary is proportional to the number of subcarri@@iween the null symbol and the idle period between bursts.
Finding the symbol timing for OFDM means finding an Van de Beek [3] describes a method of using a correlation
estimate of where the symbol starts. There is usually somyéh the cyclic prefix to find the symbol timing. If this method
tolerance for symbol timing errors when a cyclic prefix i¥vere used to find the symbol timing, while using one of the
used to extend the symbol. Synchronization of the carrigfevious methods to find the carrier frequency offset, there
frequency at the receiver must be performed very accurata§Quld still be a problem of finding the start of the frame to
or there will be loss of orthogonality between the subsymbolhow where the training symbols are located.

OFDM systems are very sensitive to carrier frequency offsetsClassen introduces a method which jointly finds both the
since they can only tolerate offsets which are a fraction of tigmbol timing and carrier frequency offset [5]. However, it
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Fig. 1. Block diagram of OFDM transmitter.
decoding &  —bit stream

deinterleaving

Fig. 2. Block diagram of OFDM receiver.

of carrier frequency offset. The method in this paper avoidsain, which will remain identical after passing through the
the extra overhead of using a null symbol, while allowinghannel, except that there will be a phase difference be-
a large acquisition range for the carrier frequency offset. Bween them caused by the carrier frequency offset. The two
using one unigue symbol which has a repetition within half flsalves of the training symbol are made identical (in time
symbol period, this method can be used for bursts of datadoder) by transmitting a pseudonoise (PN) sequence on the
find whether a burst is present and to find the start of the bursten frequencies, while zeros are used on the odd frequen-
Acquisition is achieved in two separate steps through tieees. This means that at each even frequency one of the
use of a two-symbol training sequence, which will usuallpoints of a QPSK constellation is transmitted. In order to
be placed at the start of the frame. First the symbol/franmeaintain an approximately constant signal energy for each
timing is found by searching for a symbol in which thesymbol the frequency components of this training symbol are
first half is identical to the second half in the time domairmultiplied by /2 at the transmitter, or the four points of
Then the carrier frequency offset is partially corrected, arile QPSK constellation are selected from a larger constel-
a correlation with a second symbol is performed to finkhtion, such as 64-QAM, so that points with higher energy
the carrier frequency offset. can be used. Transmitted data will not be mistaken as the
start of the frame since any actual data must contain odd
Il. OFDM PRINCIPLES frequencies. Note that an equivalent method of generating
The OFDM signal is generated at baseband by taking ttiés training symbol is to use an IFFT of half the normal
inverse fast Fourier transform (IFFT) of quadrature amplitudéize to generate the time domain samples. The repetition is
modulated (QAM) or phase-shift keyed (PSK) subsymbotot generated using the IFFT, so instead of just using the
ek = ax + jbi, (Fig. 1). In the figure, the block P/S representgven frequencies, a PN sequence would be transmitted on
a parallel-to-serial converter. An OFDM symbol has a usefall of the subcarriers to generate the time domain samples
period?” and preceding each symbol is a cyclic prefix of lengtivhich are half a symbol in duration. These time-domain
T,, which is longer than the channel impulse response samples are repeated (and properly scaled) to form the first
that there will be no intersymbol interference (ISI) [6]. Thdraining symbol.
frequencies of the complex exponentials gre= /7, and The second training symbol contains a PN sequence on the

the useful part fo2 N + 1 subcarriers is given by
N

u(t) = Z cr exp(52m fit), 0<t<T.
k=—N

odd frequencies to measure these subchannels, and another
PN sequence on the even frequencies to help determine

frequency offset. Table | illustrates the use of PN sequences

in the training sequence for an OFDM signal with nine

(1)

The baseband signal is quadrature modulated, up-converte§4gcarriers with the points chosen from a subset of a 64-
the radio frequency (RF) and transmitted through the chann@AM constellation. The selection of a particular PN sequence
At the receiver (Fig. 2), the signal is down-converted to afhould not have much effect on the performance of the
intermediate frequency (IF), and quadrature demodulated. TH&chronization algorithms. Instead the PN sequence can be
block S/P represents a serial-to-parallel converter. A carrfefosen on the basis of being easy to implement or having a low
frequency offset OfAf causes a phase rotation B’thAf peak-to-average power ratio so that there is little distortion in
If uncorrected this causes both a rotation of the constellatiff#e transmitter amplifier.
and a spread of the constellation points similar to additive Complex samples,,, are taken by mixing the received
white Gaussian noise (AWGN). A symbol-timing error willSignal down to the IF, splitting the signal into two branches,
have little effect as long as all the samples taken are withultiplying by both the in-phase and quadrature local oscil-

the length of the cyclically-extended OFDM symbol. lators, and low-pass filtering and sampling to get baseband
in-phase and quadrature components (Fig. 2). This can be

expressed mathematically by writing the IF local oscillator
for the in-phase branch as

I1l. ESTIMATION OF SYMBOL TIMING

A. Symbol Timing Estimation Algorithm

The symbol timing recovery relies on searching for a

training symbol with two identical halves in the time do- v;(t) = 2cos(27 firt) 2)
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TABLE | 1
ILLUSTRATION OF USE OF PN SEQUENCES FORTRAINING SYMBOLS
freq. num. k C1k Cok Vg = \/fz—f'f o 0.8
—4 T+7) 5-5] - B 0.6
-3 0 —5-3j E™
-2 —T+7j —5-5j j o4
-1 0 —5+5j E™
0 7+7j —5—5j -1 T o
1 0 5+5j )
2 7-7j —5+3j -1 0 ; :
3 0 5—>5j -1 -0.5 0 0.5 1
4 7+7j 5+95j 1 Timing offset (symbols)

Fig. 3. Example of the timing metric for the AWGN chann8INR = 10
. dB).
and the IF local oscillator for the quadrature branch at the

receiver as
which can also be calculated iterativel®(d) may be used
v(£) = 2sin(2n fipt). (3) as part of an automatic gain control (AGC) loop. A timing
metric can be defined as
Let the output of the mixer after down-conversiondge). The |P(d)2
demodulated signal before the sampler can be expressed as M(d) = (8)

r(t) = LPF{s(t) vi(t)} + jLPF{s(t) vq(t)} (4)  Fig. 3 shows an example of the timing metric as a window
. ] slides past coincidence for the AWGN channel for an OFDM
where LPF{-} means to low-pass filter the terms in th&jgnal with 1000 subcarriers, a carrier frequency offset of 12.4
argument. The output of the in-phase branch is consideredsighcarrier spacings, and an signal-to-noise ratio (SNR) of 10
be real and the output of the quadrature branch is consideregit9 where the SNR is the total signal (all the subcarriers) to
be imaginary. This is a mathematical convention to represgise power ratio. The timing metric reaches a plateau which
the in-phase and quadrature components as a complex NUMRZE. a length equal to the length of the guard interval minus
After sampling, the complex samples are denoted,as the length of the channel impulse response since there is no
Consider the first training symbol where the first half igS| within this plateau to distort the signal. For the AWGN
identical to the second half (in time order), except for a phag@annel, there is a window with a length of the guard interval
shift caused by the carrier frequency offset. If the conjugate @where the metric reaches a maximum, and the start of the frame
a sample from the first half is multiplied by the correspondingan be taken to be anywhere within this window without a loss
sample from the second half’{2 seconds later), the effect ofin the received SNR. For the frequency selective channels, the
the channel should cancel, and the result will have a phdsagth of the impulse response of the channel is shorter than
of approximatelyyp = #T'Af. At the start of the frame, the guard interval by design choice of the guard interval, so
the products of each of these pairs of samples will hatee plateau in the maximum of the timing metric is shorter
approximately the same phase, so the magnitude of the stivan for the AWGN channel.
will be a large value. This plateau leads to some uncertainty as to the start of
Let there beL complex samples in one-half of the firstthe frame. For the simulations in this paper, OFDM symbols
training symbol (excluding the cyclic prefix), and let the surare generated with 1000 frequencies00 to 499. They are

of the pairs of products be slightly oversampled at a rate of 1024 samples for the useful
part of each symbol. In an actual hardware implementation, the
L-1 ratio of the sampling rate to the number of frequencies would
P(d) = Z (TatmTd+m+L) (5) be higher to ease filtering requirements. The guard interval is
m=0 set to about 10% of the useful part, which is 102 samples.

which can be implemented with the iterative formula B. Performance of Symbol Timing Estimator
P(d+1) = P(d) + (v} prasor) — (rirasr). (6) There are two issues to consider when evaluating the
performance of the symbol timing estimator. First, since the
Note thatd is a time index corresponding to the first sample iiming metric is also used to determine whether the training
a window of2L samples. This window slides along in time a§eduence has been received, there is a probability of either
the receiver searches for the first training symbol. The receiv@tissing a training sequence and not detecting the signal or

energy for the second half-symbol is defined by fa!sely detecting. a .trai.ning sequence when none is there. In
this paper the distribution of the timing metric at the correct

L-1 start of the frame is calculated. Using this distribution, the
R(d) = Z rasmar]? (7) number of samples that need to be processed during the
m=0 detection phase can be determined and a threshold can be
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set for this detection. Second, there is some degradationténms.sj ... s4,,.+m+z has an expected value @62, and

performance if the symbol timing estimate deviates from thadl the other terms have an expected value of zero.

correct region. Simulations are performed to find the effect of For R(d.), the magnitude of each term could be taken by

extra interference that is introduced by poor symbol timingdding the squares of the real and imaginary parts. Instead,

estimates for two types of channels. we can define a new set of orthogonal axes in which one axis
1) Distribution of Timing Metric: Let each complex sam-is in the direction of the termsy, . ..+r and the other is

ple r,, = s, + n, be made up of a signal and a nois@erpendicular to it.

component. Let the variance of the real and imaginary cor?{-(d )
ponents be: Opz_l
. 2
E[Re{sm}Q] = E[Im{sm}Q] =2 9) = Z (|3d0pt+m+L| +mPhasesdopﬁmH{ﬂdopt+nl+L})
E[Re{nm}?] = E[lm{nm}?] = o2 10 meo
[Re{nm}’] [Ln{nm}?] = oy, (10) + (quadrature,, {napyeymir})’ (13)

so that the SNR is? /o7.. To find the mean and variance of the ‘uPL
estimator at the best symbol timing, first look Btd) which ’
can be written as

ases, .. .1} means to take the component in
the direction ofsg_ , 4.m4 2. By the CLT,R(d) is also Gaussian
with mean 2L(¢% + o2). Note that for usable values of

L-1 SNR, the mean is much greater than the standard deviation.
P(d) = Z SqrmSdym+L + SigpmNdmtL Thus, for the Gaussian approximation, the probability of

m=0 R(dopt) < 0is insignificantly small making the approximation

+ Sdtm+LNaym + NapmMdtmtL (11) ofthe nonnegative?(d,;) by a Gaussian reasonable. Another

o ] ) equivalent way of thinking about the distribution is that
At the correct symbol timing, this can be broken into parts th%(dopt) is Rician with the mean much larger than the standard
are in-phase and quadrature to #le ., sd,,.+m+z PrOdUCt geviation, In this case the Gaussian approximation may be
which has phase. This is just another way of looking at ,caq 8.

the problem with a new set of axes with one axis in the  pefine the square root a¥/(d) to be ¢(d) = | P(d)|/R(d)
direction and the other axis perpendicular to it. For usabdgee (14) at the bottom of the page).

values of SNR, when the magnitude is taken the quadraturesince the standard deviations of both the numerator and
part will be small compared to the in-phase part and can Rgnominator are much smaller than the means, the approx-

neglected, so imation a(1 + b)/(1 + ¢) ~ a(l + b — ¢) can be used.

-1 Another way to explain this is that there is a Gaussian random
|P(dopt)| = ¢™7% Z S5 o Sdopebmet L variable in _the numerator and a Gaussian randqm variable in
foour the denominator, and since the standard deviation of both of
L—1 these Gaussian random variables is much smaller than their
+ > inPhasey {55 Mo 4m+L mean values, the above approximation can be used to write
op © . . . . .

m=0 their ratio as a single Gaussian random variable. As long as

+ Sdypetmt LT m + n(’;othrmndothrerL} this approximation holdsy(d.p) is Gaussian with

(12) o2
Hqg = E[(J(dopt)] = O'g T O',QL . (15)

whereinPhase,{-} means the component in thifedirection. ) N ) )
The quadrature part is neglected because the Rician disiiS €an be justified because linear operations on a Gauss-
bution can be approximated by a Gaussian when taking ﬂq@.random variable will result in another Gaussian random
envelope of a dominant signal with Gaussian noise [g]. TH&rable [9]. _

dominant in-phase part is so much larger than the quadraturdVhen calculating the variance, note that

part that the envelope can be approximated by the in-phase eI
part. Note that the first term ofP(d.p)| is much larger
than the second term since th§ ., Sd.,.+m+L Products and
all have phase and add in-phase, while all the other terms inPhases{s% 4 mNdopetmtL b

add with random phases. By the central limit theorem (CLT), e

|P(dopt)| is Gaussian with mea@Lo? since each of thd. = |Saup+merr|inPhases, o {Pdotmer

2
Szopt-l—rnsdopt'i'"l'FL = |3dopt+nl+L| (16)

Q(dopt) =

—jo L—-1 L—-1 . % % %
¢ Ern:O Sdopt +mSdopt+m+L + Ern:O inP hase¢ { Sdopt +mNdopt+m+L + Sdopt +"l+Lndopt +m + ndopt +mNdopt+m+L }

Ean_:B (|3dopt +m+L| +inPhase,, ..., {na,,. +m+L})2 + (quadratureSdopt+m+L {na,,. +m+L})2
(14)
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Since these terms are the same in both the numerator éowkup table can be implemented basedMiid.p:), so that
denominator, they do not contribute to the overall varianceo square roots or divisions need to be performed.

Then Even if there is a frequency selective channel, all the signal
, 20202 4 20t 1 1220202 + ;240 energy will go into the signal component term except when

o7 = var[q(dopt)] = —— L2 1= the length of the channel impulse response becomes so large
L(20'§ + 20’%) that it is longer than the cyclic prefix. At this point, the energy

(14 p2)o202 + (1+242)0s located at longer delays becomes interference and would be

(17) " added to the noise terms.

At a position outside the first training symbol, the terms in
M(dopt) is (q{dopt))?, which is the square of a Gaussiarthe sSUMP(doutside) @dd with random phases since there is not
random variable. Since the variance is much smaller than th@eriodicity for samples spaced hysamples. For the purpose
mean, this also can be approximated by a Gaussian randeihtomputing the mean and variance of the timing metric, the
variable since linear operations performed on a Gaussian raamples can be considered to be composed of just noise terms
dom variable will produce another Gaussian random variabRince noise terms will also add with random phases, so the

o\ 2 statistics will be independent of the SNR. This assumption

M(dopt) = (11q +n(0,07)) is verified by the simulation results shown in Fig. 6 which

- ug + 2440, 03) + (71(0,0'3))2 will be explained later in this sgction. The real and imaginary
9 2 parts of P(doutsiqe) are Gaussian by the CLT. The sum of
~ g 2“‘1”(0’ 0(1) (18) the square of two zero-mean Gaussian random variables, each

wheren(y,0?) is used to denote a Gaussian random variabféth @ variance of 1 is a chi-square random variable with

2L(052 + 02)2

with a mean ofu and a variance 0f2. two degrees of freedom and is represented by the synphol
The expected value is The mean ofy3 is 2 and the variance is 4 [9]. To simplify
. the computations, let the variance of the real and imaginary
ping = E[M(dop)] = s (19) components ofr,, be:

o2 +o2 2
_ _ ( ) E[Re{rm}?] = E[Im{rn,.}?] = 0. (23)
and the variance is

a0 Both Re{P(doutside)} and Im{P(douside)} are Gaussian-
var{M(dop:)] = 4“10(1 ) . distributed with zero mean and a variance 2o, Incor-
_ 20, (1 + pan)oor + (1 + 2pnr)o] (20) porating this scaling factor, we have

Lo+ 02)4

At high SNR the mean is approximately 1 and the variance is
approximately202[(1 + 1)o202]/[L(c3)* ~ 4/(L - SNR). ~ The mean and variance @P(doyssiae)|? are
The value ofM (d,,) also can give an estimate of the SNR,

|P(d0utside)|2 = 2L0—14X§ (24)

which is E[|P(doutsiae)*] = 4L (25)
TN M dO) Var[|P(doutside)|2:| = 16L20'78 (26)
SNR = VM opt) (21)
1— /M (dopt) The denominatoR(d,yiside) has a Gaussian distribution by

This equation is derived from (19). This can be written d€ CLT, and its square is also Gaussian because the standard
SNR = —141/(1 = g(dopt)). The denominatofl — g(dep:)) deviation is much smaller than the mean. Again, this is a
is Gaussian, and its reciprocal will also be Gaussian sinf@ear operation on a Gaussian random variable (using the
the standard deviation is much smaller than the mean for I@RProximation), so the result is also Gaussian. Thus,

values of SNR. Again, this is a linear operation on a Gaussian ) oo N2 4 ond

random variable (after the approximation). Then R(doutside)” ~ ”(L (20’1*) L (20’1*) ) (27)

2

E[ST\I\R] _ % _ SNR where the~ operator means “is distributed.” The ratio of these

o2 two random variables (after dividing both the numerator and
o o2 denominator by a constant) is
var[SNR] = —L—.. (22)
(1= pg)? L3
. . M(doutside) ~ 2L72
This estimator works well for the SNR below 20 dB. Above n(1,%4)
this level, M (d. ) is so close to 1 that an accurate estimate of 1,
the SNR can not be determined, but/(lnly that the SNR is high. ~ X2~ ”<07 ﬁ)
For example, itM (dop) = 0.9, thenSNR = 18.5 = 12.7 dB. 1
This can be used to set a threshold so that very weak signals R Ex% (28)

will not be decoded, or it can be used in a WLAN to feed back
to the transmitter to indicate what data rate will be supportétkere, the variance of the Gaussian random variable is propor-
so that an appropriate constellation and code can be chosertiofal to 1/L? and can be neglected. The mean and variance
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Fig. 4. Expected value of timing metric with = 512. Dashed lines indicate
three standard deviations.
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c - Fig. 6. Mean and variance at an incorrect timing point with= 512 for

] X simulation the exponential channel.

= — theory

. [1I-B-1 can be used to determine both the probability of not
%% 5 10 oy 2 30 35 40 detecting a training sequence when one is present and of

. Variance al correct timing with L = 512 falsely detecting a training sequence when one is not present.
10 u v T T T T As an example of how this can be done, let there be 1000
10k ] subchannels and let = 512. If the system is designed to

8 detect a signal if the SNR is at least 10 dB, then from Egs.

= -5 . . . . .

§°F X ation (19) and (20), when the signal is present the mean is 0.827
107} and the variance i5.58 x 10~*, so the standard deviation is
1 . . . . . . . 2.36 x 102 at the correct timing. If no signal is present, then

0 5 10 T oae 2 30 35 40 from (28) the mean i4.95 x 10~2 and the standard deviation

is also1.95 x 10~2. If the threshold is set at 0.1, then the

Fig. 5. Mean and variance at the correct timing point withl= 512 for the margin for error when the training signal is present is
exponential channel.
0.827 — 0.1

2.36 x 10—2
Similarly, when the signal is not present, the margin for error is

0.1-1.95x%x 1073
(30) 1.95 x 103

=30 standard deviations. (31)
of the timing metric are

E[M(doutside)] = (29)

=

=50 standard deviations. (32)
Var[M(doutside)] = ﬁ
If the desired probability of error of missing a training se-

Fig. 4 shows a plot of the expected value of timing metrigyence is1 x 10~3, this requires that the threshold be 3.1
M(d) versus SNR at both the best timing instant and a poi§fandard deviations below the mean found with (19). When
outside the training symbol. The dashed lines indicate thrggmputing the probability of false detection, note that the
standard deviations from each curve. training signal is not present for most of each frame. If there

Figs. 5 and 6 show the results of simulations performege 100 OFDM symbols within one frame, then most of the
on the exponential frequency selective channels with 10@fe the training symbol is not present. Since the sliding
subcarriers for the correct timing and an incorrect timingyindows for the symbol timing estimator are half a symbol
respectively. The correct timing point was chosen at thgng, there can be about 200 uncorrelated values of the symbol
start of the useful part of the first training symbol, and thgming estimator within one frame. If the probability of false
incorrect timing point was chosen one symbol after that. Fggtection within one frame is desired to be 103, then the
each SNR value, the simulation was run 10000 times, eagfbbability of false detection at any point in time should be

time generating different PN sequences, channels, and nojggouts x 10~6. From [10] the cumulative distribution function
Note that the simulated variance is slightly higher than thegr 2 is

calculated by theory for the incorrect timing. This is caused ) )
because there is a correlation between the signal tefms F(x3) =1 —exp[-x3/2]. (33)
and 744+m+r, While the calculation assumes that they arg, get a probability of error of x 10
independent.

2) Probability of Missing the Training Sequence or of Fals
Detection: The probability distributions calculated in Section (24.4-2)/2 =11.2 standard deviations. (34)

6 requiresy3 to be
!eess than 24.4, which corresponds to
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Signal Power TABLE I
W]////A RepucTion IN SNIR (dB) Due To ERRORS INSymBOL TIMING
- AWGN Exponential
-Tg 0 T time SNR (dB) | peak [ avg 90% | peak | avg 90%
0 0.0087 0.0007 | 0.0213 0.0034
Noise Power 10 0.0060 0.0000 | 0.0336 0.0003
- 20 0.0364 0.0000 | 0.1828 0.0014
-Tg 0 T time 30 0.3068 0.0000 | 1.2374 0.0119
40 0.9023 0.0000 | 4.1953 0.0599

Self-Interference Power

of the symbol is outside the guard interval, there will be both
g o T ti:e a decrease in signal energy and an increase in interference,
resulting in a lower SNIR. This occurs because samples from
Fig. 7. Relationship of signal, noise, and interference power to the symiple previous or next symbol are input into the FFT along with

timing position for the AWGN channel. The shaded portion in the first plg .
indicates the range where the synchronizer can estimate the start of the syn‘%‘[ﬂﬁnples from the current Symbo" For example, if the start of

to maximize SNIR. the symbol is estimated to be at either tifig11 or at time
-1, — T'/11, then the signal-to-interference ratio (SIR) is 10,

In thi le. both th babilti f missi traini assuming that the interference level is the same as the signal
n this exampie, bo € Probablities or missing a ra'n'n%vel, as would be the case with a continuous transmission

sequence or of false detection within one frame are less tqsau not with bursts of data. The SNIR will be lower than
1 x 1072, This allows the threshold to be adjusted to opera&po when the noise is included. For the simulations in this

at a lower SNR if that 'S desired. Another_opt|on IS .to redu aper, it is assumed that a continuous transmission format is
the amount of computation performed while searching for t d because this represents the worst case in terms of self-

training sequence by not processing every sample. This co fgrference. With multipath delay spread, the symbol timing

be useful in a burst mode when data may not arrive very Oﬁetglerance window from-7}, to 0 is reduced by the length of

3) Reduction in SNIR:Two channels are used in S|mula—the channel impulse response.

tions to measure the performance of the estimation aIgorithms.].WO methods to determine the symbol timing are compared
First the AWGN channel is used to show how the algorithmén the basis of reduction in SNIR. The first method is to

for comparison. Then a frequency selective channel with ethod is to find the maximum, find the points to the left and
expo_nential power delay_profile Is used. t(.) S“OV.V that trHaght in the time domain, whic,h are 90% of the maximum,
allgorlthms perform well in a more realistic environment, -4 average these two 90% times to find the symbol timing
Sixteen paths are chosen with path delays of O’. 4,860 stimate. The rationale behind this method is that the best
samples, SO the impulse response of the channel 1S shorter Lgﬁrihg points typically lie in a plateau. By trying to determine
the guard interval. The amplitude of each path is calculat e center of this plateau, it is more likely that the estimate

from the exponential distribution, so will not fall slightly off the plateau. Table 1l compares the two
A; = exp(—1;/60) (35) methods on the basis of reduction in SNIR for the AWGN and
frequency selective channel. For each type of channel, 10 000
where 4; is the amplitude of theth path andr; is the delay simulations are run at each SNR, and in each run, different PN
of the ith path is samples. The phase of each path is chos@fyuences, channels, and noise are generated. The averaging
from a uniform distribution fron0 to 2. method performs significantly better than simply finding the
The reduction in the signal-to-noise-plus-interference ratjgeak of the timing metric, and it involves only slightly more
(SNIR) due to a symbol timing error can be calculated for theymputation. With a 40-dB SNR, a symbol timing offset of one

simulated channels. SNIR can be defined as sample away from the plateau would result in about 10 dB in
o2 degradation in SNIR for the AWGN channel. The averaging
SNIR = 02 + o2 (36)  method of finding the symbol time resulted in no degradation

in 10000 runs for the AWGN channel and a degradation of just

whereo? is the variance of the intersymbol interference (ISlinder 0.06 dB for the exponential channel at an SNR of 40 dB.
added by incorrect symbol timing. Fig. 7 plots the average

signal, noise, and interference power levels versus time for an |, EsTiMATION OF CARRIER FREQUENCY OFFSET
AWGN channel. Note that interference here refers to the ISI

from symbols before and after the training symbol in the img carrier Frequency Offset Estimation Algorithm
domain. The time from-1}, to 0 is the length of the guard
interval, and the time fron® to 1" is the length of the useful
part of the OFDM symbol. If the synchronizer estimates thgta
the useful part of the symbol starts at any time within the guard o =7TAf (37)
interval, which is the shaded area in the first plot of Fig. 7,, . .
then there is no reduction in SNIR due to incorrect symbx\fh'Ch can be est|maAted by

timing. However, if the synchronizer estimates that the start ¢ = angle(P(d)) (38)

The main difference between the two halves of the first
ining symbol will be a phase difference of
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near the best timing point. |f/3| can be guaranteed to be less 102
than s, then the frequency offset estimate is Moose’s Method
Af = /(nT) (39) 10°

and the even PN frequencies on the second training symbol
would not be needed. Otherwise, the actual frequency offset

Error Variance
.
(=]

would be »

¢ 2z 10

Tt (40) ) New Method
where z is an integer. By partially correcting the frequency 10, 05 ] 15 >
offset, adjacent carrier interference (ACI) can be avoided, Frequency Offset (Subchannel Spacings)

and then the remaining offset @ /7" can be found. After _ _ , I
.. ~ Fig. 8. Comparison of Moose’'s method and new method of estimating
the two training symbols are frequency corrected¢h¥71")  frequency offset.
(by multiplying the samples byxp(—j2t¢/T)), let their
FFT's bex,;, andzs;, and let the differentially-modulated equal t0gco.rect. The effect of the remaining frequency offset
PN sequence on the even frequencies of the second trainimgthe system performance is discussed in [2] and will not be
symbol bew; (as illustrated in Table I). The PN sequenceéiscussed here. By using the method in [7], the GrafRao
v, Will appear at the output except it will be shifted B¢ bound is found to be
positions because of the uncompensated frequency shift of R 1
2z/T. Note that because there is a guard interval and there var(¢/n] 2 2. L-SNR’
is still a frequency offset, even if there were no differential’his is not surprising because Moose shows that his estimator
modulation between training symbols 1 and 2 (i.e., PN sk the maximum-likelihood estimator (MLE) of differential
quencew;, = 1), there would still be a phase shift betweephase, and Rife states that the CeaRao bounds are almost
x1,, and x5 of 2n(T + T,)22/T. Since at this point the met by the MLE with high SNR. Since the frequency offset
integer z is unknown, this additional phase shift is unknowrestimate is made by averaging over hundreds or thousands of
However, since the phase shift is the same for each pairbcarriers, the effective SNR is usually very high. To illustrate
of frequencies, a metric similar to (8) can be used. et that the frequency acquisition range is greatly widened with
be the set of indices for the even frequency componentsis new method, Fig. 8 compares the error variance for

(44)

X={-W,-W+2,...,—4,-224 ... W -2 W} The Moose’s frequency estimation methods (with two repeated
number of even positions shifted can be calculated by findihglf-symbols) with the new method for 1000 carriers with an
g to maximize SNR of 10 dB. The simulations were performed with 10 000

runs per frequency offset value. Since Moose’s method is
y (41) designed to work only with a very small frequency offset,
23 rex lw2,]?) it fails for larger frequency offsets. In Fig. 8, the CramRao
with integerg spanning the range of possible frequency offseipund is 2.03 x 107>. Note that the simulation here for
and W being the number of even frequencies with the PNloose’s algorithm uses the shortened symbols as described
sequence. Then the frequency offset estimate would be in [2], which results is a frequency acquisition range-at
S - R subchannel spacing.
Af =[9/(D]+(24/T). (42) Fig. 9 compares the error variance for the carrier frequency
offset estimate to the Crégn-Rao bound for different values
B. Performance of Carrier Frequency Offset Estimator of SNR. In the simulation the carrier frequency offset was set
Since the carrier frequency offset is found in two steps, 59 2.4 subcarrier spacings so the_estimator has to get the integer
finding the fractional and then integer part of the offset, theR&rt correct and get a good estimate of the fractional part of
are two issues to consider in evaluating the carrier frequeriff carrier frequency offset to make a good overall estimate.
offset estimator. First the variance of the estimator of tHdg@in, 10000 trials were run at each SNR value.
fractional part of the frequency offset can be found. Second,2) Distribution of Frequency Offset MetricThe expected
the distribution of the carrier offset metric can be found foyalues and variances of the estimatéfg) can be calculated

both the correct and incorrect integer offsets to determine tie @ Similar method as in Section 11I-B-2 to determine if
probability of making an error in finding the integer part oficorrect Can be found reliably. At the correct frequency offset,

2
. T Vi |
B( )_ |Ek€X 1,k+2g "k 2,k+2g|

the carrier frequency offset. all the signal productss] ;.. V752 h+geone. hAVE the
1) Variance of Fractional Part of Carrier Frequency Offsef@me phase and
Estimator: Using the method in [2] ot
. 1 43 HB = E[B(gcorrect)] = m (45)
d = - 05 an
Vrl'r[d)/’]r] 7r2 . L . SNR ( )

Since the carrier frequency offset estimate (in subcarrier 4 9 9 4
spacings) is made up of the sum of the initial estimate andvar[B(georrect)] = 0s (24 2pum)oion + (14+ 4MB)U"].
an even integer, the variance of the initial estimatér, will W (o2 +02)
be equal to the variance of the final estimate if the intggisr (46)

Authorized licensed use limited to: Oxford University Libraries. Downloaded on April 20,2010 at 12:04:16 UTC from IEEE Xplore. Restrictions apply.



SCHMIDL AND COX: ROBUST FREQUENCY AND TIMING SYNCHRONIZATION FOR OFDM 1621

10 , , , . . . . upon the receipt of just one training sequence. By averaging
over all the subchannels, it works well in frequency selective
channels. This method also gives very accurate estimates of
3 symbol timing and carrier frequency offset and provides a
— Cramér-Rao bound very wide acquisition range for the carrier frequency offset.
X smulaton It also provides an estimate of the SNR, and the probability of
false locks or missing the training symbols is very low. For a
wireless LAN, such a fast and low-overhead synchronization
process is necessary because there will be only one training
sequence transmitted in each burst for synchronization.

Error Variance
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V. CONCLUSION

A methOd' has been prgsented for the _r"_’lpid 'and rc_)blﬂ)%tnald C. Cox (S'58-M'61-SM'72—-F'79), for photograph and biography,
synchronization of OFDM signals, and acquisition is obtainege p. 884 of the July 1997 issue of thisaRSACTIONS
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