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A guidance law for landing an impaired aircraft is described. The approach involves a planning phase wherein

the performance limits of the aircraft are used to design the landing pattern and the reference speed, followed by the

guidance computations for generating attitude commands. Commanded attitude can be displayed for the pilot on a

heads-up display for manual control, or it can be coupled to the autopilot. Although not detailed in the paper, the

guidance law can also generate the flap-deployment schedules and the auto-brake system-initiation trigger in

equipped aircraft. Guidance-system development is based on a point-mass, nonlinear model of the aircraft.

The feedback-linearization technique is used to transform the system dynamics into a linear, time-invariant form.

Finite interval differential-game formulation is then used to derive the robust optimal guidance law. Inverse

transformation of the guidance commands to the original coordinate system produces the roll, pitch, and yaw

attitude commands. Attitude commands can be tailored for both the crabbed or sideslip flight modes, and for the

transitions between them. Simulation results are given to demonstrate the performance and robustness of the

proposed approach.

I. Introduction

R ECENTLY, there has been significant interest at NASA and
other aviation-research centers in making aircraft resilient with

respect to performance impairment. Operational experience in the
major wars during the twentieth century, in civil air transportation,
and in military flight operations over the past three decades has
repeatedly demonstrated the capacity of fixed-wing aircraft to
survive substantial impairment and continue on to safe landing [1–4].
Inmost cases, pilot skill has been the key factor in ensuring favorable
outcomes. Inspired by such examples, researchers at NASA and
other aerospace organizations have been investing resources in
developing flight-control systems that will allow impaired aircraft to
land successfully. Eventually, these impairment-adaptive, flight-
control systems are expected to help compensate for the variations in
the human pilot-skill level and contribute toward higher levels of
flight safety.

Landing is considered one of the most hazardous phases of an
aircraft flight. Even under normal conditions, landing is the highest
workload phase of flight operations. During this phase, the pilot is
required to reduce the aircraft speed while descending, deploy flaps,
extend the landing gear, align the flight path with the runway
centerline, and execute the flare or the roundout [5] maneuver. If
crosswinds are present, an additional decrab maneuver must be
executed at touchdown. Aircraft impairment adds another dimension
to this already complex task. By introducing additional uncertainties
in the flight envelope, aircraft performance impairment requires the
pilot to modify the standard landing procedures under limited
information. For instance,flap deploymentmay need to be delayed or
altogether eliminated, and the flare maneuver may need to be steeper
than nominal to accommodate for the loss of lift. Moreover, impaired
aircraft may not have the option of going around for another landing
attempt in case the first attempt fails.

For the present research, it is assumed that inner-loop adaptive
stabilization systems such as those described in Refs. [1,2] will

ensure that the airframe is returned to a stable flying condition after
the impairment. Moreover, it will be assumed that the aircraft flight
envelope andmaneuver limits can be estimated within a certain error
bound using algorithms such as those described in Ref. [6]. The
estimated performance models can then be used as the basis for
deriving the guidance laws for flare and touchdown. Impairments
considered in this paper include the loss of lift from major flying
surfaces such as wings and the vertical fin, and partial loss of engine
power, including thrust asymmetry.

Typical landing sequence of an aircraft is illustrated in Fig. 1.
The major phases of the landing sequences are indicated by
waypoints indicated using black hollow circles. Aircraft generally
approach the landing area in the downwind directionwith an airspeed
of approximately 20 kt above the reference speed VREF [5,7] at an
altitude of 1500 ft. Note that VREF is 30% higher than the stall
speed VSO. This portion of the landing pattern is generally termed as
the downwind leg. The flap deployment is initiated when the aircraft
is abeamwith the runway at approximately its midpoint. The landing
gear is deployed when the aircraft is abeam with the expected
touchdown point, indicated by the star symbol in Fig. 1. Flap
deployment is complete as the aircraft turns into the base leg
beginning at waypoint A. The airspeed in the base leg is approx-
imately 10 kt above VREF. The final leg of the landing pattern begins
when theflight path is alignedwith the runway centerline, denoted by
thewaypointB in the figure. The dimensions of the approach pattern
depend on aircraft performance capabilities. For instance, the turn to
base portion of the approach pattern may be roughly one mile or less
for a small general aviation aircraft, but may involve several miles of
airspace for a heavy jet aircraft.

During the final leg of the landing pattern, the aircraft flight path is
stabilized along the glideslope terminating at a desired aim point on
the runway, and its velocity vector is aligned along the runway
centerline at approximately 5 kt aboveVREF. Note that in some cases,
the airspace may allow a straight-in landing trajectory. In that case,
the downwind and base legs will be absent in the pattern, being
replaced by a long final leg. The aircraft trajectory must be stabilized
by the time it reaches 500 ft altitude, otherwise it is recommended
that a go-around maneuver is initiated for another landing attempt.
Assuming that the trajectory is stabilized, the aircraft can initiate flare
maneuver at approximately 50-ft altitude over the runway threshold
to touchdown at approximately 1000 ft down the runway. The flare
maneuver decreases the aircraft descent rate to between 100 and
200 ft per minute.

The first phase of the landing guidance law is to determine the
dimensions of the approach pattern based on a knowledge of the
aircraft performance capabilities, such as turn rate and stall speed.
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These are known under normal conditions, but methods such as
discussed in Ref. [6] must be employed in the case of aircraft
impairment. The problem of designing the approach pattern on board
an impaired aircraft will not be further elaborated in the present
paper.

All through the final phase, the aircraft flight path is required to be
aligned along the runway centerline. If the crosswinds are minimal,
the trajectory can be aligned without difficulty, but if crosswinds are
present, the aircraft must adopt either a crabbed-approach path or a
sideslip-approach path to continue tracking the runway centerline
[4]. Pilots of large aircraft tend to prefer the crabbed approach
because it preserves the visual reference with respect to the horizon
until the aircraft is close to the runway surface. Note that this
maneuver requires use of the rudder to maintain the sideslip while
applying the ailerons to counter the roll.

Very close to the touchdown point, a decrabbing maneuver is
executed by rolling the aircraft to touchdown on one of the main
gears while yawing the aircraft nose to align with the runway
centerline and completing the touchdown with the other main gear.
The decrab maneuver is carried out simultaneously with the flare.
Because both of these maneuvers involve large attitude gyrations
close to the ground, extreme care must be exercised to ensure that the
airframe does not contact the ground at any point other than at the
landing gear. Several example videos illustrating the difficulty of
landing in severe crosswinds are available on the worldwide web.
The flare maneuver can be challenging even under ideal conditions,
and the decrabmaneuver during the touchdown in crosswinds adds to
the complexity of the task, sometimes requiring a go-around in
severe crosswind situations.

The complexity of the flare and decrabmaneuvers is largely due to
the need to simultaneously satisfy multiple requirements on the
flight-control system along the path and at the final touchdown point.
For instance, the angle of attack must be precisely controlled to
ensure a small negative vertical velocity at touchdown to prevent
ballooning and bouncing. The forward speed must be maintained to
ensure that sufficient lift is available until thewheels touch down, and
then rapidly decreased to minimize floating caused by the ground
effect. The crab angle must be maintained to align the aircraft
velocity vector along the runway centerline until close to the ground,
at which time the aircraft must be rolled to ensure that only one of the
main landing gears touches the runway surface before the aircraft
nose is aligned along the runway centerline. Immediately after this
has occurred, the aircraftmust be gently rolled back to allow the other
landing gear to touch downwhile simultaneously yawing to align the
aircraft nosewith the runway centerline. If it appears that any of these
actions may not lead to a successful landing, the aircraft must
immediately execute the go-around procedure by increasing the
thrust to takeoff setting, retracting the flaps and the landing gear
during the climb out.

Alternately, if the main gears have touched down with the nose
pointing in the right direction, the aircraft nose must be maintained
high enough to rapidly bleed off the airspeed to allow the nose gear to
touch down. Reverse thrust and spoilers can then be applied to bring
the speed down to a point where the aircraft wheel brakes can be

safely applied, completing the landing maneuver. Several books on
flight-control system design discuss the flare-control problem [8,9],
but none have addressed the simultaneous execution of flare and
decrab maneuvers in the presence of uncertainties. Interestingly, the
complexities of the flare maneuver motivated one of the early
attempts at employing neural networks [10] for designing an
adaptive control law for this maneuver. Schaefer [11] developed
functional requirements for a B757/B767 autoland system.
Shakarian [12] usedMonte Carlo techniques to assess the dispersion
performance of a B757/B767 autoland system. Wagner et al. [13]
designed digital control laws for autolanding using quantitative
feedback-control theory. Shue et al. [14] designed robust control
laws for glideslope capture under windshear using H1 technique.
Fuzzy logic-based techniques were used by Nho and Agarwal
[15,16] for design of glideslope capture and autoland systems.
Heffley [17] conducted closed-loop analysis of the flare maneuver
using linear models that were derived from manual landings of real
and simulated aircraft. Arents et al. [18] and Ngoc et al. [19] studied
the impact of synthetic vision on landing guidance and the flare
maneuver. Prasad and Pradeep [20] used the technique of feedback
linearization for developing an autolanding system for a fighter
aircraft. Kluver [21,22] developed landing-guidance laws for
unpowered aircraft using trajectory planning. Kim et al. [23]
developed a glidepath-tracking algorithm for autolanding of an
unmanned aerial vehicle.

The current work develops a nonlinear, closed-form analytic
three-dimensional (3-D) landing-guidance law suitable for onboard
implementation. It considers all the key phases of landing, including
stabilized approach, flare, and decrab maneuvers. The guidance law
is demonstrated on a realistic commercial aircraft model obtained
from NASA. Simulation scenarios include both landing-under-
crosswind and symmetric loss-of-lift conditions. Asymmetric loss
of lift is dynamically equivalent to the crabbed crosswind-landing
scenario. Robustness of the guidance law is demonstrated in
Monte Carlo simulations, and comparison with a nonlinear
numerical optimization-based guidance solution is given.

The following sections will first discuss the aircraft models used
in the guidance-law development, followed by the guidance-
law derivation and simulation assessment. Near optimality of the
proposed approach will be illustrated by comparing its performance
with those from a nonlinear programming-based trajectory optimi-
zation. Finally, the robustness of the guidance law will be
demonstrated through Monte Carlo simulations.

II. Aircraft Models

Rigid-body dynamics of the aircraft model are often used for
autopilot design, but point-mass models are more appropriate for use
in guidance-law development due to their close connection with
aircraft performance parameters. The following subsections will
discuss two models used in the present work. The first model is used
for guidance-law derivation, whereas the second model is used for
simulation evaluation of the guidance law.

A. Point-Mass Dynamics

The point-mass model is defined with respect to a runway-fixed
coordinate system shown in Fig. 2. The equations of motion with the
assumption of thrust acting along the velocity vector are:

_x� V cos � cos� (1)

_y� V cos � sin� (2)

_h� V sin � (3)

_V �
T �D

m
� g sin � (4)

_� �
g

V

�

Lh

W
� cos �

�

(5)

Decision Height

decrab

Maneuver 

and 

Touchdown

Landing 

Gear Down VREF+20 Kts

1500’

VREF+10 Kts

VREF

B

A

Fig. 1 Typical landing sequence of an aircraft.
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_��
Ly

mV cos �
(6)

In these equations, T is the thrust,m is the mass, V is the speed, �
is the flight-path angle, � is the heading angle, Lh and Ly are the
aerodynamic forces normal to the velocity vector, and D is
the aerodynamic drag. The point-mass model is derived with
the assumption that the aircraft is continuously maintained in
moment equilibrium using the control surfaces. Thus, the vehicle
attitude dynamics are treated as algebraic, and the attitudes are
considered to be the control variables.

Note that the forces Lh and Ly can be expressed in terms of lift,
and the bank angle can be expressed in bank-to-turn (zero-slip)
maneuvers, or in terms of lift and side force for skid-to-turn
maneuvers. The lift and side-force components can be expressed in
terms of angle of attack and angle of sideslip. Given the orientation of
thevelocity vector in the inertial frame through theflight-path angle�
and the heading angle �, the pitch-yaw-roll body attitudes necessary
to generate a desired angle of attack and the angle of sideslip can be
computed. These angles can be used for pilot guidance or they can be
directly coupled to the attitude-tracking autopilot.

B. Simulation Model

In addition to the point-mass dynamics, the simulation model
captures the autopilot-attitude dynamics through linear second-
order dynamic systems defined along each axis. Note that this
representation of the attitude-tracking autopilot dynamics will be
exact if its design is based on the feedback linearization
methodology. The point-mass equations of motion of the aircraft in
an earth-fixed inertial frame are given by:

m �X

m �Y

m �Z

2

6

6

4

3

7

7

5

�

c�c s�s�c � c�s c�s�c � s�s 

c�s s�s�s � c�c c�s�s � s�c 

�s� s�c� c�c�

2

6

6

4

3

7

7

5

�

T � 1
2
�V2SrefCx��; ��

1
2
�V2SrefCy��; ��

1
2
�V2SrefCz��; ��

2

6

6

4

3

7

7

5

�

0

0

mg

2

6

4

3

7

5
(7)

Note that the sine and cosine functions in the transformation
matrix in Eq. (7) have been abbreviated for the sake of compactness.
The control variables in this model are the aircraft attitude
components acting through the angle-of-attack/angle-of-sideslip
variables and thrust. The autopilot is modeled as three decoupled
second-order dynamic systems, and the engine dynamics are
modeled as a first-order system given by following equations:

����kp1��� �command� � kv1 _�

����kp2�� � �command� � kv2
_�

� ��kp3� �  command� � kv3 _ (8)

_T ��kpT�T � Tcommand� (9)

The variable � is the atmospheric density; Cx, Cy, and Cz are
the body-axis-referenced aerodynamic force coefficients; Sref is the

reference area;  , �, and _� are the body attitudes; and T is the
thrust. The subscript command denotes commanded values.
The approximate proportional gains in the autopilot-control loops
are kp1, kp2, and kp3; and the derivative gains are denoted by kv1, kv2,
and kv3. The engine proportional gain is denoted by kpT.

III. Landing-Guidance Law

Because the point-mass model is nonlinear, it is not readily
amenable to the derivation of guidance laws in feedback form using
the theory of optimal control [24] and differential games [25].
Following previous research efforts [26–29], the system dynamics
can be first transformed into linear, time-invariant form using
feedback linearization [30–32]. The guidance problem can then
be solved using the transformed dynamics, and then inverse
transformed in terms of the original variables. The resulting solution
will be in nonlinear-feedback form, suitable for real-time
implementation as outlined in the following sections.

A. Feedback Linearization of the Aircraft Point-Mass Dynamics

The first step in the transformation involves the differentiation
of the kinematic Eqs. (1–3), followed by the substitutions from
Eqs. (4–6) to yield:

�x�
�T �D�

m
cos � cos��

Lh sin � cos�

m
�
Ly sin�

m
(10)

�y�
�T �D�

m
cos � sin� �

Lh sin � sin�

m
�
Ly cos�

m
(11)

�h�
�T �D�

m
sin � �

Lh cos �

m
� g (12)

Expressions (10–12) describe the aircraft point-mass dynamics in
the inertial frame. The transcendental functions given in terms of the
flight-path angle and the heading angle on the right-hand sides
of these equations can be computed from the inertial velocity
components as:

sin � �
_h

���������������������������

_h
2
� _x2 � _y2

q cos � ��

����������������

_x2 � _y2
p

���������������������������

_h
2
� _x2 � _y2

q (13)

sin��
_y

����������������

_x2 � _y2
p cos��

_x
����������������

_x2 � _y2
p (14)

Because the aerodynamic forces on the aircraft are based on its
relative speed with respect to the atmosphere, the transformation of
the horizontal- and vertical-lift components to the aircraft attitudes
must be carried out with respect to the relative velocity vector. For
this purpose, the components of the wind-velocity vector are
assumed to be specified in the same X-Y-H coordinate system as the
equations of motion. The airspeed is then given by:

Va �

������������������������������������������������������������������������

� _x � _xw�
2 � � _y � _yw�

2 � � _h � _hw�
2

q

(15)

The flight-path angle and the heading angle of the airspeed vector
can be computed as:

VREF

x
y

h

Fig. 2 Coordinate system for point-mass model.
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sin �w �
_h � _hw

������������������������������������������������������������������������

� _x � _xw�
2 � � _y � _yw�

2 � � _h � _hw�
2

q

cos �w ��

����������������������������������������������

� _x � _xw�
2 � � _y � _yw�

2
p

������������������������������������������������������������������������

� _x � _xw�
2 � � _y � _yw�

2 � � _h � _hw�
2

q (16)

sin�w �
_y � _yw

����������������������������������������������

� _x � _xw�
2 � � _y � _yw�

2
p

cos�w �
_x � _xw

����������������������������������������������

� _x � _xw�
2 � � _y � _yw�

2
p (17)

The equations of motion can then be recast in terms of the
atmosphere-relative velocity vector to yield:

�x�
�T �D�

m
cos �w cos�w

�
Lhw sin �w cos�w

m
�
Lyh sin�w

m
�Ux (18)

�y�
�T � D�

m
cos �w sin�w �

Lhw sin �w sin�w

m

�
Lyw cos�w

m
�Uy (19)

�h�
�T �D�

m
sin �w �

Lhw cos �w

m
� g�Uh (20)

The right-hand sides of Eqs. (18–20) are next denoted by pseudo-
control variablesUx,Uy, andUz to define the transformed dynamics
of the aircraft. Note that the system is in linear, time-invariant, and
decoupled form in terms of the pseudo-control variables. The state
variables in the transformed model are the position and velocity
components of the aircraft in the inertial frame. The pseudo-control
variables are the acceleration components in the inertial frame.

The pseudo-control variables can be inverse transformed to thrust,
pitch, yaw, and roll attitude using algebraic transformations, as
illustrated in Sec. III.E. An available degree of freedom in this
transformation is the fact that the aircraft can be operated in bank-to-
turn or skid-to-turn modes. Pitch-yaw attitudes at arbitrary roll
attitudes can be used to create skid-to-turn maneuvers such as the
crabbed approach, whereas specific pitch-yaw-roll attitudes can be
used to create bank-to-turnmaneuvers useful for sideslip approaches.

It is reasonable to assume that minor changes to aircraft thrust will
be made by the auto-throttle or the pilot to keep the speed essentially
constant during the descent. Consequently, the thrust magnitude can
be assumed to be equal to drag.

Because the transformed point-mass dynamics are linear and time
invariant with respect to the pseudo-control variables, linear optimal-
control and differential-game theories can be directly applied to this
guidance problem, as illustrated in the following section.

B. Robust Finite Interval Optimal Guidance

Because the transformed point-mass dynamics of the aircraft form
are in decoupled form, the guidance-law derivation will only be
illustrated along one the vertical direction. The development for the
lateral direction can be carried out in an entirely analogous form. The
coupling between the lateral and longitudinal dynamics occurs
through the inverse feedback-linearizing transformation.

The feedback-linearized model of the aircraft in the vertical
direction can be written as:

�Z� a � b (21)

Here a is acceleration in the vertical direction, and b represents
the external disturbance in the same direction. A similar equation
can be written for the Y coordinate as well. The objective of the

landing-guidance law is to transfer the aircraft from its initial position
and velocity to a desired waypoint with a specified velocity at a
specified final time while subjecting it to the least amount of
acceleration. The guidance law should simultaneously minimize the
impact of external disturbances on the trajectories. This can be
achieved by minimizing a performance index of the form.

J�

�

1

2
S1�Zf � Zfdes�

2 �
1

2
S2� _Zf � _Zfdes�

2

�
�

�

�

�

t�tf

�
1

2

Z

tf

0

�Ra2 � "b2� dt (22)

The first term in the performance index penalizes the deviations in
the aircraft position from a specified waypoint location at the
specified final time, and the second term penalizes the velocity
error. The first term in the integrand imposes the objective of
minimizing the acceleration. The second term in the integrand arises
from the need to make the guidance law robust with respect to
external disturbance b. The negative sign of this term arises from
the differential-game view of the disturbances, which assumes that
the disturbances always act in such a way as to maximize the
performance index.

The parameters S1, S2, and R can be chosen to establish relative
weighting between the terminal-position error, the velocity error, and
the acceleration magnitudes. The variational Hamiltonian for the
optimal-control problem, (21) and (22), can be used to derive the
co-state equations while enforcing the optimality condition. This
process yields:

H �
1

2
�Ra2 � "b2� � �1 _Z� �2�a � b� (23)

_� 1 � 0 �1 � �1�0� (24)

_� 2 ���1 �2 � �2�0� � �1�0�t (25)

Optimality condition [24] can be used to derive the optimal control
and worst case disturbance as:

a��
�2

R
��

��2�0� � �1�0�t�

R
(26)

b��
�2

"
��

��2�0� � �1�0�t�

"
(27)

Boundary conditions on the co-states at the specified final time are
given by:

�1f � S1�Zf � Zfdes� (28)

�2f � S2� _Zf � _Zfdes� (29)

Substituting the expression for control and worst-case disturbance
into the transformed equations of motion and integrating yields the
following expressions for acceleration, velocity, and position:

�Z��
��2�0� � �1�0�t�

R
�

��2�0� � �1�0�t�

"

����2�0� � �1�0�t�

�

1

R
�
1

"

�

(30)

Zf � Z�0� � _Z�0�tf �

�

1

R
�
1

"

�

�2�0�t
2
f

2
�

�

1

R
�
1

"

�

�1�0�t
3
f

6

(31)

_Z f � _Z�0� � �2�0�tf

�

1

R
�
1

"

�

� �1�0�t
2
f

�

1

R
�
1

"

�

(32)
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Substituting these expressions in the expressions for co-state
boundary conditions (28) and (29) yields the following linear system
of equations:

�1�0�

�2�0�

" #

�
1

Det

�

�

1
R
� 1

"

�

S1t
2
f

2

�

1
R
� 1

"

�

S2tf � 1

�

�

1
R
� 1

"

�

S1t
3
f

6
� 1

�

1
R
� 1

"

�

S2t
2
f

2
� tf

2

6

6

6

4

3

7

7

7

5

�
S2� _Zfdes � _Z�0��

S1�Zfdes � Z�0� � _Z�0�tf�

" #

(33)
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Given the waypoint locations and the desired speeds at those
waypoints, the expression (33) can be solved to yield the initial
values of the co-states. These can then be used to compute the control
in the vertical direction at the initial time as:

a�0� � �
�2�0�

R
(34)

Following Ref. [24], this control variable can be recast in terms of
time-to-go to define the control variable at the initial time given by
(34) as the control variable at the present time t.

C. Inverse Transformation

The finite-interval guidance law developed in the previous section
computes the acceleration components in the vertical and horizontal
directions for landing the aircraft in the presence of disturbances
while satisfying waypoint constraints. These acceleration compo-
nents can be transformed into the body attitude commands for use by
the pilot in a heads-up display or for direct tracking by the autopilot.
Because this transformation process is complex, it will be carried out
in multiple steps in the following section.

Given Uy and Uh, the components of the accelerations normal to
the relative velocity vector required to execute the landing trajectory,
along with the assumption that T �D, the components of the
aerodynamic forces normal to the relative velocity vector can be
computed from:

Lyw ��
1

cos�w
�mUy � Lhw sin �w sin�w� (35)

Lhw �
m

cos �w
�Uh � g� (36)

The next step in the transformation is that of converting the
horizontal and vertical forces given by Eqs. (35) and (36) first into
aerodynamic coefficients and then into aircraft attitudes. Note that
the transformed model involves only the two components of
acceleration with respect to the inertial frame. The aircraft attitude,
however, has three components: the pitch, yaw, and roll attitudes.
Thus, the transformation from the acceleration components into
attitudes has a free-degree-of-freedom. This additional degree of
freedom can be used to enforce an additional constraint.

During conventional 3-D maneuvers involving aircraft with a
vertical plane of symmetry, this constraint is enforced through the
coordinated flight requirement, which constrains the angle of
sideslip to remain zero throughout maneuvers. A second approach is
the skid-to-turn maneuver, which explicitly employs an angle of
sideslip to generate lateral acceleration. Such maneuvers may occur
in impaired aircraft that may not have a vertical plane of symmetry.
Skid-to-turn maneuvers may also arise during crabbed flight under

crosswind conditions. In fighter aircraft, the skid maneuver is often
used for pointing body-fixed weapon systems in a desired direct-
ion. Notably, most axisymmetric missiles employ skid-to-turn
maneuvers during their normal operation. The following sections
discuss transformations to enable both these maneuvers.

D. Skid-to-Turn Mode

The skid-to-turn mode may be employed during the stabilized-
approach phase of the landing. In the lateral direction, this mode is
characterized by the existence of non-zero angles of sideslip. Pitch
and yaw attitudes are used to realize the desired angle of attack and
angle of sideslip, with the roll attitude maintained at zero. First, the
desired lift and side-force coefficients are computed using the forces
given by Eqs. (35) and (36) to yield:

CL desired �
Lhw

0:5�V2
aS

CS desired �
Lyw

0:5�V2
aS

(37)

The angle of attack and angle of sideslip corresponding to the desired
lift and side-force coefficients can be determined from the tables
listing the relationship between angle of attack and lift coefficient,
and the angle of sideslip and side force. If these tables are
symbolically denoted by the functions fL and fS, these computations
can be summarized as:

�w � f�1L �CL desired� �w � f�1S �CS desired� (38)

At small angles of attack and angles of sideslip, these functional
relationships are linear, but they can be highly nonlinear if the aircraft
is operating at an extreme angle of attack and angle of sideslip. Once
the angle of attack and angle of sideslip are computed, the next step in
the process is that of computing the corresponding yaw-pitch
attitudes or pitch-roll attitudes. For small angles of attack and angles
of sideslip, the roll-pitch-yaw attitudes can be expressed as:

�� 0 �� �w � �w  ���w � �w (39)

E. Bank-to-Turn Mode

The bank-to-turn mode is employed by aircraft under normal
aircraft operations. Angle of attack and bank angle are used to realize
the desired aerodynamic forces in this mode. Because the angle of
sideslip is required to be zero, the side-force coefficients are not used
in the computations. The aerodynamic lift and the desired lift
coefficient are first computed as:

L�

�����������������������

L2
hw � L2

yw

q

) CL desired �
L

0:5�V2
aS

(40)

Next, the angle of attack and bank angle are computed as:

�Tw � f�1L �CL desired� �w � tan�1
�

Lyw

Lhw

�

(41)

These controls will yield bank-to-turn or coordinated maneuvers
(�� 0). The roll-pitch attitudes for small angles of attack and small
bank angles can then be recovered as:

����w �� �Tw � �w (42)

The yaw attitude is computed such that (�� 0). Note that the
expressions for attitude in terms of the angle of attack and bank angle
assume small-angle approximations. The relationships for large
angles are a little more involved.

Aircraft operate in either one of the modes during most of their
flight, and thus there is a specific maneuver that employs a
combination of these modes. This is the terminal decrab maneuver
wherein the aircraft nose is intentionally rotated away from the wind
direction to point along the runway centerline. This creates an angle
of sideslip, requiring the aircraft to bank toward the wind to counter
the side force to keep it aligned along the runway centerline.
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IV. Closed-Loop Simulation Results

The guidance law discussed in the previous section is evaluated in
a simulation. The following parameters extracted from the NASA
GTM aircraft model [33] are used in the simulation.

m� 198000 lbs Sref � 1951 �� 0:0075 slug=ft3

Vstall � 107 knots Vref � 145 knots

The following autopilot time-constants from Ref. [9] are used in the
roll, pitch, and yaw channels:

tcr � 6:3 s tcp � 3:88 s tcy � 6:3 s

The damping ratios for all three axes are set as 	r � 	p � 	y � 0:707.
After several trials, the terminal state-weighting factors, control-

weighting factor, and the disturbance-weighing factor for the optimal
guidance law are chosen as:

S1 � 1e2 S2 � 1e8 R� 1 "� 2

A. Guidance Law Implementation

Only the final leg of the landing pattern consisting of stabilized
approach, flare, and decrab are presented in this paper, as they form
the most crucial portions of the landing trajectory. Three waypoints
are chosen for the final landing phase based on code of federal
regulations (CFR) Part 14 [5]. These are 1) stabilized-approach
checkpoint, 2) threshold, and 3) the touchdown point. CFR Part 14
recommends the glideslope to be between 2.5 and 3 deg. The
glideslope is set to 2.75 deg in the present simulations, with the
duration of flare being set to six seconds and the vertical speed at
touchdown required to be at 200 ft=min. Desired states at the three
waypoints are specified as:

h1 � 500 ft; _h1 � Vref sin 2:75
0; y1 � 0;

_y1 � 0 @x1 ��
500 � 50

tan 2:750
� Lrwy

(43)

h2 � 50 ft; _h2 � Vref sin 2:75; y2 � 0;

_y2 � 0 @x2 ��Lrwy (44)

h3 � 0; _h3 � 200 ft=min; y3 � 0;

_y3 � 0; @x3 � Vref cos 2:75
0 � tflare � Lrwy (45)

These serve as boundary conditions for optimal-guidance law in
the final phase. The time-to-go for the guidance law is computed
using the equation:

t2go ��
range 2 waypo int

range rate
��

�x � xi�
2 � �y � yi�

2 � �z� zi�
2

�x � xi� _x� �y � yi� _y� �z� zi�_z

(46)

The aircraft is expected to stay close to the reference speed
throughout the final segment of the landing pattern. Thrust required
for maintaining constant airspeed is computed by setting the
derivative of the airspeed to zero to yield:

0� _Va �
1

Va
	 � _x � _xw� � _y � _yw� � _h � _hw� 


Ux
Uy
Uh

2

4

3

5 (47)

Because Uy and Uh are known from the guidance-law
computations, the value of Ux that will ensure constant airspeed
can be computed. This value of acceleration, together with the lateral
and vertical aerodynamic forces, and the drag can be used to compute
the thrust setting that will achieve constant airspeed. This thrust
setting is used until the aircraft reaches the stabilized approach check
altitude of 500 ft. The thrust is fixed beyond that point.

B. Landing Under Large Initial Condition Errors

In this landing scenario, the aircraft starts with a lateral error of
500 ft with an initial altitude error of 200 ft from the glideslope at an
initial flight path angle of 2.6 deg. Figures 3–5 show the landing
trajectories in three dimensions, vertical plane, and horizontal plane,
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Fig. 3 Final segment of the landing trajectory in three dimensions.
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Fig. 4 Landing trajectory in the vertical plane.
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Fig. 5 Landing trajectory in the horizontal plane.
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respectively. It may be observed that the position errors in the lateral
and vertical directions are corrected by the time the aircraft reaches
the stabilized approach-check altitude. Thereafter, the aircraft
remains very close to the glideslope in the vertical direction and

aligned with the runway centerline in the lateral direction. Figure 6
gives the descent rate (DR) of the aircraft. Figures 7 and 8 provide the
trajectory in the vertical plane and the descent rate as a function of
height above the ground during the flare. Descent rate at touchdown
is approximately 197 ft=min, which is within the specified rate of
100 ft=min to 200 ft=min in CFR Part 14.

Figure 9 shows that the reference airspeed remained within three
knots of the specified value throughout the landing trajectory. The
commanded and the actual thrust profiles are shown in Fig. 10. The
observed thrust transients are due to the tight control tolerances used
in the present study. Note that the magnitudes are well within the
maximum thrust capacity of 40,000 lbf for the NASA GTM aircraft
model.

Figures 11–13 give the commanded and the actual roll, pitch, and
yaw attitudes. Commanded and actual values of the roll attitude are
zero during the stabilized-approach phase. Following the current
operating procedure of using the crabbed approach, the yaw attitude
is used to maintain the aircraft on course until the flare maneuver, at
which time the roll angle is used to keep the aircraft aligned along the
runway centerline. This can be observed in Fig. 11, which shows
minor roll gyrations toward the end. Pitch-attitude history shown in
Fig. 12 assumes negative values before the aircraft approaches the
stabilized approach-check altitude to correct for the 200-ft excess
altitude. The pitch-control activity remains small after this stage. The
aircraft pitches up by 2 deg to reduce the descent rate during the flare.
The yaw-attitude history shown in Fig. 13 exhibits the most activity
before the stabilized approach-check altitude is reached. Thereafter,
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Fig. 6 Descent rates during the stabilized approach and flare.
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Fig. 7 Trajectory in the vertical plane during the flare maneuver.
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Fig. 8 Descent rate as a function of altitude above the runway during

the flare maneuver.
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the aircraft trajectory remains aligned with the runway centerline
with very little yaw control activity. The dashed lines in all three plots
show the attitude commands generated by the guidance law, and the
solid lines indicate the aircraft attitude. The jumps in the commanded
values at the waypoints are due to the fact that the control objective

changes between each waypoint segment and no requirement has
been placed on the smoothness of control. If desired, such a
requirement can be imposed by introducing additional dynamics at
the input. Studies such as these will be of future interest.

C. Landing Under a 20-Knot Crosswind

A 20-kt steady crosswind along the positive Y axis is introduced
into the simulation to study the response of the guidance law. The
landing trajectory in the horizontal plane is shown in Fig. 14. It can be
seen in this figure that the aircraft corrects a 500-ft lateral offset in the
presence of crosswind by the time it reaches the stabilized approach-
check altitude. The pronounced bulge in the trajectory between the
stabilized-approach checkpoint and the threshold is due to the
combined effect of the crosswind and the airspeed-vector orientation
requirement at the waypoint. The specified conditions at the runway
threshold and the touchdown point are met by the guidance law. The
aircraft lands with a yaw attitude of less than 0.01 deg, a lateral offset
of 0.37 ft, and a heading angle of �1:5 deg. Descent rate at
touchdown is 218 ft=min, which is slightly higher than the specified
maximum rate, as seen in Fig. 15.

Figures 16 and 17 provide comparisons of the yaw attitude, roll
attitude, and angle of sideslip histories under a 20-kt crosswind with
those of the nominal landing scenario discussed in the foregoing
section. The yaw attitude of the aircraft under crosswind assumes
larger values than the nominal landing scenario. This is more
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Fig. 11 Actual and commanded roll-attitude histories.
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Fig. 12 Actual and commanded pitch-attitude histories.
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Fig. 13 Actual and commanded yaw-attitude histories.
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Fig. 14 Landing trajectory in the horizontal plane under 20-knot

crosswind.
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Fig. 15 Descent rate during the stabilized approach andflare under 20-

knot crosswind.
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pronounced in the segment between the stabilized approach-check
altitude and the runway threshold, where the yaw attitude assumes a
value of approximately 8 deg to tighten the lateral deviation between
the aircraft trajectory and the runway centerline in the presence of
crosswind. During the decrab maneuver, however, the yaw attitude
jumps back to align the nose of the aircraft with the runway, the angle
of sideslip develops, and the aircraft banks in the direction of the
crosswind, as can be observed in Fig. 18. It should be noted that the
aircraft rolls by asmuch as 10 deg, as opposed to the near-zero values
in the nominal-landing scenario.

D. Landing Under 40% Symmetric Reduction of Lift Coefficient

This scenario simulates the loss of lift due to aircraft impairment.
The aircraft lift coefficient is reduced by 40% to simulate this case.
The landings at 165, 170, and 175 kt are then investigated. Figure 19
gives the vertical plane trajectories at all three speeds, as well as the
nominal trajectory at the 142-kt landing speed. All four trajectories
are close to one another, indicating that the guidance law was able to
accommodate for the reduction in the lift coefficient. This is also
confirmed by the descent-rate plots in Fig. 20,where the 40% loss-of-
lift coefficient resulted in a vertical speed of approximately 185 ft=s
when compared with the 197 ft=s in the nominal scenario. The
difference between the two scenarios manifests itself in the angle-of-
attack and pitch-attitude histories shown in Figs. 21 and 22,
respectively. The aircraft under 40% loss-of-lift coefficient pulls a

larger angle of attack and pitch attitude to generate similar lift
magnitudes during the flare maneuver. If higher landing speeds are
permissible, the maximum angle of attack and pitch attitude will be
observed to decrease due to the higher dynamic pressure.
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Fig. 16 Yaw-attitude history during the stabilized approach and flare.
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Fig. 17 Angle of sideslip history during the stabilized approach and

flare.
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Fig. 18 Roll-attitude history during the stabilized approach and flare.
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Fig. 19 Vertical-plane trajectories for different landing speeds with

40% loss-of-lift coefficient.
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Fig. 20 Descent-rate histories for different landing speeds at 40% loss-

of-lift coefficient.
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The simulation results given in the foregoing sections demonstrate
that the guidance system is capable of safely landing normal or
impaired aircraft under widely varying operating conditions. The
remaining investigations are those of guidance-law robustness and
near-optimality, discussed in the following sections.

E. Robustness Evaluation in Monte Carlo Simulations

Because the closed-loop guidance law combined with the aircraft
dynamics forms a nonlinear-dynamic system, Monte Carlo
simulation methodology can be used to assess the robustness of
the system to parameter variations and disturbances.

All uncertainties except the wind gust and ground effect were
assumed to be uniformly distributed randomnumbers. The following
uncertainties are included in these simulations:

1) Initial condition errors in altitude measured up to�200 ft.
2) Initial lateral offset from the runway measured up to�500 ft.
3) Initial heading angle errors of�5 deg occurred.
4) Initial flight-path deviations from the glideslope by �5 deg

were measured.
5) Loss-of-lift coefficient ranged between 35 and 45%.
6) Random wind profiles were generated using the Dryden wind-

gust model. Figure 23 shows sample plots of wind components. The
initial seed used in generating the band-limited unit variance white-
noise signal is set to the Monte Carlo trial number.

7) A ground effect model from Ref. [33] is used in all the
Monte Carlo simulation runs.

The performance parameters of interest from the Monte Carlo
simulation trials are 1) descent rate at touchdown, 2) lateral offset at
touchdown, 3) heading angle at touchdown, and 4) yaw attitude at
touchdown. Figure 24 shows the distribution of the descent rates
obtained from the 500 Monte Carlo simulation trials. The aircraft
makes a positive touchdown (>0 ft=s descent rate) in 93% of the
trials. The remaining 7% of the trials result in the ballooning of the
trajectory. It is noted that the descent rates at touchdown are lower
than the intended 200 ft=min due to the extra lift derived from the
ground-effect model. The offset from the centerline at touchdown is
less than 5 ft in all the trials, as shown in Fig. 25. The heading angle at
touchdown is within �1 deg in most trials, as seen in Fig. 26.
Finally, Fig. 27 shows that the yaw attitude of the aircraft at
touchdown is within �0:05 deg.

The Monte Carlo simulation results given in this section
demonstrate that the guidance system is robust to system
uncertainties and external disturbances within the specified
uncertainty bounds.

F. Near Optimality of the Landing-Guidance Law

To examine the optimality of the closed-loop guidance law based
on transformed dynamics, a separate numerical trajectory-
optimization problem was formulated in the pitch plane. The
performance index is chosen as the minimization of the integrated
values of the load factor along the vertical-plane trajectory. Note that
the closed-loop guidance-law formulation used the integral of the
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Fig. 21 Angle-of-attack histories for different landing speeds at 40%
loss-of-lift coefficient.
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vehicle acceleration in the inertial frame. The desired boundary
conditions are imposed as constraints in the problem. The pitch-
attitude history is approximated by piecewise sixth-order
polynomials in time in each of the three landing phases. The

performance index is evaluated by simulating the vertical-plane
trajectory using the parameterized pitch-attitude history. The
coefficients of the polynomials describing the pitch-attitude history
were then chosen by a nonlinear programming algorithm. The
MATLAB “fmincon” [34] is used in the present numerical
optimization study. The optimization problem does not include the
autopilot response to the guidance commands or the response of the
engine to the thrust commands. Therefore, these dynamics are
removed from the simulation model for the comparisons.

Trajectory and descent rates obtained fromnumerical optimization
compare favorably with those obtained from closed-loop
simulations, as shown in Figs. 28–30. Both schemes achieve the
desired waypoint conditions, although the intermediate trajectories
seem slightly different. Figures 31 and 32 give the pitch-attitude and
the angle-of-attack histories. The plots are qualitatively similar in the
stabilized-approach segments, differing by less than 1 deg
throughout the landing phase. The maximum angle of attack in the
flare segment is approximately 3.75 deg, and the maximum pitch
attitude is 3 deg, indicating a very small flight-path angle at the time
of touchdown.

These numerical optimization results demonstrate the near
optimality of the closed-loop guidance law. Minor differences
observed may be attributed to the differences in the performance
index and the parameterization of the pitch attitude.
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V. Conclusions

This paper described the development of a landing-guidance law
that can be used under normal and impaired conditions. Guidance-
law derivation employed a feedback, linearized–nonlinear, point-
mass dynamic model of the aircraft. The system dynamics were
transformed to a linear, time-invariant, decoupled form using
differential geometric transformation. Differential-game theory was
then employed to synthesize the guidance law. Inverse trans-
formation of the guidance law then produced a nonlinear, time-
varying, coupled guidance law. Specialization of the guidance law
for bank-to-turn and skid-to-turn maneuvers was illustrated.
Performances of the guidance law under both normal and impaired
aircraft conditions were then demonstrated. Robustness of the
guidance law to a class of disturbances such as crosswind, wind gust,
aerodynamic model uncertainties, and ground effect was
demonstrated in Monte Carlo simulations. Finally, the guidance-
law performance was compared with a numerically optimized
trajectory to verify the near optimality of the proposed approach.
Evaluation of this guidance law in manned simulations will be of
future interest.

The following conclusions can be drawn based on the present
research:

1) The present work demonstrated that it is feasible to develop
guidance laws for executing complex flight maneuvers required for
landing impaired aircraft.

2) The guidance law must be made robust with respect to aircraft
model and environmental uncertainties. This paper showed that the
required robustness can be achieved using the theory of differential
games.

3) The proposed analytical approach has been shown to be near
optimal by comparing the results with a nonlinear programming-
based numerical trajectory optimization.

The computations required for implementing the guidance law are
modest enough to permit its integration with existing flight-control
systems on board modern transport aircraft.
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