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Abstract— This paper describes the design of a nonlinear
robust/adaptive controller for an air-breathing hypersonic ve-
hicle model. Due to its complexity, a high fidelity model of
the vehicle dynamics derived from first principles is used only
in simulations, while a simplified model is adopted for control
design. This control-oriented model retains most of the features
of the high fidelity model, including non-minimum phase
characteristic of the flight-path angle dynamics and strong
couplings between the engine and flight dynamics, whereas
flexibility effects are regarded as a dynamic perturbation. A
nonlinear sequential loop-closure approach is adopted to design
a dynamic state-feedback controller that provides stable track-
ing of velocity and altitude reference trajectories and allows to
impose a desired trim value for the angle of attack. Simulation
results show that the proposed methodology achieves excellent
tracking performances in spite of parameter uncertainties.

I. INTRODUCTION

Hypersonic air-breathing vehicles offer a promising and

cost-effective technology to meet the US Air Force needs

for access to space and prompt global strike capabilities.

The design of guidance and control systems for hypersonic

vehicles presents a set of unique challenges which stem

from the peculiar characteristics of the dynamics. In [1]

a nonlinear variable structure control approach has been

employed, while several other nonlinear control approaches

have been proposed for non-flexible models of more general

types of vehicles [2]–[5]. A nonlinear controller is designed

in [5] applying feedback linearization techniques to a control-

oriented model derived for the longitudinal dynamical model

developed in [6]. Although the simulation results show the

effectiveness of this approach, the complexity of the model

inevitably leads to very complicated expressions for the

high-order Lie derivatives of the regulated outputs and for

the controller and thus a robustness analysis cannot be

performed.

In this paper we present a general nonlinear design based

on both adaptive and robust techniques. As a result the con-

troller does not depend explicitly on the model coefficients

and can in principle be designed to provide robustness with

respect to parameter uncertainties and variations within a

given range. As in [7], the vehicle model considered in this
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paper is the assumed-modes version [8] of the model of

the vehicle longitudinal dynamics developed by Bolender

and Doman [6]. Because of the complexity of this model,

a control-oriented model has been developed following the

approach used in [5]. The outputs to be controlled are the

vehicle velocity and altitude. The control inputs are the

elevator and canard deflections, and the fuel-to air-ratio of the

scramjet engine. The presence of the flexible dynamics is not

taken into account directly at the design level, but is regarded

as a perturbation on a nominal model, and its effects are eval-

uated in closed-loop simulations. A classic sequential loop

closure approach [9] has been applied by decomposing the

vehicle dynamics into controlled subsystems. With respect

to our previous work [7], several improvements have been

achieved here: the altitude tracking error dynamic equation

is included in the stability analysis; the canard control input

is endowed by an adaptive mechanism and it is used not only

to suppress the non-minimum phase behavior of the system,

but also to generate the feed-forward term that creates the

desired equilibrium at trim. As a consequence, it is now

possible to impose a desired trim value for the angle of

attack. The analysis of the flight path angle tracking error

dynamics is conducted by resorting to sector boundedness

arguments instead of using Taylor series expansions. A sim-

plified stability analysis of the overall system is provided

by resorting to Lyapunov stability arguments without using

complicated modifications as the ones adopted in [7]. Finally

the simulations are performed on the high fidelity model

instead of on the simplified curve-fitted model.

The paper is organized as follows: in Section II the

control-oriented models is presented. Section III covers the

derivation of the controller and simulation results are given

in Section IV. Finally, Section V offers a brief summary of

the results and a discussion of further work.

II. VEHICLE MODEL

The vehicle model considered in this paper (HFM) is

the assumed-modes version [8] of [6]. Due its complexity,

the HFM is used primarily for simulation. For the devel-

opment of the controller, a control-oriented model (COM)

has been derived by replacing the complex expressions

of the aerodynamic forces and moments with curve-fitted

approximations [5], and by neglecting the flexible dynamics.
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TABLE I

STATES, CONTROL INPUTS, AND CONTROLLED OUTPUTS

States

V Vehicle velocity V ∈ [7500, 11000] ft/s
h Altitude h ∈ [85000, 135000] ft
γ Flight path angle,
α Angle of attack α ∈ [−0.2, 0.2] rad
Q Pitch rate
Inputs

Φ Fuel-to-air ratio Φ ∈ [0, 1.5]
δe Control surface deflection (elevator)
δc Control surface deflection (canard)

The COM comprises five rigid-body state variables x =
[V, h, γ, α, Q] and three control inputs u = [Φ, δe, δc],
whereas the output to be controlled is selected as y = [V, h]

′

.

The equations of motion for the COM are then given by

V̇ =
T cos α − D

m
− g sin γ

ḣ = V sin γ

γ̇ =
L + T sin α

mV
−

g

V
cos γ

α̇ = −
L + T sin α

mV
+ Q +

g

V
cos γ

Q̇ =
M

Iyy

(1)

where m is the vehicle mass, Iyy the moment of inertia and g
the acceleration due to gravity. Approximated expressions of

the thrust T , the pitching moment M about the body y-axis,

the lift L and drag D are given as

L ≈ q̄SCL(α, δe, δc) , M ≈ zT T +q̄c̄SCM (α, δe, δc)

T ≈ CT,Φ(α)Φ + C̄T (α) , D ≈ q̄SCD(α, δe, δc) (2)

where the thrust-to-moment coupling coefficient zT , the

reference area S and the mean aerodynamic chord c̄ are given

constants, q̄ denotes dynamic pressure and

CT,Φ(α) = CΦα3

T α3 + CΦα2

T α2 + CΦα
T α + CΦ

T

C̄T (α) = C̄3
T α3 + C̄2

T α2 + C̄1
T α + C̄0

T

CM (α, δe, δc) = Cα2

M α2+ Cα
Mα + Cδe

Mδe+ Cδc

Mδc+ C0
M

CL(α, δe, δc) = Cα
Lα + Cδe

L δe + Cδc

L δc + C0
L

CD(α, δe, δc) = Cα2

D α2 + Cα
Dα + C

δ2

e

D δ2
e + Cδe

D δe

+C
δ2

c

D δ2
c + Cδc

D δc + C0
D . (3)

III. ROBUST/ADAPTIVE CONTROLLER DESIGN

The control problem considered in this paper is to track

given velocity and altitude references, Vref(t) and href(t),
generated using filtered step signals. From the altitude ref-

erence, a desired trajectory for the flight path angle γd(t) is

derived in such a way that if the flight path angle trajectory

follows γd(t), the altitude tracking error is asymptotically

regulated to zero. The initial condition of the vehicle, which

will be denoted by x0 = [V0, h0, α0, γ0, Q0]
′

, is not

necessarily a trim condition for the aircraft. For this study,

a feasible range for the initial condition is given as

|V0 − Vref(0)| ≤ 20 ft/s |h0 − href(0)| ≤ 50 ft

| γ0 − γd(0)| ≤ 1.3 deg |α0| ≤ 5 deg (4)

For the remainder of the work, it is assumed that x0 ∈ Ξ0

where Ξ0 ⊂ R
5 is a set of initial conditions that satisfies

(4). Since the COM is obtained from a curve-fitted approx-

imation of a first-principle model, it is fundamental that the

control law provides robustness with respect to uncertainty

on the plant model parameters. The vector of all uncertain

parameters of the COM will be denoted by P ∈ R
p. All

these parameters are uncertain but assumed to be constant,

except for the coefficients C
(·)
T (which depend on the flight

conditions (h,V )) and the mass of the vehicle m, which

changes with time due to fuel consumption. We set m =
m̃(t) ·m0, where m0 is the nominal mass value and m̃(t) is

a multiplicative uncertainty. Since m̃(t) changes slowly with

respect to the time scale of the references to be tracked, it is

considered constant during each setpoint tracking maneuver.

The nominal value of all the uncertain parameters will be

denoted by the vector P0 and P0
i will represent the ith

component of P0. It will be assumed that P ∈ ΞP where

ΞP represents the admissible range of variation of P and

is such that P0 ⊂ ΞP . PPi
(ΞP) represents the admissible

range for the ith element of P .

In this design, we will consider two compact sets, one for

the initial condition of the tracking error e = [Ṽ , h̃, γ̃, α̃]
′

,

Ξe
0 ⊂ R

4 that is compatible with the conditions (4), and

another set Ξe
wc ⊃ Ξe

0 that defines the worst admissible case

that we allow for each element of e. In particular Ξe
wc is

defined by the condition e ∈ Ξe
wc iff:

|V − Vref | ≤ 50 ft/s |h − href | ≤ 120 ft

| γ − γd| ≤ 9.17 deg |α − α∗| ≤ 2 deg (5)

The control design aims at finding a Lyapunov function V (e)
such that, for a positive value c, the level set Ωc = {e :
V (e) ≤ c} satisfies the following conditions

C.1 Ξe
0 ⊂ Ωc ⊂ Ξe

wc

C.2 the Lie derivative of V along the trajectories of the

closed-loop system is negative definite for any e ∈ Ωc .

These two requirements guarantee that for all initial con-

ditions that satisfy the restrictions (4), the tracking errors

remain bounded inside Ξe
wc and eventually converge to zero.

The first step will be to design the controller letting e
take values in Ξe

wc, thus, each time we have to bound

destabilizing terms or disturbances we will use conditions

(5). Then it will be shown that, for all initial conditions

that satisfy the restrictions (4), the tracking error closed-

loop trajectories evolve in the invariant level set Ωc, hence

the bounds derived for destabilizing terms or disturbances

remain valid for any t ≥ 0.

A. Adaptive Controller for the Velocity Subsystem

Substituting the expression of the thrust T in (2) into the

first equation of (1), the vehicle velocity dynamics read as

mV̇ = CT,Φ(α) cos α Φ + C̄T (α) cos α − D − mg sin γ .
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Leting Ṽ := V −Vref , the dynamics of the tracking error for

the vehicle velocity is written as

m ˙̃V =CT,Φ(α) cos α Φ+C̄T (α) cos α−D−mg sin γ−mV̇ref .
(6)

By introducing the vector of uncertain parameters θ1, the

regressor Ψ1 and the input matrix B1 respectively as

θ1 = [CΦα3

T , CΦα2

T , CΦα
T , CΦ

T , C̄3
T , C̄2

T , C̄1
T , C̄0

T ,

SCα2

D , SCα
D, SC

δ2

e

D , SCδe

D , SC
δ2

c

D , SCδc

D , SC0
D, m̃]

′

Ψ1(x, u) = [0, 0, 0, 0,−α3 cos α,−α2 cos α,−α cos α,

− cos α, q̄α2, q̄α, q̄δ2
e , q̄δe, q̄δ

2
c , q̄δc, q̄, m0g sin γ+m0V̇ref ]

′

B1(α) = [α3 cos α, α2 cos α, α cos α, cos α, 0, 0, 0, 0,

0, 0, 0, 0, 0, 0, 0, 0]
′

,

equation (6) can be written in the linearly parameterized form

m ˙̃V = θ
′

1B1(α)Φ − Ψ
′

1(x, u) θ1 .

Functional controllability of the vehicle [5] implies that

θ
′

1B1(α) 6= 0 for all values of α within the feasible envelope

of flight conditions and for all possible values assumed by θ1,

when each parameter Pi in θ1 varies inside the set PPi
(ΞP).

Let θ̂1 be a vector of estimates of θ1 and θ̃1 := θ̂1 −
θ1; let us consider the control Lyapunov function candidate

W1(Ṽ , θ̃1) = m
2 Ṽ 2 + 1

2 θ̃
′

1 Γ−1
1 θ̃1 where Γ1 is a symmetric

positive definite matrix.

Proposition 3.1: Choosing the fuel-to-air ratio input as

Φ =
1

θ̂
′

1B1(α)

[

− k1Ṽ + Ψ
′

1(x, u) θ̂1

]

(7)

where k1 > 0 is a gain parameter, and the update law for

the parameter estimate θ̂1 as

˙̂
θ1 = Ṽ Γ1 [ B1(α)Φ − Ψ1(x, u)] ,

the Lie derivative of W1(Ṽ , θ̃1) along the trajectories of the

system is rendered negative semidefinite.

Proof. The Lie derivative of W1(Ṽ , θ̃1) along the trajectories

of the system is given by

Ẇ1(Ṽ , θ̃1) = m Ṽ ˙̃V + θ̃
′

1 Γ−1
1

˙̂
θ1

= −k1Ṽ
2 + θ̃

′

1

[

Ṽ [Ψ1(x, u) − B1(α)Φ] + Γ−1
1

˙̂
θ1

]

= −k1Ṽ
2

¤

To ensure non-singularity of the control law (7) over the en-

velope of feasible flight conditions it suffices to constrain the

estimates θ̂1(t) to evolve within a suitable compact convex

set Θ1 ⊂ R
16 constructed by allowing each parameter Pi that

enters θ1 to vary within the set PPi
(ΞP). This can be easily

accomplished by resorting to smooth parameter projection

methods in the definition of the update law [10].

B. Adaptive Controller for the (h̃, γ̃)-Subsystem

Given a desired reference profile href(t) for the vehicle

altitude, the corresponding tracking error, defined as h̃(t) =

h(t)−href(t), satisfies
˙̃
h = Vref γ− ḣref + Ṽ sin γ, since for
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Fig. 1. Sector Boundedness Property of the Function Λ(α, q̄c, Φ).

small values of the flight path angle sin γ ≈ γ. Choosing the

desired trajectory for the flight-path angle as

γd = −εh̃ +
1

Vref
ḣref , (8)

where ε > 0 is a gain parameter, the corresponding dynamics

for the altitude tracking error reads as

˙̃
h = −ε Vref h̃ + Vref γ̃ + Ṽ sin γ

whereas the time derivative of γd is given by

γ̇d = ε2 Vref h̃−ε Vref γ̃−ε Ṽ sin γ−
V̇ref

V 2
ref

ḣref +
1

Vref
ḧref .

The dynamics of the tracking error for the flight-path angle

γ̃ = γ − γd is written in the form

˙̃γ =
1

mV

[

q̄SCα
Lα+T (α, Φ) sin α+mg

[

[1 − cos γ̃] cos γd

+sin γ̃ sin γd

]

− mg cos γd + q̄S
[

Cδe

L δe + Cδc

L δc + C0
L

]

+εmV Vref γ̃−ε2 mV Vref h̃+εmV Ṽ sin γ+d(ref)

]

(9)

where d(ref) =
V̇ref(t)

V 2
ref(t)

mV (t) ḣref(t) −
mV (t)

Vref(t)
ḧref(t) .

Property 3.2: The function Λ(α, q̄, Φ) := q̄SCα
L α +

T (α, Φ) sin α satisfies a sector boundedness property, in

the sense that there exist two functions Λ(q̄,Φ) : R
2 →

R≥0 and Λ(q̄, Φ) : R
2 → R≥0 such that Λ(q̄, Φ) |α| ≤

|Λ(α, q̄,Φ)| ≤ Λ(q̄,Φ) |α| for all admissible values of

q̄ and Φ.

For the feasible range of variation of the velocity V and

the altitude h reported in Table I, the dynamic pressure

q̄ satisfies: 182.5 psf ≤ q̄ ≤ 4000 psf . To show that

Property 3.2 holds, let us first notice that Λ(0, q̄, Φ) = 0.

Graphically, it is possible to see that for for any fixed

q̄c ∈ [182.5, 4000], and for Φ and α inside their ranges,

the functions Λ(α, q̄c,Φ) can be bounded by two straight

lines of appropriate slope. In particular, Fig. 1 shows that for

q̄c = 182.5 there exist two positive constants kmin and kmax

such that kmin · |α | ≤ |Λ(α, 182.5,Φ) | ≤ kmax · |α |
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for any feasible α and Φ. It is possible to show that for

any feasible q̄ such kmin and kmax exist, and kmin(q̄) and

kmax(q̄) can be approximated by linear functions of q̄. As a

consequence, considering the expression of q̄, the range of

variation of h, Φ and q̄ we can conclude that

Λ
(

α, q̄(V, h), Φ
)

:= K(t) · V 2 α (10)

where K(t) is a time-varying coefficient that satisfies km ≤
K(t) ≤ kM for two positive constants km and kM .

The desired angle of attack is selected as αd = α∗ − γ̃
where α∗ can be set to arbitrary values in the envelope of the

feasible flight conditions. Introducing α̃ = α−αd, the angle

of attack satisfies α = α∗− γ̃ + α̃ Using (10), it follows that

q̄SCα
L α + T (α, Φ) sin α =

= q̄SCα
L [α∗−γ̃+α̃] +T (α∗−γ̃+α̃, Φ) sin(α∗−γ̃+α̃)

:= q̄ c1 α∗ + c2(α
∗)Φ + c3(α

∗) + K(t) · V 2 [−γ̃ + α̃ ]

where c1 is a constant, and c2(·) and c3(·) are continuous

functions. Introducing the vectors of uncertain parameters θ2

and the regressor Ψ2 defined as

θ2 =

[

Cδe

L

Cδc

L

,
C0

L

Cδc

L

+
c1α

∗

SCδc

L

,
c2(α

∗)

S Cδc

L

,
c3(α

∗)

S Cδc

L

,
m

S Cδc

L

]
′

Ψ2=

[

−δe,−1,−
Φ

q̄
,−

1

q̄
,
1

q̄

[

g cos γd −
V̇ref

V 2
ref

V ḣref +
V ḧref

Vref

]

]
′

the γ̃ dynamics read as

˙̃γ =
1

mV

[

K(t) · V 2 (−γ̃ + α̃) + mg
[

(1 − cos γ̃) cos γd

+sin γ̃ sin γd

]

+ q̄SCδc

L

(

δc − Ψ
′

2θ2) + εmV Vref γ̃

−ε2 mV Vref h̃ + εmV Ṽ sin γ

]

.

Using (5), it follows that

| [1 − cos γ̃] cos γd + sin γ̃ sin γd | ≤
γ̃2

2
+ | sin γ̃|| sin γd|

and therefore

−K(t) · V 2 γ̃ + mg
[

[1 − cos γ̃] cos γd + sin γ̃ sin γd

]

:= −KS(t) · V 2 γ̃

where KS(t) is a time-varying coefficient such that KS(t) >
ks > 0. Moreover, for all P ∈ ΞP

q̄SCδc

L := KC(t) · V 2 ≥ kc · V
2

where KC(t) is a time-varying coefficient and kc is a positive

constant. Let us introduce the parameter estimate vector θ̂2,

the parameter estimate error θ̃2 = θ̂2 − θ2 and the Lyapunov

function candidate

W2(h̃, γ̃, θ̃2) =
ε0

2
h̃2 +

m

2
γ̃2 +

SCδc

L

2
θ̃
′

2 Γ−1
2 θ̃2 ,

where Γ2 is a symmetric positive definite matrix and the

scaling parameter ε0 > 0 needs to be chosen in such a way

that, for all admissible values m of the mass of the vehicle,

condition C.1 is satisfied for some c > 0.

Proposition 3.3: Choosing the canard deflection input as

δc = Ψ
′

2θ̂2 − k2γ̃

where k2 > 0 is a gain parameter, and the update law for

the parameter estimate θ̂2 as

˙̂
θ2 = −Γ2

q̄ Ψ2γ̃

V
,

there exists a value k∗
2 such that for all k2 > k∗

2 the Lie

derivative of W2(h̃, γ̃, θ̃2) along the trajectories of the system

is negative semidefinite when α̃ = Ṽ = 0.

Proof: The Lie derivative of W2(h̃, γ̃, θ̃2) along the

trajectories of system is given by:

Ẇ2 = −ε ε0 Vref h̃2 + [ε0 Vref − ε2 mVref ] γ̃ h̃

−[KS(t)V + k2 KC(t)V − εmVref ] γ̃
2

+K(t)V α̃ γ̃ + ε0 Ṽ h̃ sin γ + εmṼ γ̃ sin γ

+
q̄SCδc

L

V
θ̃
′

2

[

Ψ2γ̃ +
V

q̄
Γ−1

2
˙̂
θ2

]

.

Using the bounds previously derived it follows that

Ẇ2 ≤ −Vref

[

| h̃|, | γ̃|
]

Q
[

| h̃|, | γ̃|
]
′

+K(t)V α̃ γ̃ + ε0 Ṽ h̃ sin γ + εmṼ γ̃ sin γ

where

Q :=







ε ε0
ε2 m − ε0

2
ε2 m − ε0

2
ks + kc k2 − εm






.

Since for any value of ε and ε0 there ∃ k∗
2 > 0 such that

ks + kc k∗
2 ≥ εm +

1

4ε ε0
(ε2 m − ε0)

2 , (11)

using Sylvester’s Criterion it follows that for any k2 > k∗
2 ,

the matrix Q is positive definite. Let λQ be the smallest

eigenvalue of Q; by the positive definiteness property of Q,

it follows that λQ > 0, and Ẇ2 ≤ −VrefλQ[h̃2 + γ̃2] for

α̃ = Ṽ = 0, .

C. Robust Controller for the (α̃, Q)-Subsystem

Using (1), the (α̃, Q) subsystem is written as

˙̃α = Q − γ̇d

IyyQ̇ = M . (12)

To let α(t) remain close to the desired trim value α∗, we

augment the system with an integrator ξ whose dynamics

are given by ξ̇ = α̃ . Introducing the change of coordinates

χ1 = α̃ + µξ, χ2 = µ α̃ + Q− γ̇d, the (ξ, χ1, χ2) subsystem

is given by

ξ̇ = −µ ξ + χ1

χ̇1 = χ2

χ̇2 = µχ2 − µ2χ1 + µ3ξ +
M

Iyy

− γ̈d .

The desired value for the pitching moment is selected as

Md = Iyy o

[

[−µ − k3a1]χ2 + [µ2 − k2
3a0]χ1 − µ3ξ

]
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where k3, Iyy o
> 0 are gain parameters and a1 and a0

are positive constant. Let ā1 := (Iyy o
/Iyy) a1 and ā0 :=

(Iyy o
/Iyy) a0; then defining Ĩyy := 1− (Iyy o

/Iyy), the χ2

dynamic equation reads as

χ̇2 = −k3 ā1 χ2 − k2
3 ā0 χ1 +

1

Iyy

[

Ĩyy Iyy

[

µχ2 − µ2χ1

+µ3ξ
]

+ M − Md − Iyyγ̈d

]

.

Introducing the vector of uncertain parameters θ3, the regres-

sor Ψ3 and the input matrix B3 respectively as

θ3 = [zT CΦα3

T , zT CΦα2

T , zT CΦα
T , zT CΦ

T , zT C̄3
T ,

zT C̄2
T , zT C̄1

T , zT C̄0
T , Sc̄ Cα2

M , Sc̄ Cα
M , Sc̄ Cδe

M ,

Sc̄ Cδc

M , Sc̄ C0
M , Ĩyy Iyy, Iyy ]

′

Ψ3(x, u) = [−α3Φ,−α2Φ,−α Φ,−Φ,−α3,−α2,−α,−1,

−q̄ α2,−q̄ α, 0,−q̄ δc,−q̄ ,−µχ2 + µ2χ1 − µ3ξ , γ̈d ]
′

B3(q̄) = [0, 0, 0, 0, 0, 0, 0, 0, 0, 0, q̄, 0, 0, 0, 0]
′

,

the (ξ, χ1, χ2) dynamics can be written in the following form

ξ̇ = −µ ξ + χ1

χ̇1 = χ2

χ̇2 = −k3 ā1 χ2 − k2
3 ā0 χ1

+
1

Iyy

[

θ
′

3B3(q̄) δe − Ψ
′

3(x, u) θ3 − Md

]

. (13)

The change of coordinates ζ1 = χ1, ζ2 = χ2/k3 transforms

(13) into

ξ̇ = −µ ξ + ζ1

ζ̇ = −k3 F ζ +
G

Iyy

[

θ
′

3B3(q̄) δe−Ψ
′

3(x, u) θ3−Md

]

,

where

ζ =

[

ζ1

ζ2

]

, F =

[

0 1
−ā0 −ā1

]

and G =





0
1

k3



 .

Since p(λ) = λ2 + ā1λ + ā0 is a Hurwitz polynomial, there

exists a symmetric and positive definite matrix P satisfying

F
′

P + PF ≤ −I for all Iyy ∈ PIyy
( ΞP). Introduce the

parameter estimate vector θ̂3, the parameter estimate error

θ̃3 = θ̂3 − θ3 and the Lyapunov function candidate

W = W1(Ṽ , θ̃1)+W2(h̃, γ̃, θ̃2)+
1

2
ξ2+ζ

′

Pζ+
1

Iyy

θ̃
′

3 Γ−1
3 θ̃3

where Γ3 is a symmetric positive definite matrix.

Proposition 3.4: Choosing the elevator deflection input as

δe =
1

θ̂
′

3B3

[Ψ
′

3θ̂3 + Md]

and the update law for the parameter estimate θ̂3 as

˙̂
θ3 = Γ3 [B3δe − Ψ3] G

′

Pζ ,

it follows that there exist k∗
1 , k∗

2 , k∗
3 and µ∗ such that for all

k1 > k∗
1 , k2 > k∗

2 , k3 > k∗
3 and µ < µ∗ the derivative of

W along trajectories of the closed-loop system is negative

semi-definite.

TABLE II

DESIGN PARAMETERS AND GAINS VALUE

Gain Value Parameter Value

k1 200 µ 0.75
k2 200 ǫ 1e-004
k3 40 a0 0.5
Γ1 0.1 × I16×16 a1 1.5
Γ2 0.1 × I5×5 Iyy o 86722
Γ3 0.1 × I13×13 α∗ 0.035 [rad]

Proof: Using Prepositions 3.1 and 3.3, the Lie deriva-

tive of W along the trajectories of the system satisfies

Ẇ ≤−k1Ṽ
2−Vref(t)λQ [h̃2+ γ̃2]−µ ξ2+ξ ζ1−k3 [ζ2

1 + ζ2
2 ]

+K(t)V γ̃ [ζ1 − µ ξ]+ ε0Ṽ h̃ sin γ(t)+ εmṼ γ̃ sin γ(t)

= −[Ṽ , h̃, γ̃, ξ, ζ1, ζ2]
′

R(t) [Ṽ , h̃, γ̃, ξ, ζ1, ζ2]

where R(t) is a time-varying matrix whose expression is not

reported here for reasons of space limitation. Let ∆i denote

the determinant associated with i-th order upper-left sub-

matrix of R(t). Let k∗
2 be defined by condition (11), then

any choice of k2 > k∗
2 and k1 such that

k1 > k∗
1 =

ε2
0 + ε2m2

4 λQ mint>0 Vref(t)

guarantees that ∆1, ∆2 and ∆3 are strictly positive. More-

over, any choice of µ that satisfies

µ < µ∗ =
4∆3

∆2

1

K2
M maxt>0 V 2(t)

renders ∆4 strictly positive as well. Finally, any choice of

k3 compatible with k3 > k∗
3 = ∆3/4∆4 guarantees that

also ∆5 and ∆6 are strictly positive. The result follows by

applying Sylvester’s criterion.

Standard arguments [11] imply that all trajectories of the

closed-loop system are bounded, and that the tracking errors

Ṽ (t), h̃(t) and γ̃(t) are regulated to zero asymptotically.

IV. SIMULATIONS

To validate the controller derived in the previous section,

simulations have been performed on the HFM model im-

plemented in SIMULINKr. As a representative case study,

the vehicle is initially trimmed at h = 85000 ft and V =
7846.36 ft/s; the reference trajectory href(t) is generated to

let the vehicle climb 25000 ft in about 300s, and Vref(t) is

generated to increase the vehicle velocity of about 2650 ft/s
in the same time interval. The reference commands have

been generated by filtering step increments in velocity and

altitude while the tracking reference for the flight path angle

is generated using (8). The initial conditions of the plant

parameter estimates have been randomly selected within 40%
of their nominal values. The controller gains are reported

in Table II. Fig. 2-3 show that the tracking performance

in closed-loop for the velocity and altitude are excellent

in spite of parameter uncertainty and the presence of the

flexible dynamics, neglected in the controller design. The

flexible states remain well-behaved while the angle of attack

remains close to the desired trim value, as shown in Fig.4.
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Fig. 3. Altitude Tracking and Tracking Error

Finally, Fig. 5 shows that the control effort remains within

the feasible range.

V. CONCLUSIONS

In this paper we have presented an improved ro-

bust/adaptive nonlinear controller design for the longitudinal

motion of an air-breathing hypersonic vehicle. The controller

does not depend explicitly on the model coefficients and

therefore provides robustness with respect to model uncer-

tainties. With respect to our previous work, the stability

analysis has been simplified, and a desired trim value for

the angle of attack can now be imposed. To further improve

the performance of the controller, current work is focused

on including the presence of flexible effects directly at the

design level.
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