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Abstract—This paper provides an automated design to provide
robust PIDs with fixed control gains, suitable to be applied in
power converters whose parameters belong to real intervals.
Differently from conventional PIDs which use only a nominal
model to obtain the fixed control gains and, a posteriori, verify
robustness, the proposed approach ensures, a priori (i.e. during
the design stage), robust performance for a set of plant parame-
ters. To illustratethe proposed procedure, two conventional PID
controllers are given, to achieve phase margin and crossover
frequency for a nominal model of a buck converter. An objective
function based on frequency domain specifications is proposed.
A particle swarm optimization algorithm is then used to find
PIDs, in a large search space that include stable and unstable
controllers, allowing to optimize this function for all cases of
combinations of plant parameters. A case study for the buck
converter illustrates the improvements of performance with
the proposed method when compared to the conventional PID
controllers. Additionally, the design is used in a more challenging
application, for a buck-boost converter suitable for small satellites
application, becoming a simple alternative for benchmarks for
robust control of power converters.

Index Terms—DC-DC converter, Particle swarm optimization,
Proportional-integral-derivative control, Robust control.

I. INTRODUCTION

Proportional-integral-derivative (PID) controllers are recog-
nizedly important in industry applications. They can ensure,
with a simple control structure, for several plants of practical
interest, with suitable transient, steady state responses and
good margins of stability [1]–[6]. PIDs can be designed
from the well-known Ziegler-Nichols methods to the more
advanced techniques as fuzzy and adaptive controllers [7]–
[13]. In particular, these advanced control techniques allow
to improve the performance, at the price of a more complex
control implementation, when compared to simple fixed gains
PIDs.

In the literature, there are several works that use PID
controllers in power converters and some guidelines for the
PID design can be found in [14], based on frequency domain
features. The simpler choice for PID, is the fixed gain con-
troller. In this direction, for output voltage control of buck
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and boost converters, one has, for instance, the works in [15]–
[19]. Other paradigm is the PID gain variable controllers. In
this direction, one can cite, for instance, for output voltage
control of buck and boost converters, the works [10], [20],
[21], that use adaptive or fuzzy method for PID control.
Note that adaptive or fuzzy controllers are best indicated in
the scenario of unpredictable changes in system dynamics.
However, there are situations where controllers with fixed
gains are appropriate, such as in constant but unknown system
dynamics [2].

In the context of PID fixed control gains, finding suitable
gains is a challenge in the controller design, and the difficulty
increases with the need to meet multiple control objectives.
Moreover, structured parameter uncertainty leads to a set of
plants to describe the control system and to the need of design
of PIDs that can guarantee limits of performance for this whole
set. In this scenario, metaheuristics such as genetic algorithms
(GA) and particle swarm optimization (PSO) can be useful,
as indicated in [22]. It is important to mention that GA and
PSO algorithms have already been used in the design of PIDs
in [23]–[25]. For instance, in [23] a PID control based on
a multiobjective GA is proposed for a linear brushless DC
motor, taking into account uncertainties, with an objective
function based on the rise time, overshoot and steady-state
error. In [24], a PSO is used to determine the gains of an
optimal PID for an automatic voltage regulator system, and a
comparison with a GA method is presented in this case. In
[25], a PSO is used to find optimum values of the gains of
a PID controller in order to reduce the current to the power-
assisted steering in electric vehicles, having the objective of
minimizing a mean square error function. As remarked in [22],
the majority of the publication with metaheuristics in power
electronics is on power quality and circuitry optimization.
There is a lack of publications based on metaheuristics for
control tuning in power converters. Recently, a few works are
published using PSO to tuning a PID controller in [26]–[29],
but not addressing the design of robust controllers. This makes
the further investigation in this direction an important issue.

This paper provides as main contribution a procedure, based
on PSO, to obtain fixed gains of robust PID controllers applied
for voltage regulation of DC-DC converter with parameters not
precisely known, but lying on uncertain intervals. The models
of the plants used here contain interval uncertain parameters,



leading to a set of linear models for each of the situations
of extreme values of these uncertain parameters. As a first
case study, two conventional PID designs were performed,
for a buck converter, relying only on a nominal plant to
meet phase margin and crossover frequency specifications, as
commonly done in power electronics. One of these designs
uses the pidtune function and the other uses the sisotool,
both from MATLAB. The proposed algorithm is based on an
automatic tuning of the PID gains, guided by the minimization
of an objective function that takes into account phase margin
and crossover frequency, for a set of 4 plants. In addition,
an extension for a more complex converter is presented,
specifically a buck-boost converter used in small satellites,
to show the suitability of the proposed robust control design
for DC-DC converters. The fixed control gains designed here
completely offline, with good convergence in the performed
case studies, allowing better performances than those obtained
by conventionally designed PID controllers.

II. PROBLEM DESCRIPTION

The aim of this section is to illustrate two conventional
PID designs and to describe the robust control problem to
be addressed here. For sake of example, consider the output
voltage control of a buck converter [14], where L is the filter
inductor, C is the filter capacitor, RL is the resistive load,
Vg is the input voltage and Vo is the output voltage of the
converter, to be regulated.

The buck converter has the transfer function

Gp(s) =
RLVg

s2(CLRL) + sL+RL

(1)

considering the duty cycle as input variable and the capacitor
voltage as the output variable [14].

Differently from similar results in the literature, here some
parameters of this converter are assumed, in the control design
stage, as uncertain. Specifically, consider that the value of the
load resistor RL and the input voltage Vg are assumed as not
precisely known, but belonging to real intervals for which only
the upper and lower bounds are known, as given in Table I.

Table I
BUCK PARAMETERS.

Parameters Values

Input voltage (Vg) 30 V ±10%

Output voltage (on load) (Vo) 15 V
Switching frequency (fs) 30000 Hz

Filter capacitor (C) 100 µF
Filter inductor (L) 100 µH

Resistive load (RL) 3 Ω ±50%

The control of the output voltage of the buck converter used
here has a unit feedback, with the controller Gc being a fixed
gain PID controller given by

Gc(s) =

[

Kds
2 +Kps+Ki

s

]

×

[

pb

pb+ s

]

(2)

Kp, Ki and Kd are, respectively, the proportional, integral
and derivative gains. pb is an additional pole placed at a high
frequency to reduce interactions with the lead-lag action, and
also to ensure a causal transfer function for the PID.

A. Conventional designs

As usually done for power converters, the gains of the PID
can be computed in order to ensure 60 degree phase margin
and a crossover frequency one decade below the converter
switching frequency [14]. Two solutions for this control design
problem are given in the sequence, one based on the function
pidtune and the other based on iterative design in sisotool,
both relying on MATLAB.

Choosing the case of maximum values of Vg and RL to
define the nominal plant for conventional control design, due
to the fact that this is the plant with smaller damping factor,
and the specifications of phase margin and crossover frequency
given above, the MATLAB function pidtune provides the PID

Gc(s) =
(1.89× 10−6s2 + 0.0226s+ 64.9) 7.129× 104

s(s+ 7.129× 104)
(3)

It is worth to mention that the pidtune returned an ideal PID,
and then an additional pole was included one decade above
the fastest zero of the controller to get the result in (3).

Now, as most commonly done by control engineers, using
an interative design in sisotool, from MATLAB, considering
the same nominal plant and the same design specifications
used in pidtune example, one can get, by trial and error, the
PID controller

Gc(s) =
(4.16× 10−6s2 + 0.0315s+ 56.29) 6.283× 104

s(s+ 6.283× 104)
(4)

Figure 1 shows the step response of the closed-loop system
with both conventionally designed controllers. One can see that
the responses are quite similar, with a slight superior transient
response from the sisotool based design.
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Figure 1. Converter with the MATLAB sisotool PID controller compared
with the converter with the pidtune controller: Closed-loop system unit step
response.

But the most important point to be remarked here is that
these conventional designs need one nominal model of the
plant to initiate the control design and, only a posteriori, the



robustness and performance to intervalar parametric uncertain-
ties are addressed. This can lead to a time consuming control
design, based on trial and error sessions of a control engineer,
which represents cost in industry.

This motivates the investigation in this paper, that aims
to provide an automated tuning procedure for robust PID
controllers, as described in the sequence.

B. Control problem definition

Find, by means of an automated tuning performed off-line,
fixed gains Kp, KI and Kd, and also the additional pole pb

(i.e. four control parameters) for the PID in (2) such that, for
all the extreme values of the plant model, the phase margin
and the crossover frequency approach values prescribed by the
control designer.

It is worth to mention that the controller solving the above
design problem is a simple fixed gain PID, thus avoiding more
complex implementations of PIDs, based on strategies that
lead to time-varying control gains. Such controller, obtained
in an off-line procedure can be useful as a benchmark for
comparisons with other controllers.

III. PROPOSED DESIGN SOLUTION

In order to provide a solution for the above design problem,
consider the vector of control parameters given by

K = [ Kp KI Kd pb ] (5)

To measure stability and the performance of the control sys-
tem with these gains when affected by uncertain parameters,
the following function are used here

fj(K) = δj(K) [ | (PM⋆ − PMj(K)) | γ1
+ | (ω⋆

c − ωcj(K)) | γ2 ] , j = 1, . . . , p
(6)

where PM⋆ and ω⋆
c are reference values for desired phase

margin and crossover frequency, respectively.
This function provide, for each one of the p possible

conditions of extreme plant uncertain parameters, a weighted
sum of the deviations of the phase margin and of the crossover
frequency to their desired values.

The weights γ1 and γ2 are chosen, for instance, to compati-
bilize the size of the parcels in functions (6) or to set a higher
importance for one of the perfomance indices (phase margin
and crossover frequency) over the other. For each j, δj(K)
is a scalar that plays the role of a penalty factor, being set
to a high value when the control gain K under test produces
instability, or being set to 1 when no unstable closed-loop pole
is detected for any of the parameter situations j = 1, . . . , p.

Notice that, for each control gain K under test, the values
of PMj(K) and wcj(K) can be easily obtained, for instance,
from function margin, of MATLAB, and the closed-loop poles
can also be obtained from the function pole, of MATLAB, thus
allowing to decide for the high or unit value for δj(K).

Defining the objective function

J(K) = max{fj(K)} , j = 1, . . . , p (7)

as the worst case value of the functions in (6), one has that
the PID control gain vector that minimizes J in a given search
space K (i.e. a given subset of R4), is optimal in the sense
of ensuring the smallest weighted sum of deviations from the
desired values of phase margin and crossover frequency in this
space of controllers. In other words

K⋆ = arg min
K∈K

J(K) (8)

Notice that K⋆ that solves (8) will also provide a solution
for the practical control problem in Section II.B.

A mathematical solution for the optimization control prob-
lem (8) is difficult to be obtained, due to the difficulty in
expressing the gradient of the objective function and due to
possible discontinuities of the objective function in a given
broad search space. Particle swarm optimization has proven
to be efficient to find minimum vaues of nonlinear objective
functions, in search spaces with possible discontinuities and
with possible multiple local minima [30].

A. Particle swarm optimization

PSO is a bio-inspired algorithm based on intelligent swarms,
where the collective behavior of locally-interacting non-
sophisticated agents creates global functional patterns, pro-
posed by J. Kennedy and R. C. Eberhart in [30].

For the search of control gains using the PSO, the PID (9)
can be seen as a particle i in the search space, that is, each
K is associated with the position

si = [ Kpi KIi Kdi pbi ] (9)

The particle swarm has a size of N particles, with N chosen
sufficienly large to cover the search space.

The particles will evolve in the search space, that is, their
positions will be updated from one epoch k to the next epoch
k + 1, until reaching the limit of epochs M for evolution.

Thus, at the epoch k, each particle has a position si(k)
and its own velocity vi(k), moving through the search space
governed by the equations

si(k + 1) = si(k) + vi(k + 1) (10)

vi(k + 1) = ω vi(k) + φ1(rand1(Pi.best − si(k)))
+φ2(rand2(Gbest − si(k)))

(11)

Each particle memorizes the position that got its best
fitness, called Pi.best, and the swarm is also influenced by
the particle that obtained the best fitness position among all
particles, called Gbest. This fitness is defined here by the
objective function (7). φ1 and φ2 are the cognitive and social
coefficients, respectively, ω the inertia and rand1 and rand2
random values between [0, 1]. It is also noted that the position
and velocity of each particle are represented by vectors [31].

To guide the choice of the PSO parameters, the number
of particles and of epochs, respectively, N and M , and
the coefficients φ1 and φ2 are chosen in order to ensure
convergence of the fitness function with low computational
effort.



Finally, in practical terms, it is worth to mention that one
solution of the control problem in Section II can be achieved
by the control designer choosing the worst case plant as
the one more difficult to be stabilized (e.g. the one with
smaller damping ratio or the one with smaller bandwidth).
Then, a PID can be designed with a conventional technique,
as the pidtune, exemplified in Section II. The stability and
the performance of this controller with the other plant situ-
ations can be, a posteriori, checked. This strategy can lead
to acceptable performance but there is no guarantee that
better performances could not be found in a search space
including this conventionally designed PID. If a search space is
stablished around this viable controller, exhaustive grids would
become rapidly prohibitive in terms of computational time.
For instance, a simple cube in the search space, with side 1,
discretized in 1000 points each side, would demand the test
of 106 controllers. The proposed solution with PSO allows to
highly improve the results obtained with conventional designs,
as will be illustrated in the next section.

IV. PSO APPLIED TO THE BUCK CONVERTER CASE STUDY

In Section II, conventional PIDs were designed for a buck
converter, using only one nominal model of the plant in the
design. Now consider the same set of parameters given in
Table I, for the design of a robust PID with the help of the
PSO described in the previous section.

The design specifications remain the same: PM⋆ = 60◦

and ω⋆
c = 3000 Hz, that is, one decade below the converter

switching frequency. The weights in the terms of the objective
function (6), which will guide the PSO, are γ1 = 1 and
γ2 = 10−2, and δj(K) is 103 in case of instability or 1 in
the case of stability.

The search space chosen here is a hyper-rectangle around
the parameters of the PID obtained from the pidtune function,
given in (3), since this controller can be easily reproduced.
The search space is described as 2.26 × 10−5 ≤ Kp ≤ 22.6,
6.49 ≤ KI ≤ 6.49× 102, 1.89× 10−9 ≤ Kd ≤ 1.89× 10−3

and, to keep the additional pole in high frequency range, 0.5×
7.1 × 104 ≤ pb ≤ 1.5 × 7.1 × 104. Even though parts of
the search space represent PID parameters which will produce
instability, the PSO will penalize these individuals with the
high value of δj(K) in (6).

The algorithm starts with the following parameters: swarm
size N = 100, maximum number of iterations (epochs) M =
50 and social and coefficient φ1 and φ2 with values of 0.5 each
one. A random population of particles is initialized and then
the PSO algorithm updates their position and velocity, based
on (10) and (11), and evolves until the maximum number of
epochs is reached or the stall criterion of 30 epochs without
significant reduction in the objective function. The final value
of the objective function obtained in one of the executions of
the PSO is J(K) = 11.06, with the evolution of the fitness
illustrated in Figure 2 (a).

The best particle found by the PSO, that is, the best PID
control parameter vector with respect to the minimization of
the objective function (7), is given by

Gc(s) =
(5.31× 10−6s2 + 0.0571s+ 292.8) 8.266× 104

s(s+ 8.266× 104)
(12)

For a performance comparison, the MATLAB step re-
sponses shown for the conventional controllers in Section II
are reproduced now together with the response of the robust
PID tuned by the PSO, in Figure 2 (b), where one can see
the clear superiority of the performance with the controller
obtained with the proposed method.
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Figure 2. (a) Best fitness value in each epoch. (b) Comparison of the closed-
loop system unit step response with the conventionally designed PIDs (3) and
(4) and with the PSO (12).

To have a more realistic analysis of the PID controllers,
comparisons of the other two conventionally designed PIDs
obtained in Section II with the robust PID from PSO are car-
ried out, based on the software PSIM with ideal components,
including the effect of the PWM signal as input of the filter and
load stage. Figure 3 (a) presents the startup transient response
with the plant with maximum values of RL and Vg , which
is the situation used in the design of the conventional PID
controllers. One can confirm the superiority of performance
with the controller obtained with PID designed with the help
of PSO.

For the result in Figure 3 (b), one has the system operating
with each one of the PIDs, in steady state, in the mean
parameter situation, and then the input voltage Vg is reduced
in 10%. Again, one can see the superior transient recover
from the PID tuned by the PSO. The result in Figure 3
(c) has the same initial conditions of the previous test, and
a sudden reduction of 50% in RL is applied (i.e. the load
power consumption is suddenly increased). Again, the superior
performance with the PSO based PID controller is confirmed.

To confirm robustness against parameter uncertainty, Fig-
ure 4 (a) shows the startup transient response of the closed-
loop system with the PID tuned by the proposed PSO, for
all the extreme load situation conditions. The line in blue
represents the case of the plant with mean parameter values,
and the lines in black represents the converter with the upper
and lower bounds of RL and Vg . It is noticed that all responses
show good transient performance, due to the guaranteed phase
margin and crossover frequency.
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Figure 3. PSIM simulation of the closed-loop system for the converter with upper bounds of RL and Vg : (a) System start-up. (b) 10% reduction in input
voltage Vg in t = 0.1 s. (c) 50% reduction in load resistance RL in t = 0.2 s.
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Figure 4. (a) Closed-loop start-up transient response system with nominal
transfer function (in blue) and the upper and lower bounds of RL and Vg (in
black). (b) Closed-loop pole location.

Finally, Figure 4 (b) corroborates the stability of the system
with the PID tuned with the help of PSO, for the domain of
uncertain paramters, showing that all closed-loop poles remain
on the lefthand side of the complex plane.

V. EXTENSION: BUCK-BOOST FOR SMALL SATELLITES

To apply the proposed control design to a more complex
case, consider the converter in Figure 5, used in small satel-
lites, which performs distributed bus power processing [32].
This converter operates in two different ways, which vary
depending on the evolution of the satellite orbit. In the eclipse
period when there is no solar energy in the photovoltaic panels,
the converter regulates the output bus for the loads. In the
sunlight period, when the photovoltaic panels are receiving
solar radiation, the converter operates as a battery charger.
For this example it was used only the eclipse converter plant,
given by equation (13), which is represented by the averaged
small signal model [33]–[35]

Gvod(s) =
a2s

2 + a1s+ ao

b3s3 + b2s2 + b1s+ bo
(13)

being
a0 = Rb − Ro − D2Ro + 2DRo; a1 = L − CbRbRo −
CbD

2RbRo − CiD
2RbRo + 2CbDRbRo + CiDRbRo;

a2 = CbLRb + CiLRb; bo = Rb + Ro + D2Ro − 2DRo;
b1 = L+CbRbRo+CbD

2RbRo+CiD
2RbRo−2CbDRbRo;

b2 = CbLRb + CiLRb + CiLRo; b3 = CbCiLRbRo

For sake of comparison, a PID controller was designed with
pidtune to achieve a phase margin of 60◦ and a crossover
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Figure 5. Bidirectional buck-boost converter with stacked input and output
for small satellite application.

frequency of 400 Hz, and these requirements were also used
to guide the design with the PSO, with the same parameters
employed in Section IV (swarm size and number of iterations),
leading to the controller

Cvod(s) =
(4.95× 10−6s2 + 0.0045s+ 38.67)4.755× 104

s(s+ 4.755× 104)
(14)

Figure 6 shows the step responses for this controller and
for the PID designed with pidtune, under the same design
requirements. One can see the superiority of the PID obtained
from the proposed procedure, providing the faster responses
in Figure 6 (two upper curves), also for a more challenging
application.

VI. CONCLUSION

This paper provided an alternative for automated design of
robust (fixed gains) PIDs with application for power converters
with uncertain parameters. The proposed solution relies on
a PSO that minimizes an weighted sum of the deviations
of desired values for phase margin and crossover frequency,
allowing results superior than conventionally designed fixed
gains PIDs. The main advantage of the proposed design
procedure is to alleviate the control engineer from the time
consuming task of obtaining the control gains by trial and
error sessions. This task is delegated to an automated design



-0.2

0

0.2

0.4

0.6

0.8

1

1.2

Time (ms)

350

370

390

410

G1

G2

Rb (W)

0.3125

0.075

Vb (V)

4.2

3.4

Epoch
0

J
(K

)

0 1 2 3 4 5 6 7 8 9 1010 20 30 40 50

Figure 6. Step responses for the PID obtained from pidtune function and for
the proposed PID in (14).

using PSO, which produce, in an offline procedure, the gains
of robust PIDs, suitable for control of power converters.
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